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A B S T R A C T

Purpose : To study the effect of the user-defined electron/positron simulation parameters 𝐶1 and 𝐶2 of the
Monte Carlo code penelope on the results from simulations of bremsstrahlung photons generated by high energy
electrons incident on thick targets.
Methods: The version 2018 of the code system penelope, with four different sets of simulation parameters, is
used to calculate the photon fluences produced by electron beams with initial energies ranging between 10 and
30 MeV impinging on thick elemental targets of Be, Al and Pb. Using the calculated fluences, the integrated
photon yields and the mean energies of the detected photons are also evaluated. The Monte Carlo results are
compared to the available experimental data, the comparison being quantified by means of 𝜒2 statistics.
Results: Although acceptable agreement of simulation results with experimental data is found for all the
simulations performed, a significant improvement in this agreement is observed when the parameter values
𝐶1 = 𝐶2 = 0.01 or 0.001 are used, that is, when the simulations are more detailed. In the case of the mean
energy of the detected photons, similar results are obtained in all the simulations. The results obtained with
this version of the code improve those found with older versions in case of the Pb target.
Conclusions: Regarding the emission of bremsstrahlung photons by MeV electrons, simulations with 𝐶1 =
𝐶2 = 0.01 produce results that approximate the experimental data equally well as more detailed simulations
with 𝐶1 = 𝐶2 = 0.001, with a reduction of the simulation time between 81% and 89%, depending on the initial
energy of the electrons.
1. Introduction

The term bremsstrahlung designates the photon emission that oc-
curs when fast charged particles are accelerated in the field of atoms.
This emission mechanism originates the continuous background of pho-
tons in radiation beams from X-ray generators, from synchrotrons and
cyclotrons, from radioactive sources with nuclides decaying through
beta emission, and from galaxies and clusters.

In medical physics, bremsstrahlung emission has a crucial role as the
main process for the production of photon beams in clinical electron
linear accelerators, which result from the interactions of high energy
electrons with a material target made of high atomic number elements.
Precise characterization of these photon beams is required to account,
with the prescribed accuracy, for the dose distribution in patients and
for overall dosimetry studies of the photon beams themselves.
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There are a few publications reporting measurements of brems-
strahlung resulting from the interaction of MeV electrons with targets
of different elemental materials. In their pioneering work, Lanzl and
Hanson (1951) analyzed the angular distribution of bremsstrahlung
produced by 17 MeV electron beams impinging on Be, Al, Cu, Ag,
and Au targets. Dance et al. (1968) measured the radiation emitted
by electrons with energies of 0.5, 1.0, 2.0, and 2.8 MeV that were
completely stopped in targets of Al and Fe. Rester et al. (1970) extended
the work of Dance et al. by performing measurements for electron
beams of 0.2, 1.0, and 2.0 MeV incident on Sn, Au and Be targets,
2.8 MeV beams on Sn and Au, and 0.2 MeV beams on Al and Fe. Naka-
mura and Hirayama (1976) studied the emission from thick lead targets
bombarded by electrons with energies between 15 and 25 MeV. More
recently, Faddegon et al. (1990, 1991) studied the bremsstrahlung
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radiation produced by electron beams of 10, 15, 20, 25, and 30 MeV
on thick Al and Pb targets, and of 15 MeV electrons on Be targets.

Nowadays, Monte Carlo simulation of clinical accelerators has be-
came a usual tool as a component either of treatment planning systems
or of complementary verification procedures (Brualla et al., 2017).
However, the simulation of bremsstrahlung is far from trivial because of
the complexity of the associated differential cross section (DCS), with
strong correlations between the energy and the direction of emission
of the released photon, and because photon emission may occur at
any stage along an electron history. This difficulty has motivated
many benchmark comparisons of results from various available Monte
Carlo codes with measurements. Thus, Sempau et al. (2003) and Sal-
vat et al. (2006) found generally good agreement between measured
bremsstrahlung energy spectra and results from the penelope code for
electrons with energies up to 1GeV impinging on Al, Au, Pb and water
argets. Faddegon et al. (2008) performed a general study of results
rom the codes EGSnrc, Geant4 and penelope. They analyzed different
agnitudes such as the bremsstrahlung yield, the angular and energy
istributions of photon fluences, etc., and concluded that EGSnrc and
enelope gave results closer to measurements, though the three codes
verestimated the photon spectra at low energies. Finally, Pandola
t al. (2015) have found overall good agreement between their Geant4
imulations and the experimental data of Dance et al. (1968) and Rester
t al. (1970). The influence of the penelope simulation parameters on the

accuracy of the Monte Carlo results was also investigated, in the context
of X-ray spectroscopy, by Llovet and Salvat (2018).

In a simulation study using the penelope code, Rodriguez et al. (2015)
ave drawn attention about the values of the simulation parameters
o be considered in the target of a Varian Clinac 2100 operated at
MV to ensure agreement of simulation results with measurements.
hey concluded that, to avoid significant deviations of the dose in
he phantom or the patient, the parameters 𝐶1 and 𝐶2, which are the

ones determining the accuracy of the simulation, should have values
less than 0.001. This conclusion is at variance with the safe values
𝐶1 = 𝐶2 = 0.05 recommended in the penelope manual (Salvat, 2020),
and used by Sempau et al. (2003) and Faddegon et al. (2008). The
observation of Rodriguez et al. (2015) indicates that the emission of
high-energy bremsstrahlung photons from thick targets is very sensitive
to the accuracy with which the first stages of the electron trajectories
in the target are simulated, because it is at these first stages where
high-energy photons are released. The large distance from the target
to the photon detector, or to the patient’s body, acts as a kind of
magnifying lens in revealing inconsistencies in the energy-angle distri-
bution of bremsstrahlung photons. Hence, it is important to analyze the
dependence of the simulated distributions on the adopted values of the
parameters 𝐶1 and 𝐶2. It is worth mentioning here that the description
of the intrinsic angular distribution of bremsstrahlung photons has been
improved in the 2018 version of the code by largely increasing the size
of the calculated shape-function database (for details, see Salvat, 2020).

The present work aims at analyzing the influence of the parameters
𝐶1 and 𝐶2 on the reliability of simulated bremsstrahlung emission,
and to devise accurate schemes to simulate the emission from thick
targets. For this purpose, we performed a series of simulations using
the last available version of penelope (Salvat, 2020), with the geomet-
rical arrangements of experiments described in detail, and we com-
pared the simulation results with measured data from the experiments
by Faddegon et al. (1990, 1991).

2. Material and methods

2.1. Tracking parameters in PENELOPE

Penelope simulates the coupled transport of electrons, positrons and
photons with energies from, nominally, 50 eV up to 1GeV in geometries
consisting of homogeneous bodies of arbitrary composition limited by
quadric surfaces. Photons are simulated in a detailed way, that is,
2

interaction by interaction, while electrons and positrons are simulated
through an elaborate mixed scheme. The code classifies the interaction
events of these charged particles as hard and soft, by means of a cutoff
angular deflection 𝜃c for elastic collisions, and cutoff energy trans-
fers 𝑊cc and 𝑊cr for inelastic collisions and bremsstrahlung emission,
respectively. Hard events are those involving angular deflections (in
elastic collisions) or energy transfers larger than the corresponding
cutoffs; they are simulated in detail from the corresponding restricted
DCSs. The aggregate effect of the soft events (i.e., events involving
sub-cutoff energy transfers or elastic angular deflections) that occur
between each pair of consecutive hard events are simulated as a single
artificial event (a hinge) by using a multiple scattering approach.

The mixed simulation of electrons and positrons is tuned by means
of the following user-defined simulation parameters (Salvat, 2020):

• 𝐶1, which sets an upper limit to the average angular deflection
𝜃ms due to the multiple scattering events occurring in a trajectory
step between successive hard elastic collisions: 𝐶1 ≃ 1 − cos 𝜃ms;

• 𝐶2, which limits the average fractional energy loss, 𝐶2 = 𝛥𝐸el∕𝐸el,
of a particle with kinetic energy 𝐸el along a trajectory step
between successive hard elastic collisions;

• 𝑊cc, which fixes the cutoff energy loss separating soft and hard
inelastic collisions;

• 𝑊cr , which establishes the cutoff energy loss separating soft and
hard bremsstrahlung emission events, and

• 𝑠max, which sets the maximum step length.

In the present work, simulations of bremsstrahlung emission from
thick targets have been performed. In this kind of simulations, the
value of 𝑠max, which allows a minimum number of steps in thin bodies,
ensuring the reliability of the results, is irrelevant and it has been set to
1020. The parameters, 𝑊cc and 𝑊cr are expected to have practically no
effect; they have been chosen to be 200 keV and 10 keV, respectively,
for all the materials present in the simulated arrangement. These are
the same values used in the work by Faddegon et al. (2008).

For the purposes of the present work, the only parameters that
effectively affect the accuracy of simulation results are 𝐶1 and 𝐶2,
which determine the value of the mean free path between hard elastic
collisions and the corresponding cutoff angular deflection 𝜃c. As shown
in the manual of penelope (Salvat, 2020), each of these parameters is
effective for particles with energies in different ranges: 𝐶2 only for
very high kinetic energies (above ∼10 MeV), and 𝐶1 for intermediate
energies (between ∼10 keV and ∼10 MeV). When the kinetic energy
of the transported particle becomes lower than a certain value (deter-
mined by the program), the simulation of elastic collisions is gradually
switched to detailed mode. The lower the values of 𝐶1 and 𝐶2, the
more accurate are the simulation results, at the expense of longer
calculation times. The numerical values of these two parameters can
be chosen independently within the range [0.0–0.2]. However, as their
effects do not interfere, they are usually given the same value. The
penelope manual (Salvat, 2020) suggests that the value 𝐶1 = 𝐶2 = 0.05
is ‘‘safe’’, in the sense that simulation results are sufficiently accurate
for most practical purposes.

In this work, four sets of simulations were performed with the values
of 𝐶1 = 𝐶2 = 𝐶 equal to 0.2, 0.1, 0.01 and 0.001, which correspond to
increasingly more accurate, and slower, simulations.

In all the simulations reported here, the absorption energies for
electrons and positrons were set to 200 keV, and that of photons to
10 keV for all materials in the simulation geometry; these values were
also adopted in Faddegon et al. (2008).

2.2. Description of the reported simulations

Our analysis is based on measured data from the experiments
by Faddegon et al. (1990, 1991). Table 1 summarizes the energies
of the electron beams, 𝐸𝑒, and the thicknesses of the target materi-
als, 𝑡, used in the experiments and adopted in our simulations. The
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Fig. 1. Scheme (not to scale) of the geometry used in the simulations performed in the present work. The composite structure, sketched in the left diagram, consists of various
material slabs, whose compositions and thicknesses are indicated. The distance 𝛿t from that structure to the target is 0.94 cm for Al and Be targets and 1.6 cm for Pb targets. The
hickness of the Si slab is 𝑡Si = 0.01 cm for the 15 MeV electron beams and 0.015 cm for the other beam energies.
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Table 1
Electron beam energies, 𝐸𝑒 (nominal values and values used in the

simulations), and thicknesses, 𝑡, of the various targets used in the
experiments of Faddegon et al. (1990, 1991) and considered in the
present simulations.
𝐸𝑒 [MeV] 𝑡 [g cm−2]

Nominal Simulation Be Al Pb

10.0 10.09 6.480 6.800
15.0 15.18 11.670 9.740 9.130
20.0 20.28 11.620 11.340
25.0 25.38 15.130 11.340
30.0 30.45 16.210 13.610

electron beam energies considered in the present simulations (second
column of Table 1) are those used by Faddegon et al. (2008) in their
simulations; these values were obtained by those authors after an
accurate re-calibration of the setup used in the benchmark experiments
by Faddegon et al. (1990, 1991). The target thicknesses are about 1.1
times the electron range, calculated from the continuous slowing down
approximation, for the corresponding electron beam energies. For the
10, 20, 25, and 30 MeV electron beams, only data measured at 𝜃 = 0o

re available. For the 15 MeV electron beam, photons were detected at
= 0o, 1o, 2o, 4o, 10o, 30o, 60o, and 90o.

Fig. 1 shows a scheme of the geometry employed in the simulations.
As the data of Faddegon et al. were corrected for the effects due to
the transport in air and the detector (Faddegon et al., 1990, 1991),
the whole experimental arrangement is assumed to be in vacuum. In
the simulations, an electron beam of square transverse section with
a side length of 0.35 cm impinged normally on the lower surface
of a composite structure consisting of various material slabs of the
indicated compositions and thicknesses. This structure represents the
Ti window at the exit of the accelerating stage, a transmission current
monitor of Si, and an evacuated ionization chamber with an entrance
window of stainless steel. The ionization chamber was employed only
for small angle measurements; it was removed and replaced by air

o o
3

for measurements at angles between 30 and 90 . After crossing that m
structure, electrons reach the target, which is at a distance 𝛿t above
the upper surface of the structure. A photon detector placed at 1m from
the target was used to record the photon energy spectra. The laboratory
frame of coordinates used in the simulations had its origin at the center
of the irradiated surface of the target with its Z axis coinciding with the
symmetry axis of the setup.

The relevant simulation results were the energy distributions of
photons reaching an annular detector at a distance 𝑑 = 1m from the
origin of coordinates covering the interval of polar angles (𝜃 − 𝛿, 𝜃 + 𝛿)
with 𝛿 = 0.5o. The detector at 𝜃 = 0o covered the polar-angle interval
0o, 0.5o).

The simulation code calculated the bremsstrahlung yield

d𝑆
d𝐸

= 1
𝑁e

d2𝑁𝛾

d𝐸 d𝛺
, (1)

here d2𝑁𝛾∕(d𝐸 d𝛺) is the number of photons that reach a detector
er unit energy and per unit solid angle [in units of (MeV⋅sr)−1] and
e is the number of simulated primary electron histories. In order to

e consistent with Faddegon et al. (2008) the output bremsstrahlung
ields were converted into photon energy fluences 𝑓 , defined as

= 𝐸 d𝑆
d𝐸

1
𝑑2

, (2)

nd given in units of m−2. The photon energy 𝐸 is introduced to reduce
he variation range of the quantity, and to produce cleaner plots.

To quantify the comparison of simulation results with experimental
ata, it is necessary to consider their associated uncertainties. The
verall uncertainty in the measurements (Faddegon et al., 1990, 1991)
aries between 3.7% at the beam axis and 2.3% for directions at angles
ith the beam axis of 4o or larger. The statistical uncertainties of

imulation results are determined by the number of generated random
lectron histories in each simulation run. The number of generated
howers induced by primary electrons varied between 3 ⋅ 107, for
𝑒 = 30 MeV, and 3 ⋅ 108, for 𝐸𝑒 = 10 MeV. The relative statistical
ncertainties of the simulated results are less than about 2% at the
axima of the photon energy-fluence curves.
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2.3. Benchmark comparisons of the Monte Carlo results

The consistency of the Monte Carlo simulations was analyzed by
using the 𝜒2 statistics to compare the photon energy fluences obtained
with various values of the simulation parameter 𝐶 (= 𝐶1 = 𝐶2).
or each electron energy, target, and photon detection angle, the
onte Carlo simulation with a given 𝐶 value gave a set of pho-

on energy fluence data and their associated statistical uncertainties,
[𝑓MC

𝑘 (𝐶), 𝜎MC
𝑘 (𝐶)], 𝑘 = 1, 2,… ,𝑀}, where the index 𝑘 runs over the

ins of the simulated photon energy spectrum (a histogram). We per-
ormed simulations with 𝐶 = 0.2, 0.1, 0.01, and 0.001. Because, in
rinciple, penelope simulations are more accurate the smaller the value
f 𝐶 (Salvat, 2020), we consider the results for 𝐶 = 0.001 as the

reference. To analyze the convergence of the Monte Carlo results as
𝐶 decreases, we calculate the quantity

𝜒2
MC(𝐶) = 1

𝑀

𝑀
∑

𝑘=1

[

𝑓MC
𝑘 (𝐶) − 𝑓MC

𝑘 (𝐶 = 0.001)

𝜎MC
𝑘 (𝐶 = 0.001)

]2

, 𝐶 = 0.2, 0.1, 0.01 .

(3)

The comparison between simulation results and the experimental
ata of Faddegon et al. (1990, 1991) was quantified in a similar way.
or given electron energy, target and photon detection angle, we have
set of measured values of the photon energy fluence: {(𝑓 exp

𝑘 , 𝜎exp𝑘 ), 𝑘 =
, 2,… , 𝑁}. Because the binning used in the simulations does not
lways match the experimental energy grid, the values of the Monte
arlo energy fluences at the points of the experimental energy grid,
(𝑓MC

𝑘 , 𝜎MC
𝑘 ), 𝑘 = 1, 2,… , 𝑁}, were calculated by linearly interpolating

he original Monte Carlo data. To quantify the comparison, we used the
educed 𝜒2 value, defined as:

2
exp(𝐶) = 1

𝑁

𝑁
∑

𝑘=1

[

𝑓MC
𝑘 (𝐶) − 𝑓 exp

𝑘

𝜎exp𝑘

]2

, 𝐶 = 0.2, 0.1, 0.01, 0.001 . (4)

In order to reveal anomalously large local differences, we also consid-
ered the normalized partial 𝜒2,

𝜒2
partial(𝐶) = 1

𝑁

𝑛
∑

𝑘=1

[

𝑓MC
𝑘 (𝐶) − 𝑓 exp

𝑘

𝜎exp𝑘

]2

, 𝐶 = 0.2, 0.1, 0.01, 0.001 , (5)

btained by restricting the sum in Eq. (4) to the first 𝑛 data.
In addition, the uncertainties of 𝜒2

MC and 𝜒2
exp, which result from

he statistical uncertainties of the Monte Carlo data, were estimated
s follows. A number of pseudo-fluences (usually 103) were generated
y random sampling from the normal distribution N[𝑓MC

𝑘 (𝐶), 𝜎MC
𝑘 (𝐶)]

f each simulated fluence datum, the corresponding 𝜒2 values were
btained by comparing these pseudo-fluences with either the Monte
arlo fluences for 𝐶 = 0.001 or the experimental data. The uncertainty
f 𝜒2

MC or 𝜒2
exp was estimated from the distribution of the values so

btained.

.4. Photon yields and average photon energies

Using the experimental and Monte Carlo energy fluences, we calcu-
ated the photon yield, i.e. the average number of photons that enter
he detector per primary electron,

(𝜃) = 𝛥𝛺 ∫

𝐸max

𝐸min

d𝑆
d𝐸

d𝐸 (6)

nd the average energy of the detected photons,

𝐸𝛾 (𝜃)) =
1

(𝜃)
𝛥𝛺 ∫

𝐸max

𝐸min

𝐸 d𝑆
d𝐸

d𝐸 , (7)

where 𝛥𝛺 is the solid angle covered by the detector. For consistency
with the measured data, the lower limit of the integrals was 𝐸min =
0.145 MeV for the 15 MeV electron beam, and 𝐸min = 0.220 MeV
4

for the other beams. The energy 𝐸max is the highest energy of the d
Table 2
Average 𝜒2

MC values obtained by considering all data involved in the analysis, all data
corresponding to each of the three targets studied, all data for the 15 MeV electron
beam, and all data corresponding to a detection angle of 0◦. The last column indicates
the number of data considered in each case. Other average values involving less than
4 data are not shown.

𝐶 = 0.2 𝐶 = 0.1 𝐶 = 0.01 # data

all 17.0(0.7) 12.5(0.6) 2.2(0.3) 32
Be 24.8(0.9) 18.0(0.7) 2.3(0.3) 8
Al 17.2(0.8) 13.6(0.7) 2.2(0.3) 12
Pb 11.6(0.6) 7.9(0.5) 2.2(0.3) 12
15 MeV 17.8(0.7) 12.5(0.6) 2.2(0.3) 24
0◦ 13.5(7) 11.8(0.7) 2.3(0.3) 11

detected photons in each case. The uncertainties of (𝜃) and 𝐸𝛾 (𝜃))
were obtained from a Monte Carlo sampling method, similar to the
one described in the previous section, that is, using pseudo-fluences
obtained by random sampling from normal distributions.

The comparison between the corresponding simulation results and
experimental data has been carried out by considering 𝜒2 statistics
defined similarly to those of the fluences.

3. Results and discussion

3.1. Simulated photon energy fluences

Fig. 2 shows the comparison between various photon energy flu-
ences obtained from our simulations. In particular, those for 𝐶 = 0.2
(red solid curves) and 0.01 (blue dashed curves) are compared to the
fluences obtained from our most detailed simulations with 𝐶 = 0.001
(black solid symbols). In the first three panels, the fluences correspond-
ing to the 15 MeV electron beam and photon detection angles of 10, 40,
100, 300, 600, and 900 are shown for the Be (Fig. 2a), Al (Fig. 2b), and Pb
(Fig. 2c) targets; in the two rightmost panels, the fluences for a photon
detection angle of 00 and for electron beam energies of 10, 15, 20 and
0 MeV are shown for Al (Fig. 2d) and Pb (Fig. 2e) targets.

Differences between the simulated fluences are larger the lighter the
arget and the smaller the detection angle. This can be seen quantita-
ively in Fig. 3, where the 𝜒2

MC(𝐶) values, defined in Eq. (3), are shown.
he general trend is that 𝜒2

MC reduces as 𝐶 decreases. The values found
or 𝐶 = 0.01 are smaller than 3, the only exception being that of the
0 MeV beam in Al at 0o where 𝜒2

MC(𝐶 = 0.01) = 3.8 (red squares in
ig. 3b). Only in three cases (Be, 15 MeV, 60o and 90o, and Pb, 15 MeV,
0o), the value of 𝜒2

MC(𝐶 = 0.01) is larger than 𝜒2
MC(𝐶 = 0.2). It must be

lso indicated that the largest relative uncertainties of 𝜒2
MC were found

n the case of Be, for the 15 MeV electron beam and a photon detection
ngle of 90o: 24% for 𝐶 = 0.2, 22% for 𝐶 = 0.1, and 19% for 𝐶 = 0.01.

It is worth noting that the average 𝜒2
MC values shown in Table 2

onfirm this general behavior. The results obtained for 𝐶 = 0.01 are, in
eneral, closer to those corresponding to the more detailed simulations
ith 𝐶 = 0.001, than the fluences obtained for the larger 𝐶 values. The
verage 𝜒2

MC changes from values well above 10 for 𝐶 = 0.2 and 0.1
o ∼ 2 for 𝐶 = 0.01, indicating that the results converge when 𝐶 is
ecreased.

.2. Comparison with the experimental photon energy fluences

Fig. 4 shows the comparison between the photon energy fluences
btained in two of our simulations, those for 𝐶 = 0.2 (red solid
urves) and 𝐶 = 0.01 (blue dashed curves), with the experimental data
f Faddegon et al. (1990, 1991). In the first three panels, the fluences
or an electron beam of 15 MeV and photon detection angles of 10, 40,
00, 300, 600, and 900 are shown for the Be (Fig. 4a), Al (Fig. 4b), and
b (Fig. 4c) targets; in the last two panels, the fluences in the beam

0
irection (with the photon detection angle of 0 ), for electron beam
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Fig. 2. Simulated photon energy fluences for the 15 MeV electron beam, in (a) Be, (b) Al and (c) Pb targets and various photon detection angles, and for the electron beams of
10, 15, 20 and 30 MeV, in (d) Al, and (e) Pb targets and for a photon detection angle of 0o. Fluences obtained for 𝐶 = 0.2 (red solid curves) and 𝐶 = 0.01 (blue dashed curves) are
compared to those found for 𝐶 = 0.001 (black solid symbols). The relative uncertainties of the various fluences are of similar magnitude; only those for 𝐶 = 0.001 are displayed.
Fig. 3. 𝜒2
MC values, as defined by Eq. (3), obtained for (a) Be, (b) Al, and (c) Pb targets.

The values of the detection angles are indicated in the case of the 15 MeV electron
beam (black open and solid circles); for the other electron beam energies (10, 20, 25
and 30 MeV) the detection angle is 0o. Uncertainties are not shown for clarity of the
figure (see text).
5

energies of 10, 15, 20 and 30 MeV are shown for Al (Fig. 4d) and Pb
(Fig. 4e) targets.

Generally, good agreement between simulation results and experi-
mental data is found for photon energies above a few MeV. The only
exceptions correspond to Be target, for the 15 MeV beam and photon
detection angles of 60o and 90o. Therein the Monte Carlo fluences
underestimate the experimental data. This result was also pointed out
by Faddegon et al. who benchmarked several Monte Carlo codes against
these data. In this respect, they indicated that measurements could be
erroneous in these two cases due to the low counting statistics in that
region and to high-energy electron contamination in the detector (Fad-
degon et al., 2008). At low energies some discrepancies appear that
are larger for 𝐶 = 0.2 (red solid curves) than for 𝐶 = 0.01 (blue dashed
curves).

These features can be seen quantitatively in Fig. 5 that shows all
the 𝜒2

exp, as defined by Eq. (4), found in the comparison between the
Monte Carlo results and the experimental fluences. In contrast to what
has been seen in Fig. 3, here an overall trend is not observed. In fact we
see two different situations. One corresponds to values of 𝜒2

exp that are
almost independent of 𝐶. This occurs in 13 cases, all of them for 15 MeV
beams, and for detection angles of 4o or larger in Be and Al and 30o,
60o, and 90o in Pb. The second situation is similar to that observed for
the comparison between the Monte Carlo fluences: the 𝜒2

exp obtained for
𝐶 = 0.01 and 𝐶 = 0.001 are clearly smaller than those obtained for the
other two highest 𝐶 values. However in 13 cases out of the remaining
19, an unexpected result is found: 𝜒2

exp(𝐶 = 0.01) < 𝜒2
exp(𝐶 = 0.001).

The opposite is true for 15 MeV, 2o in Be and Al, 20 MeV, 0o in Al
and Pb, 25 MeV, 0o in Al, and 30 MeV, 0o in Pb. In what refers to the
relative uncertainties, the largest values are found in the case of Pb,
for an electron beam of 15 MeV and a photon detection angle of 0o:
16% for 𝐶 = 0.2, 17% for 𝐶 = 0.1, 26% for 𝐶 = 0.01, and 20% for
𝐶 = 0.001. These values are similar to those found for the comparison
between Monte Carlo fluences.

In Table 3 we quote the corresponding averages obtained when
the 𝜒2 values are grouped in different ways. It is worth noting that
exp
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c

Fig. 4. Photon energy fluences for the 15 MeV electron beam, for (a) Be, (b) Al and (c) Pb targets and various photon detection angles, and for the electron beams of 10, 15,
20 and 30 MeV, for (d) Al, and (e) Pb targets and for a photon detection angle of 0o. Fluences obtained for 𝐶 = 0.2 (red solid curves) and 𝐶 = 0.01 (blue dashed curves) are
compared to the experimental data (black solid symbols). Uncertainties of the calculated fluences are not shown for clarity of the figure.
Table 3
Average 𝜒2

exp values found for all data considered in the analysis, for all data
orresponding to each of the three targets studied, for all data obtained for the 15 MeV

electron beam and for all data corresponding to a detection angle of 0◦. The last column
indicates the number of data considered in each case. Other average values involving
less than 4 data are not shown.

𝐶 = 0.2 𝐶 = 0.1 𝐶 = 0.01 𝐶 = 0.001 # data

all 31.8(1.4) 31.1(1.5) 24.5(1.2) 25.2(1.2) 32
Be 73.6(2.5) 73.9(2.5) 61.5(2.2) 63.1(2.2) 8
Al 25.8(0.8) 24.1(0.8) 17.3(0.6) 17.6(0.7) 12
Pb 9.9(0.8) 9.7(0.9) 7.2(0.6) 7.7(0.7) 12
15 MeV 37.8(1.6) 37.4(1.6) 31.2(1.4) 32.1(1.4) 24
0◦ 21.1(1.3) 19.2(1.3) 6.2(0.8) 6.7(0.8) 11

the values obtained for 𝐶 = 0.2 and 𝐶 = 0.1 coincide within the
associated statistical uncertainties. However, the results for 𝐶 = 0.01
imply a significant reduction of the average 𝜒2

exp (21% when all data
are included, 17% for Be, 28% for Al, 26% for Pb, 17% for the 15 MeV
data, and 68% for the 0o data.) In all the cases included in Table 3 the
average 𝜒2

exp obtained with 𝐶 = 0.001 is slightly larger than those for
𝐶 = 0.01 (though statistically compatible if uncertainties are taken into
account).

It is interesting to come back to the results of Be for large photon
detection angles. As said above, there are some doubts about the high
energy measurements for the Be target and photon detection angles of
60o and 90o. As seen in Fig. 5, these two cases give the largest values of
𝜒2
exp. In order to explore the source of these large 𝜒2 values, we show

in Fig. 6 the quantity 𝜒2
partial∕𝜒

2
exp as a function of the energy of the

detected photons (normalized to its maximum value). Results for Be, for
the electron beam of 15 MeV and for detection angles of 30o, 60o, and
90o are shown. We have included here the ratios obtained for 𝐶 = 0.001,
but similar results are found for the other 𝐶 values analyzed.

The important aspect to be noted is that 60% at least of the total 𝜒2
exp

is due to the first data, those with the lower energies. The contributions
6

of the data at high photon detection energies are relatively small,
despite what has been commented above regarding the discrepancies
observed in the high energy tails of the measured fluences (cf. Fig. 4).

As mentioned in the Introduction, the version 2018 of penelope im-
proved the description of the angular distribution of the bremsstrahlung
photons. Originally, the code used a parameterization of the angular
shape function with coefficients obtained by interpolation of a lim-
ited sample with 144 shape functions calculated by the partial-wave
method. The 2018 version of the code uses a larger database with
910 partial-wave shape functions covering the relevant intervals of
atomic number, projectile energy, and photon energy uniformly, which
effectively removes the interpolation uncertainties of the original sparse
grid. Results obtained in the present work (with the 2018 version) are
compared with those from the 2014 version (which was used in the
calculations of Faddegon et al., 2008) in Fig. 7.

The results for Al (red circles) indicate there is practically no
difference between the two versions of the code because the 𝜒2 ratio
is close to 1. The situation is quite different for Pb (green squares), for
which the ratio takes values generally less than unity, indicating that
the new version describes the experimental data better. Interestingly,
Al was included in the original database of shape distributions, but not
Pb. Our results thus confirm that the extended database does improve
the accuracy of the angular distributions used in the simulation.

To complete the discussion, it is worthwhile to analyze the sav-
ings in computational time resulting from using 𝐶 = 0.01 instead
of 𝐶 = 0.001, as both alternatives produce results that are similarly
accurate. Table 4 shows the simulation speeds, in showers per second,
corresponding to the simulations with 𝐶 = 0.01 and 𝐶 = 0.001. The last
column in the Table is the value

𝛿 =
𝑣(𝐶 = 0.01) − 𝑣(𝐶 = 0.001)

𝑣(𝐶 = 0.01)
, (8)

where 𝑣 are the simulation speeds. The quantity 𝛿 measures the reduc-
tion in CPU time obtained by running the simulations with 𝐶 = 0.01
instead of 𝐶 = 0.001.



Radiation Physics and Chemistry 208 (2023) 110949P.A. García-Higueras et al.

a
(
d

u
t
i

𝐶
t

w
o

e
o
y
𝐶
𝐶
8

Fig. 5. 𝜒2
exp values, as defined in Eq. (4), obtained for (a) Be, (b) Al, and (c) Pb. The

values of the detection angles are indicated in the case of the 15 MeV electron beam
(black open and solid circles); for the other electron beam energies (10, 20, 25 and
30 MeV) the detection angle is 0o. Uncertainties are not shown for clarity of the figure
(see text).

Fig. 6. Normalized 𝜒2
norm = 𝜒2

partial(𝐶)∕𝜒2
exp values obtained for 𝐶 = 0.001, the Be target,

n electron beam energy of 15 MeV and detection angles of 30o (red squares), 60o

black circles) and 90o (blue triangles) are shown as a function of the energy of the
etected photons, 𝐸𝛾 (normalized to the respective maximum energies (𝐸𝛾 )max).

For a given target, increasing the electron energy reduces the sim-
lation speed but the CPU time reduction is roughly maintained. Also,
he simulation speed reduces when the atomic number of the target
7

ncreases. The CPU time reduction 𝛿 is slightly smaller in Pb. c
Fig. 7. Ratio of the 𝜒2
exp obtained with the versions 2018 and 2014 of penelope for Al

(red circles) and Pb (green squares) targets, as a function of 𝜃, for 𝐸𝑒 = 15 MeV. The
results for the four values of 𝐶 analyzed in this work are shown.

Table 4
Simulation speeds, in showers per second, for the simulations with 𝐶 = 0.01 and

= 0.001 for various targets and initial electron energies. The last column shows
he quantity 𝛿 as defined by Eq. (8).
Target Simulation velocity [showers s−1]

𝐸𝑒 (MeV) 𝐶 = 0.01 𝐶 = 0.001 𝛿 (%)

Be 15.0 1044.0 135.6 87.0
Al 10.0 788.3 89.8 88,6

15.0 606.2 71.9 88.1
20.0 512.8 59.5 88.4
25.0 446.3 49.9 88.8
30.0 400.8 46.3 88.5

Pb 10.0 122.5 20.1 83,6
15.0 78.5 14.6 81.4
20.0 66.0 10.8 83.6
25.0 56.1 9.5 83.1
30.0 46.5 8.0 82.8

3.3. Photon yields and mean photon energies

Fig. 8 compares experimental and Monte Carlo photon yields,
Eq. (6), and mean energies of detected bremsstrahlung photons, Eq. (7).
The experimental data quoted in Faddegon et al. (1990, 1991) are
represented with black solid triangles, whereas the Monte Carlo results
obtained with 𝐶 = 0.2, 𝐶 = 0.1, 𝐶 = 0.01, and 𝐶 = 0.001 are indicated

ith red open squares, green solid circles, blue solid squares and black
pen circles, respectively.

In general, the description of the photon yield and the average
nergy of detected photons is fairly realistic, independently of the value
f 𝐶 chosen for the Monte Carlo simulations. In the case of the photon
ields, panels (a)–(e), the Monte Carlo results obtained with the lower

values are closer to the experimental yields than those found with
= 0.2 and 𝐶 = 0.1 that are almost overlapping in panels 8d and

e. This situation is confirmed by the reduced 𝜒2 values obtained by

omparing the experimental and the Monte Carlo photon yields, which
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Fig. 8. Photon yields (upper panels), Eq. (6), and mean photon energies (lower panels), Eq. (7), as functions of the detection angle for the electron beam of 15 MeV (panels (a)–(c)
and (f)–(h)), and as a functions of the electron beam energy for a detection angle of 0o (panels (d), (e), (i) and (j)). Monte Carlo results obtained from the present simulations with
𝐶 = 0.2 (red open squares), 𝐶 = 0.1 (green solid circles), 𝐶 = 0.01 (blue solid squares) and 𝐶 = 0.001 (black open circles) are compared to the experimental data given in Faddegon
t al. (1990, 1991) (blak solid triangles).
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Table 5
Reduced 𝜒2 values obtained from the comparison of experimental photon yields, as
uoted in Faddegon et al. (1990, 1991), with those obtained from our Monte Carlo
imulations with the four sets of tracking parameters. The lines in the Table are the
esults for all the data considered in the analysis, for all data corresponding to each
f the three targets studied, for the 24 data obtained for the 15 MeV electron beam,
nd for all data corresponding to a detection angle of 0◦, respectively. The last column
ndicates the number of data considered in each line. Other average values involving
ess than 4 data are not shown.

𝐶 = 0.2 𝐶 = 0.1 𝐶 = 0.01 𝐶 = 0.001 # data

all 10.7(0.1) 9.9(0.1) 3.2(0.1) 3.3(0.1) 32
Be 10.6(0.1) 9.5(0.1) 4.6(0.1) 4.7(0.1) 8
Al 15.8(0.2) 14.3(0.2) 3.5(0.1) 3.6(0.1) 12
Pb 5.5(0.1) 5.8(0.2) 1.9(0.1) 2.1(0.1) 12
15.0 5.8(0.1) 5.2(0.1) 2.7(0.0) 2.8(0.1) 24
0◦ 22.5(0.3) 21.0(0.3) 3.6(0.1) 3.9(0.1) 11

are given in Table 5. The values of 𝜒2 for 𝐶 = 0.2 and 0.1 are relatively
large, while the values for both 𝐶 = 0.01 and 𝐶 = 0.001 are similar and
much smaller.

It is worth mentioning that, for both 𝐶 = 0.01 and 𝐶 = 0.001,
he relative differences between Monte Carlo and experimental photon
ields are below 10% in all cases except for the 15 MeV electron beam
nd photon detection angles 𝜃 of 60o and 90o (the angles affected by the
xperimental difficulties mentioned above in the case of Be). In fact,
or 𝜃 = 60o these relative differences are ∼ 20%, ∼ 15% and ∼ 10%, for
e, Al and Pb, respectively, while for 𝜃 = 90o the respective relative
ifferences are ∼ 30%, ∼ 25% and ∼ 10%. These values are practically
he same for 𝐶 = 0.2 and 𝐶 = 0.1.

The agreement between Monte Carlo results and experimental data
s even better for the mean energy of the detected photons, as shown
n Fig. 8f–j. It should be noted that, unlike the photon yields, these
ean energies are not given quantitatively in Faddegon et al. (1990,
991). Only in Faddegon et al. (1991), the values for the 15 MeV
lectron beam are shown in a semi-logarithmic plot. The experimental
alues indicated in Fig. 8f–j have been calculated from the experimental
8

o

luences by using the same integration procedure as in the evaluation
f the Monte Carlo average photon energies. We have verified that this
rocedure to evaluate the corresponding integrals produces the same
esults as those quoted in Faddegon et al. (1991) in the case of the
hoton yields.

For these mean photon energies, the relative differences between
xperimental and calculated values are smaller than 5% in all cases
nalyzed except for Be, the 15 MeV electron beam and the photon
etection angles of 60o and 90o. In these two cases the Monte Carlo
esults clearly underestimate the empirical mean energy (see Fig. 8f)
nd the relative differences reach −31% for 60o and −28% for 90o. It is
orth pointing out that for these mean photon energies the dependency
ith 𝐶 is not as pronounced as for the other quantities studied here and

here are several cases in which the value obtained for 𝐶 = 0.2 is closer
o the experiment than the mean energy calculated with 𝐶 = 0.001.

. Conclusions

The generation of bremsstrahlung photons by impact of electron
eams with energies between 10 and 30 MeV on thick Be, Al and Pb
argets has been analyzed by means of the class-II Monte Carlo code
ystem penelope. The role played by the tracking parameters 𝐶1 and 𝐶2
as been investigated by assuming for these parameters the values 𝐶 =
1 = 𝐶2 = 0.2 (the maximum value allowed by the code), 0.1, 0.01, and
.001. These parameters determine the cutoff scattering angle, which
eparates hard elastic collisions (simulated detailedly) from small-angle
oft collisions (which are simulated in a condensed way).

Simulated photon yields and mean energies of the detected photons
re in fairly good agreement with experimental data for the considered

values. However, there is an expected improvement in that agree-
ent when the 𝐶 value is decreased. Only in the case of the mean
hoton energy, no appreciable dependence with the 𝐶 value has been

bserved.
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The improvement of the intrinsic angular distribution of brems-
strahlung photons, which was introduced in the 2018 version of the
penelope code, has been shown to lead to a better description of exper-
mental spectra in the case of lead targets.

To summarize, the present results confirm the reliability of the
remsstrahlung production model implemented in the version 2018 of
enelope. Regarding bremsstrahlung fluences, simulations with 𝐶 = 0.01

produce results that agree equally well with experimental data than
more detailed simulations performed with 𝐶 = 0.001. The use of the
latter increases the simulation time by a factor of about 6.5 without
any appreciable gain in accuracy.
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