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Abstract

Social Networking Sites (SNS) are the most important way of communication
nowadays. They have changed how we interact with our friends and family,
and even how companies target their clients, conduct market analysis and
make business decisions. The amount of data that is being generated every
day is virtually unlimited, and it can be used to conduct social media analyses
and/or to train Machine Learning (ML) models. However, many handicaps
need to be alleviated. SNS data is, typically, unstructured and written in
natural language, and it presents misspelled words, contractions, emojis, and
new semantic units that sometimes are a heavy burden for learning algorithms.
A large dataset and multiple preprocessing steps are essential for almost any
ML application in SNS.

Unfortunately, there is an inherent cost to gather and build labelled databases
(human effort), and it constitutes a major drawback for low- to mid-budget
ventures. Additionally, many applications may result in social consequences,
thus they need to be audited. Both objectives fall into the interest of a multi-
disciplinary project called ª Nutcracker, that aims to detect, track, monitor an
analyse radical discourse online. This dissertation is part of the project, and we
propose in it effortless and interpretable mechanisms to tackle aforementioned
disadvantages, using social network’s mechanics as leverage. First, we present
a reasoning mechanism based on similarity between users, that will allow us
to deduce properties of unknown users, hence reducing the effort required to
build databases. Then, we present a new kind of feature extraction and selec-
tion method whose purpose is to reduce model complexity, thus enhancing
model comprehensibility and transparency. Finally, we study the peculiarities
of aggregated analysis and, particularly, how well can class prevalence count be
estimated when working with SNS data.

Our results show that we are able to build large databases in Twitter with a
fraction of the effort; that we can train interpretable models as accurate as the
baselines but one order of magnitude less complex; and that quantification is
a novel approach that has much to offer to social network analysis, since it
is able to adjust classification bias. We developed a proof-of-concept tool for
effortless labelling and continuous user tracking, and we tested the platform by
producing four high-quality weak-labelled datasets. The proposed techniques,
methodologies and tools have been proven useful for disciplines such as
computational linguistics, political science and cybersecurity. They are being
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used by members of our team and they have raised the attention of Spanish
Civil Guard. Applications include building (and working with) supervised
databases (e.g., social network analysis, market analysis, customer service,
user profiling...); reaching full transparency in automatic decision-making
algorithms (e.g., preemptive account closing, illegal activity tracking, hiring
policies...); measuring overall user opinion or sentiment (e.g., during an
event like a political debate); studying mental illnesses, detection of epidemic
outbreaks, targeting customers, profiling brand ambassadors, or determining
the impact of organised communities, among many others.

Resumen

Las redes sociales son el medio de comunicación más importante hoy en día.
Han cambiado la manera que tenemos de interactuar con nuestra familia y
amigos, e incluso la manera que tienen las empresas de realizar estudios de
mercado, tomar decisiones de negocio o dirigirse a sus clientes. La cantidad
de datos que están siendo generados cada día puede considerarse ilimitada,
y puede usarse para realizar estudios sociales o para entrenar modelos de
aprendizaje computacional (ML). Sin embargo, existen dificultades con las
que lidiar. La información recogida de redes sociales es mayormente desestruc-
turada y escrita en lenguaje natural, y puede presentar faltas de ortografía,
contracciones, emojis, y unidades semánticas nuevas, que pueden resultar
una carga para los algoritmos de aprendizaje. Una buena base de datos y
varios pasos de preprocesamiento se vuelven requisitos indispensables para
casi cualquier aplicación de ML en redes sociales.

Por desgracia, existen costes nada despreciables para producir dichas bases de
datos (esfuerzo humano), y constituye una de las mayores desventajas para
empresas de bajo y medio presupuesto. Además, muchas de estas aplicaciones
pueden tener repercusiones sociales, por lo que necesitan ser auditadas. Am-
bos objetivos caen dentro del ámbito de un proyecto multidisciplinar llamado
ª Nutcracker, cuyo objetivo es detectar, rastrear, monitorizar y analizar el dis-
curso radical en Internet. Esta tesis es parte del proyecto, y en ella proponemos
diferentes mecanismos interpretables y de esfuerzo reducido para abordar las
desventajas existentes, utilizando en nuestro beneficio las propias mecánicas
de las redes sociales. Primeramente, presentamos un mecanismo deductivo
de razonamiento basado en similitud entre usuarios, que permiten inferir
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propiedades de usuarios desconocidos y, por consiguiente, reducir el esfuerzo
necesario para producir la base de datos. Posteriormente, presentamos un
nuevo tipo de característica cuya finalidad es reducir la complejidad de los
modelos una vez entrenados, consiguiendo así una mayor comprensibilidad
y transparencia. Finalmente, estudiamos las peculiaridades del análisis agre-
gado y, en especial, cómo de buenos son lo métodos actuales estimando la
prevalencia de las clases en muestras de datos de redes sociales.

Nuestros resultados muestran que somos capaces de construir grandes bases
de datos de Twitter con una fracción del esfuerzo normal; que podemos en-
trenar modelos interpretables tan precisos como siempre pero reduciendo su
complejidad en un orden de magnitud; y que la cuantificación es una disciplina
con mucho que ofrecer al análisis de redes sociales, ya que es capaz de ajustar
el sesgo de clasificación. Hemos desarrollado una herramienta como prueba
de concepto que es capaz de reducir el esfuerzo de etiquetado de datasets y de
la monitorización continua de usuarios relevantes, y la hemos puesto a prueba
mediante la producción de cuatro bases de datos. Las técnicas, metodologías y
herramientas propuestas han demostrado ser efectivas en diferentes ámbitos,
como las ciencias políticas, la lingüística y la ciberseguridad. Están siendo
usadas por expertos de nuestro proyecto y han llamado la atención de la Guar-
dia Civil por su potencial. Las aplicaciones incluyen la producción de bases
de datos supervisadas (por ejemplo, para análisis de redes sociales, estudios
de mercado, atención al cliente, caracterización de perfiles de usuarios...); la
aplicación de algoritmos de toma de decisiones completamente interpretables
(por ejemplo, para el cierre preventivo de cuentas, rastreo de actividades
ilegales, políticas de contratación...); la medición de la opinión general de
una población (por ejemplo, durante un evento, como un debate político); el
estudio de enfermedades mentales, la detección de epidemias, para campa-
ñas de atracción de clientes, o para determinar el impacto de comunidades
organizadas, entre otras muchas.
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Introduction 1
In the last decade, Social Networking Sites (SNS) have become one of the
most important means of communication. They have given a say to everyone
regardless of their status, and they influence our society in a way that it even
affects our relations, economy and democracy [1]. SNS enables a new way
of organisation, because it is easier to make contact and establish relations
between people with similar interest all around the world; they are also a new
collaboration tool, since it facilitates working and sharing knowledge remotely;
they are also being used in education and, in some cases, as a replacement
of traditional institutions, since it is possible to offer materials and lessons
in an ubiquitous manner; they constitute an unlimited resource for polling
and opinion mining, and companies are using them not only to promote their
brands but also to take informed business decisions. All in all, it seems like
the limits of the potential of SNS are yet to be established.

According to Digital 2022 [2], there are 4.62 billion active social media users
that spend 2 hours and 27 minutes on these platforms every day. Domo
Resource - Data Never Sleeps 9.0 [3] reports that, every minute, there are
575 thousand tweets being posted, 305 thousand photos being shared on
Instagram and Facebook, and 694 thousand hours are streamed in Youtube.
Only in 2021, we consumed 79 zettabytes of data and it is expected to reach
180 zettabytes by 2025. These overwhelming statistics raises the question of
data analysis capabilities. Is it even possible to learn from all this data? The
problem is even bigger when facing supervised learning environments, in
which the data is required to be labelled in order for Machine Learning (ML)
models to learn upon.

There is a growing number of research articles and conference papers that are
using SNS to conduct their studies. Figure 1.1 Õ shows keywords for recent
research trends related to Social Networks. Since 2020, a lot of research work
related to COVID-19 pandemic has been carried out using SNS data (e.g., Ng et
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Fig. 1.1.: Wordcloud of frequent keywords co-occurring with Social Network. Keywords
source: Scopus.

al. [4]). There are other trending health-related issues, such as depression [5],
adolescence [6], social isolation [7], anxiety [8], and loneliness [9], among
others.

Of all SNS, Twitter is the most popular one amidst researchers [10]. The
peculiarities of the social network (short-text messages, prompt response to
events, rapid information diffusion...) make the platform very attractive for
certain users that are interested in time-sensitive aspects. Moreover, it offers a
public API that is convenient for data retrieval, although with some limitations.
Twitter has inspired many studies and applications, some of them related to
the structure of the platform itself and the flow of information [11, 12, 13]; or
the polarisation of its users [14, 15, 16]; or as a support tool for disaster and
crisis management [17, 18, 19]; or to perform brand sentiment analysis [20,
21, 22]; or many others like food poisoning tracking [23], analysing political
strategies [24], detecting fraud [25], or stock prediction [26].

But not all use cases are legit. According to Morgan [27], Twitter has hosted
at least 46000 ISIS supporters. The Islamic State has taken advantage of the
popularity of the social network to draw the attention of sympathetic people
susceptible to radicalisation, to spread propaganda and even to coordinate

2 Chapter 1
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attacks. Propaganda and radical discourse resort to the intended use of
emotions to facilitate the engagement through hate and a sense of brotherhood,
both at the same time.

This is the motivation of The ª Nutcracker Project, that aims to detect, monitor
and track terror-related accounts and analyse their discourse. To that end, we
have a multidisciplinary team composed of political scientists, linguists, math-
ematicians and computer scientists. The contributions of The ª Nutcracker
Project are multiple. Mainly, the team has developed a theoretical model for
language evaluation, whose effectiveness has been proved in several context
(i.e., tweets, interviews, discourse, propaganda articles) [28, 29, 30, 31]. The
model does not only offers new discoveries in linguistics but also in psychology
of emotions. Emotive persuasion appeals to human values in which there is an
undisputed consensus, hence the success of radicalisation in ideological (i.e.,
terrorism) or political values (i.e., populism).

The latter can also be evaluated from the political perspective. The radicalisa-
tion process has similar origin in both cases: generalised anger and distrust
towards political elites [32]. The characterisation of this process, its origins,
and proliferation, are interesting research lines for political scientists, and the
analysis of traditional and social media is crucial towards that end [33, 34, 35,
36, 37, 38, 39].

This PhD dissertation is framed into The ª Nutcracker Project, and it aims to
solve the technological needs of a multidisciplinary project. Our work consti-
tutes the first step towards developing tools, methodologies and techniques
that can be used to track and mine published content of interest groups, such
as terror-related accounts, and it is being used for linguistic and political
applications within our project.

However, it is not an easy task. When conducting research on Social Media,
there are three things that often entail big handicaps for freelancers or entities
with medium to low budget:

1. Data availability. Although there are open data initiatives like Open
Data Watch1 or even governmental platforms like European Data Portal2,
almost all of SNS data belongs to private companies that offer services
to users and their data to anyone who is willing to pay for it (and it is
not cheap).

1https://opendatawatch.com/
2https://data.europa.eu/
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2. Data supervision. Whenever the rules of supervised environments apply,
it is necessary to label data. Building well-annotated datasets require ex-
perts or trained workers and time. Either labelled in-house or outsourced,
data supervision is costly even for medium-sized datasets.

3. Training costs. Resources required to train machine learning models, spe-
cially state-of-the-art models based on Deep Artificial Neural Networks
(DNN), are expensive to build, maintain and/or rent.

Accounts that violate Twitter’s terms of service3 try to stay hidden, with a low
number of connections and repercussion outside of their targeted scope (covert
networks). Additionally, they use a variety of languages, including English
and French but, mainly, Arabic (in multiple dialects). This situation makes
particularly hard to gather and analyse content from such accounts, since
manually-labelling a database of propaganda and recruitment posts is a hard
task that requires a lot of human labour (effort). Current automatic solutions
are based on textual features that depend on the language (cross-lingual ML
approaches), which are not only difficult to build but also require a large, good
quality dataset.

In 2014, Twitter started banning suspected accounts related to terror and,
since then, they have continue to do so. Preemptive account closing has
raised the debate whether or not it limits free speech, hence suggesting that
this line of action may have a social impact. Consequently, algorithms and
models use to detect and track these accounts should be auditable, fair and
transparent [40].

Arguably, any model whose decision may have a social impact is required to be
accurate, transparent and fair. The decision making process on the legitimacy
of the accounts that are related to politics and religion needs to be taken with
caution (i.e., a false positive may compromise free speech). In other words, it
is required to use interpretable ML.

In recent years, Deep Artificial Neural Networks (DNN) have become the
cutting-edge technology in almost every discipline. Since 2012, deep learning
is replacing other classical techniques due to its accuracy and capability to
extract data from both structured and non-structured data. However, the
inherent complexity of dense layers of artificial neurons makes DNN a black-
box approach, hence it is not interpretable.

3https://twitter.com/en/tos
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Interpretability-related research has focused, mainly, in surrogate models [41].
It consists in training an interpretable model to predict the output of the main
black-box model, and then use the interpretation of the former as an expla-
nation for the behaviour of the latter. However, there are several caveats to
consider [42]. Mainly, it is possible to find explanations that do not respond to
actual knowledge learned from the data but to the inherent bias of the learning
process. And, in any case, it is not a valid solution to generally describe (or
prove) how the model will behave when facing unknown situations.

Additionally, there is a discussion on how comprehensible are interpretable
models, and the trade-off between interpretability and model performance [41,
43]. Once trained, depending on the complexity of the data, resulting model
may be interpretable yet impossible to understand due to its numerous ram-
ifications. Despite that most experts agree that interpretability is an im-
portant dimension to evaluate, most work often avoid facing the question
directly [44].

For these reasons, this document focuses in proposing new interpretable
techniques that can be used to analyse social media content with a reduced
effort.

Research Hypothesis

Despite that SNS data is usually unstructured, there is a lot of associated
metadata that may offer information about the context and help with the
interpretation of trained models when performing aggregated analyses.

Social Network’s mechanics (such as befriending someone) not only offer
explicit information but they also present some implications that may be
used to our advantage. For example, in the case of Twitter, it is possible to
retweet (or republish) some other user’s content in you own timeline. It implies
not only that you are interested in the content (otherwise you would not be
interacting with it) but also that you agree with what is said in it (otherwise
you would not share it with your followers)4.

4At the end of 2020, Twitter introduced the possibility of quoting tweets. When the user clicks on
the retweet button, the platform asks for the user’s genuine opinion regarding the matter, as if
it were a quote. Throughout this document, we will distinguish between a retweet and a quote.
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The particulars of these mechanics can be generalised using abstract high-level
relations that enable new reasoning mechanisms. In fact, that kind of reasoning
may be used to tackle one of the major handicaps presented above: data
supervision costs. Our hypothesis is that it is possible to use similarity-based
reasoning to reduce the effort required to detect and characterise accounts of
interest in an interpretable manner.

For example, imagine a situation in which a given user has been characterised
as sympathetic to liberal ideology. We cannot assume that their followers will
also have liberal ideology, since the reasons to follow an account may be
arbitrary and/or not related to politics. On the contrary, if we had a high-
level relation that implies that connected users are similar in terms of political
thinking it would be relatively safe to assume that both users have liberal
ideology.

Deductive reasoning by similarity enables a way to obtain information from
uncharacterised user accounts, as long as they are connected to influential
users that have already been characterised. Moreover, if the criteria to build
such high-level relations are human readable, the reasoning mechanism would
be fully interpretable.

However, if automatic mechanism were used to characterise key users, those
should be interpretable in order for the conclusions to be auditable, transparent
and fair. In fact, they should be not only interpretable but also simple enough
to be understandable by humans (low complexity). In this sense, we think
that it possible to reduce the complexity of trained interpretable models by
using less but more meaningful features, carefully build and selected to help
the classifier in its duty. For example, by using a set of input features that are
closely related to a particular class (and not the others).

Both fronts combined cover the individual analysis of social network accounts.
Yet, what happens with aggregated analysis? Classification algorithms focus in
minimising classification error, and thus they will take decisions that, notwith-
standing being statistically accurate, present an inherent bias towards the most
probable class.

This is specially problematic in such cases in which feature and class probability
distribution of test sets differ from training sets [45]. Twitter and other SNS
present that kind of behaviour when some topic become trending, or when the
focus of the users shift to another perspective or matter. For example, hashtags
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that cover political debates have different clusters of documents, each of them
pertaining to one of the subjects discussed during the event (economy, foreign
affairs, social politics...).

There are several mechanisms that can be used to deal with drifts between
training data and real-world scenarios, i.e., samples that are not independent
and identically distributed. Quantification is the task of estimating class
prevalence values, that is particularly useful when determining sentiment
prevalence values in Twitter [46]. We think that it is possible to perform
interpretable aggregated analysis using quantification methods, that are able
to improve the estimates by learning from the classification bias.

Research Objectives

As its main objective, this PhD dissertation aims to develop techniques, method-
ologies and tools to detect, track, monitor and analyse groups of interest in
Social Networking Sites (SNS) with a reduced effort and high interpretability,
within the framework of The ª Nutcracker Project. This objective focuses on
the following landmarks:

Effort Reduction

1 Introduce similarity-based reasoning mechanism using high-level rela-
tions in social networks.

There are specific interactions in SNS that can be use to build high-level
relations. A network of users that are connected through links that
represent common interest or similar ideology enable deductive reasoning
(Similarity Semantic Networks). For example, if two given users are
interested in politics and have common opinions, it is safe to extend
annotated properties from one to another up to a certain degree. This
approach yield a field of new possibilities, such as weak-annotation of
SNS users.

2 Develop an interpretable methodology to effortless supervise datasets
that are useful for Social Networking Sites (SNS) analysis and training
of Machine Learning (ML) models.
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Since opinion mining pipelines are built upon SNS data, a mechanism
to retrieve and delimit regions of interest (in the network of users) is a
necessary consequence of Similarity Semantic Networks. This method-
ology should allow the use of trained ML models or human oracles,
interchangeably.

3 Implement a proof-of-concept solution of this methodology to test whether
it is a valid approach to build SNS datasets.

Testing aforementioned methodology requires to put it in practice. A
proof-of-concept platform not only gives us that possibility but also serves
as a stepping stone to develop powerful annotation tools based on
similarity.

Improve Interpretability

4 Study current methods for interpretable Machine Learning (ML) pipelines
to establish how comprehensible they are.

In order to evaluate interpretable models comprehensibility, it is neces-
sary to establish baselines using current approaches. There are two main
ways of addressing the issue, one of them being the use of inherently-
interpretable models and the other the use of surrogate models to explain
black-box ones. As the latter also require the use of the former, our eval-
uation is going to be focused on the comprehensibility of interpretable
models, such as decision trees.

5 Propose new mechanisms in any of the steps of the classification pipeline
to ensure comprehensibility of interpretable models.

During the training process, models try to find patterns in the features
that are related to a class. Then, during the prediction phase, it tries
to find learned patterns to guess the class of an unknown instance.
Preprocessing steps may include extraction and selection of new features
that facilitate the learning process of the model with the purpose of
obtaining a simpler one.

Reduce Aggregation Bias

6 Understand types of bias that may be present in Social Networking Sites
(SNS) data.
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Facing real-world scenarios imply dealing with noise or data from differ-
ent nature. In order to better deal with these situations, it is necessary
to study their origin, their implications and their repercussions.

7 Study applicability of quantification models to SNS data.

8 Explore performance of standard quantifiers to establish the influence
of different types of bias in the training and validation sets.

There are different types of quantifiers that rely on different principles
to estimate prevalence counts. It is necessary to select the most repre-
sentative ones to setup a battery of experiments and understand their
strength and weaknesses when dealing with different drifts.

9 Propose new adjustments of the prevalence count that take advantage
of spatial and/or temporal features.

In the same manner that similarity reasoning can be used to propagate
labels from known users to unknown ones, similarity measures can be
used to adjust the prevalence estimates. When dealing with SNS data,
particularly with Twitter data, both spatial and time relations between
similar instances may be present. For example, tweets with the same
hashtag that were published close in time are likely to be related. On
the contrary, if they have a two-year difference, it is likely that the topic
has diverged. Exploiting these relations may yield better results.

Outline

The present document is structured in five chapters, as follows. Chapter 2 deals
with objectives one, two and three, that are related to Similarity Semantic
Networks, our methodology to build weak-supervised dataset and our platform,
ª Nutcracker. Chapter 3 tries to improve model comprehensibility while
addressing objectives four and five. It introduces distinguishing features and
our ranking mechanism, CF-ICF. Chapter 4 explore quantification literature for
Twitter and study the behaviour of several quantifiers facing different kinds
of data bias. Chapter 5 offer an exploratory analysis of one of our produced
dataset, in terms of feature and class distribution, correlations and frequent
patterns. Finally, chapter 6 sums up the principal contributions of this work,
as well as future lines of research.
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Introducción 1
Durante la última década, las redes sociales (Social Networking Sites) se han
convertido en uno de los medios de comunicación más importantes. Han dado
voz a todo el mundo, con independencia de su estatus socio-económico, y
han conseguido cambiar nuestra sociedad de tal manera que afecta, incluso, a
nuestras relaciones, economía y forma de gobierno [1]. Las posibilidades de las
redes sociales son múltiples: constituyen una nueva manera de organización,
ya que facilita el contacto entre personas de intereses similares a lo largo del
mundo; también se han convertido en una herramienta de colaboración, ya
que facilita el trabajo remoto y la difusión del conocimiento; pueden ser usadas
en educación y, en algunos casos, como sustitutas de instituciones educativas
tradicionales, ya que es posible ofrecer materiales y contenido docente de
manera ubicua; constituyen una fuente ilimitada de recursos para encuestas y
opinion mining, por lo que hay empresas que las usan para tomar decisiones
de negocio informadas. En resumen, parece que los usos potenciales de las
redes sociales están aún por delimitar.

Según Digital 2022 [2], existen 4,62 mil millones de usuarios activos en
redes sociales, que dedican unas 2 horas y 27 minutos al día a consultar
las distintas plataformas. Domo Resource - Data Never Sleeps 9.0 [3] cifra,
por cada segundo, 575 mil tweets publicados, 305 mil fotos compartidas en
Instagram y Facebook, y 694 mil horas de vídeos transmitidos en Youtube. Se
han consumido 79 zettabytes de información en 2021, y se espera alcanzar
los 180 zettabytes en 2025. Estas estadísticas suscitan preguntas acerca de las
capacidades de análisis de datos actuales. ¿Es posible manejar todos estos datos
y extraer conocimiento de ellos? El problema es incluso mayor en entornos de
aprendizaje computacional supervisados, donde la información ha de estar
etiquetada para que los modelos de aprendizaje computacional (Machine
Learning) puedan aprender.

Hay una tendencia creciente de artículos y conferencias en las que se utilizan
las redes sociales para realizar investigaciones. En la figura 1.1 mostramos las
palabras clave de trabajos recientes relacionadas. Fíjese que, desde 2020, se
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Figura 1.1.: Nube de términos frecuentes que se dan junto a la palabra clave Social
Network. Fuente: Scopus.

han llevado a cabo una gran cantidad de investigaciones en redes sociales en el
contexto de la pandemia de la COVID-19 (por ejemplo, Ng y col. [4]). También
existen otras tendencias relacionadas con la salud, como la depresión [5],
adolescencia [6], aislamiento social [7], ansiedad [8], y soledad [9], entre
otras.

De todas las redes sociales, Twitter es la más popular entre investigadores [10].
Las peculiaridades de la plataforma (mensajes cortos, respuesta temprana a
eventos, propagación rápida de la información...) hacen que sea muy atractiva
para ciertos tipos de usuarios interesados en cuestiones donde el tiempo es
un factor importante. Además, ofrece una API pública que facilita la recupe-
ración de la información, aunque con ciertas limitaciones. La red social ha
inspirado numerosos estudios y aplicaciones, algunos de ellos relacionados
con la estructura de la plataforma en sí misma y el flujo de información dentro
de ella [11, 12, 13]; o con la polarización de sus usuarios [14, 15, 16]; o del
uso de la red como una herramienta de soporte ante desastres naturales [17,
18, 19]; o para realizar estudios sobre la opinión de los usuarios respecto a
una marca [20, 21, 22]; y para muchas otras aplicaciones, como el seguimien-
to de intoxicaciones alimentarias [23], análisis de estrategias políticas [24],
detección del fraude [25], o predicción del stock [26].
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Sin embargo, no todos los casos de uso son legítimos. Morgan [27] asegura
que Twitter ha hospedado al menos 46000 cuentas de simpatizantes del
Estado Islámico (ISIS). El grupo ha usado en su beneficio la popularidad de la
red social con el objetivo de llamar la atención de simpatizantes y personas
susceptibles de ser radicalizadas, para divulgar propaganda e, incluso, para
coordinar ataques.

Tanto la propaganda como el discurso radical hacen uso de las emociones para
facilitar el compromiso de sus víctimas, a través del odio y el sentimiento de
hermandad. Esta es, precisamente, la motivación del proyecto ª Nutcracker,
cuyo objetivo es la detección, monitorización y rastreo de cuentas relacionadas
con el terrorismo, y el análisis de su discurso. Con tal fin, disponemos de un
equipo multidisciplinar compuesto de politólogos, lingüistas, matemáticos
e informáticos. Las contribuciones del proyecto ª Nutcracker son diversas.
Principalmente, el equipo ha desarrollado un modelo teórico del lenguaje
evaluativo, cuya efectividad ha sido probada en diferentes contextos (por
ejemplo, en tweets, entrevistas, discursos y artículos propagandísticos) [28,
29, 30, 31]. El modelo no solo ofrece avances en lingüística, sino también en
la psicología de la emoción. La persuasión emocional apela a valores humanos
firmemente consensuados, de ahí el éxito de la radicalización ideológica
(terrorismo) y/o política (populismo).

Este último punto puede ser abordado también desde una perspectiva política.
El proceso de radicalización tiene un origen similar en ambos casos: enfado
generalizado y desconfianza hacia las élites políticas [32]. La caracterización
de este proceso, sus orígenes y proliferación, son líneas de investigación
interesantes, y el análisis de los medios tradicionales y de las redes sociales es
crucial de cara a ello [33, 34, 35, 36, 37, 38, 39].

Esta tesis se enmarca dentro del proyecto ª Nutcracker, y su objetivo es resol-
ver las necesidades tecnológicas de un equipo multidisciplinar. Nuestro trabajo
es el primer paso de cara a desarrollar herramientas, metodologías y técnicas
que puedan ser usadas para rastrear y minar el contenido publicado por grupos
de interés, como aquellos que tengan relación con el terrorismo. Actualmente,
nuestras propuestas están siendo usadas por lingüistas y politólogos de nuestro
proyecto.
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No obstante, ésta no es una tarea sencilla. Cuando llevamos a cabo investiga-
ciones en redes sociales, hay tres puntos que normalmente suponen graves
dificultades para investigadores independientes o instituciones con presupues-
tos bajos o medios:

1. Disponibilidad de datos. Aunque hay iniciativas abiertas como Open
Data Watch1 e incluso alternativas institucionales como European Data
Portal2, la mayoría de información relativa a redes sociales pertenece
a compañías privadas que ofrecen servicios a sus usuarios y los datos
generados a quien pueda pagarlos (y no es barato).

2. Etiquetado de los datos. En entornos supervisados, es necesario etiquetar
la base de datos. La producción de datasets bien etiquetados requiere
de la colaboración de expertos o trabajadores previamente entrenados
y, sobre todo, de tiempo. Con independencia de que el etiquetado sea
externalizado o no, el proceso es costoso incluso para bases de datos
medianas.

3. Costes de entrenamiento. Especialmente en el caso de redes neuronales
artificiales profundas (Deep Artificial Neural Networks), que actualmente
representan el estado del arte, los recursos necesarios para el entrena-
miento son costosos.

Las cuentas que violan los términos de uso de Twitter3 intentan permanecer
ocultas, con un número reducido de conexiones y baja repercusión fuera
del entorno objetivo (estas redes se conocen como covert networks). Además,
usan varios idiomas, entre los que se encuentran el inglés y el francés pero,
principalmente, el árabe en múltiples dialectos. Esta situación hace que sea
especialmente difícil obtener y analizar contenido de dichas cuentas, ya que el
etiquetado manual es costoso y requiere mano de obra humana. Las soluciones
automáticas se basan en características textuales que dependen del lenguaje
que, además de costosas de producir, requieren una base de datos grande y de
calidad.

Por otro lado, Twitter comenzó en 2014 a eliminar cuentas sospechosas de estar
relacionadas con el terrorismo y, desde entonces, ha continuado haciéndolo.
El cierre preventivo de cuentas ha abierto el debate de si dicha práctica limita

1https://opendatawatch.com/
2https://data.europa.eu/
3https://twitter.com/en/tos
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la libertad de expresión, lo cual suscita que tal acción tiene impacto social. En
consecuencia, los algoritmos y modelos que se usan para detectar y rastrear
dichas cuentas deberían ser auditables, justos y transparentes [40].

Cualquier modelo que pueda tener consecuencias sociales debe ser preciso,
transparente y justo. El proceso de toma de decisiones que determina si
una cuenta está legítimamente relacionada con política y/o religión debe ser
cauteloso (un falso positivo puede comprometer la liberad de expresión) o, en
otras palabras, requiere el uso de modelos interpretables.

Desafortunadamente, el estado del arte no contempla esta dimensión y no es
válido de cara a dichas aplicaciones. Últimamente, las redes profundas (DNN)
se han convertido en la tecnología más innovadora en casi todas las disciplinas
y, desde 2012, han venido reemplazando a otras técnicas clásicas debido a su
precisión y capacidad de extraer conocimiento de información estructurada
y no estructurada. Sin embargo, la complejidad inherente a estos modelos
con múltiples capas densas de neuronas hace que esta solución se comporte
como una caja negra y, por consiguiente, no pueda ser usada en procesos que
resulten en un impacto en nuestra sociedad.

La literatura relacionada con la interpretabilidad de los modelos se ha venido
enfocando en modelos ad-hoc [41]. Esta técnica consiste en entrenar un mo-
delo interpretable para predecir la salida del modelo principal, de tal manera
que las explicaciones aportadas por el modelo ad-hoc sirvan para documentar
el modelo principal. Sin embargo, existen cuestiones que hay que tener en
cuenta [42]. Principalmente, es posible que aparezcan explicaciones que no
respondan a conocimiento real aprendido de los datos sino al sesgo inherente
del proceso de aprendizaje y, en cualquier caso, este tipo de soluciones no rea-
lizan (ni prueban) una descripción general del modelo, por lo que es imposible
saber cómo se comportará éste ante situaciones desconocidas.

Adicionalmente, existe un debate sobre cómo de comprensibles son, en reali-
dad, los modelos interpretables y sobre el equilibrio entre interpretabilidad y
precisión [41, 43]. Una vez entrenados, dependiendo de la complejidad de los
datos, los modelos resultantes pueden ser incomprensibles con independencia
de que sean interpretables, debido a las numerosas ramificaciones que pueden
presentar. A pesar de que los expertos están de acuerdo en que la interpreta-
bilidad es una dimensión más a evaluar, la mayoría de trabajos evitan hacer
frente directamente a esta cuestión [44].
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Por estas razones, este documento se centra en proponer nuevas técnicas
interpretables que puedan ser utilizadas para el análisis de redes sociales con
un esfuerzo (mano de obra humana) reducido.

Hipótesis de Investigación

A pesar de que la mayoría de información de redes sociales es contenido
no estructurado, hay muchos metadatos asociados que pueden arrojar infor-
mación sobre el contexto y ayudar con la interpretación de los modelos ya
entrenados.

Las mecánicas presentes en las redes sociales (como añadir un amigo o seguir
a alguien) no solo ofrecen información explícita (conocer a una persona o estar
interesado en el contenido que genera, respectivamente), sino que también
suponen implicaciones que pueden usarse para facilitar la consecución de
nuestros objetivos. Por ejemplo, en el caso de Twitter, es posible retweetear (o
re-publicar) contenido de otros usuarios como si fuera nuestro. Esto implica
que (1) estamos interesados en la temática que se trata (en otro caso, no
estaríamos consumiendo dicho contenido) y (2) estamos de acuerdo con lo
que se dice en dicho tweet (de lo contrario, no lo compartiríamos con nuestros
seguidores)4.

Las particularidades de estas mecánicas pueden ser generalizadas utilizando
relaciones abstractas de alto nivel que habilitan nuevos procedimientos de
razonamiento. De hecho, este tipo de razonamiento puede usarse para lidiar
con una de nuestras mayores dificultades: los costes de etiquetado. Nuestra
hipótesis es que podemos usar razonamiento por similitud para detectar y
caracterizar cuentas de interés de manera interpretable.

Por ejemplo, imagine una situación en la que un usuario ha sido caracteri-
zado como empático hacia ideologías liberales. No es correcto asumir que sus
seguidores también compartirán ideología, ya que hay muchas razones para
seguir a otra cuenta y no tienen por qué estar relacionadas con política. Por el

4A finales de 2020 y con motivo de la elecciones de Estados Unidos, Twitter introdujo una
mecánica de citas en los retweets. Cuando el usuario hace clic sobre el botón de retweet, la
plataforma ofrece la posibilidad de que el usuario exprese su opinión sobre el contenido que
quiere compartir, como si de una cita se tratase. En este documento, diferenciaremos el retweet
puro de la cita (o quote).
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contrario, si tenemos una relación de alto nivel que implica que los usuarios
conectados son parecidos respecto a su pensamiento político, sería relativamente
seguro asumir que ambas cuentas tienen ideología liberal.

El razonamiento deductivo por similitud permite obtener información de
usuarios no caracterizados, siempre y cuando estén conectados a usuarios in-
fluyentes que ya hayan sido caracterizados previamente. Además, si el criterio
para construir dichas relaciones de alto nivel puede ser fácilmente compren-
dido por humanos, los mecanismos de razonamiento serán completamente
interpretables.

La caracterización de los usuarios clave, de ser realizada mediante métodos
automáticos, también debería ser interpretable y fácilmente comprensible por
humanos (baja complejidad de los modelos). En este sentido, creemos que
sería posible reducir la complejidad de los modelos interpretables entrenados
usando un menor número de características siempre que nos aseguremos que
son útiles, mediante su extracción y selección usando el criterio de utilidad para
el clasificador. Esto sería posible, por ejemplo, si seleccionamos características
de entrada estrechamente relacionadas con una clase concreta (pero no con
las otras).

La combinación de ambas hipótesis cubren el análisis de cuentas de redes so-
ciales, pero ¿qué pasa con el análisis agregado? Los algoritmos de clasificación
buscan minimizar el error, y por consiguiente toman decisiones que, siendo
estadísticamente correctas, presentan sesgos hacia la clase más probable.

Esto es especialmente problemático en aquellos casos en los que las distribu-
ciones de las características y/o de las clases difieren entre los conjuntos de
entrenamiento y de validación [45]. Twitter y otras redes sociales presentan
dichas diferencias cuando las temáticas se vuelven tendencias, o cuando el
centro de atención de los usuarios cambia de perspectiva. Esto es común,
por ejemplo, en hashtags que cubren eventos, como debates políticos, donde
se discute sobre diferentes temáticas (economía, asuntos exteriores, política
social...).

Hay diferentes mecánicas para lidiar con derivas entre los conjuntos de en-
trenamiento y lo observado en el mundo real (muestras que no respetan el
principio i.i.d., independent and identically distributed samples). La cuantifica-
ción es la tarea que aborda la estimación de la prevalencia de las clases en una
muestra, y es particularmente útil para determinar la distribución de sentiment
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en Twitter [46]. Nuestra tercera hipótesis establece que es posible realizar
análisis agregados interpretables utilizando cuantificadores, que son capaces
de mejorar las estimaciones ajustando el sesgo de clasificación.

Objetivos de Investigación

Como objetivo principal, esta tesis pretende desarrollar técnicas, metodo-
logías y herramientas para detectar, rastrear, monitorizar y analizar grupos
de interés en redes sociales, con esfuerzo reducido y alta interpretabilidad,
en el contexto del proyecto ª Nutcracker. Este objetivo se concreta en los
siguientes:

Reducción del Esfuerzo

1 Presentar un mecanismo de razonamiento basado en similitud utilizan-
do relaciones de alto nivel en redes sociales.

Hay interacciones específicas en las redes sociales que se pueden usar
para construir relaciones de alto nivel. Una red semántica que conecta a
usuarios usando enlaces que representen intereses en común o ideas simi-
lares habilita el razonamiento deductivo (Similarity Semantic Networks),
y serviría para extrapolar características de usuarios conocidos a otros
de los que no tenemos información.

2 Desarrollar una metodología interpretable para etiquetar con menos es-
fuerzo bases de datos que sean útiles para el análisis de redes sociales
y/o para el entrenamiento de modelos de aprendizaje computacional.

Teniendo en cuenta que los modelos de minería de opiniones se constru-
yen sobre datos de redes sociales, la posibilidad de recuperar información
y delimitar regiones de interés dentro de la red de usuarios es una conse-
cuencia necesaria de las Similarity Semantic Networks. Esta metodología
serviría para usar oráculos automáticos o humanos indistintamente.

3 Implementar una prueba de concepto de dicha metodología para com-
probar su validez de cara a la producción de datasets etiquetados.

La validación de la metodología requiere de su puesta en marcha. Una
plataforma prueba de concepto nos brinda esa posibilidad y, además,
establecería cimientos para desarrollar herramientas de etiquetado más
potentes basadas en similitud entre usuarios.
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Mejora de la Interpretabilidad

4 Estudiar los modelos interpretables existentes para determinar cómo
de comprensibles son en realidad.

Para evaluar cómo de comprensibles son los modelos interpretables, se
hace necesario establecer baselines utilizando técnicas actuales. Hay dos
vias principales de abordar este problema, siendo una de ellas el uso de
modelos interpretables y la otra el uso de modelos ad-hoc para explicar
aquellos que sean de caja negra. Teniendo en cuenta que estos últimos
precisan del uso de los primeros (y que presentan ciertas limitaciones),
centraremos nuestros esfuerzos únicamente en el primer caso.

5 Proponer nuevos mecanismos en cualquiera de las etapas de clasifica-
ción para asegurar la comprensibilidad de los modelos interpretables.

Durante la etapa de entrenamiento, los algoritmos intentan encontrar
patrones entre las características que estén relacionados con una clase.
Posteriormente, durante la etapa de inferencia, intentan encontrar los
patrones aprendidos para predecir la clase de la instancia desconocida.
Las etapas de preprocesamiento pueden incluir extracción y selección de
nuevas características que faciliten el proceso de aprendizaje del modelo
y permitan obtener uno menos complejo.

Reducción del Sesgo en la Agregación

6 Comprender los tipos de sesgos que pueden presentarse en los datos
recogidos de redes sociales.

Enfrentarnos a escenarios reales implica lidiar con ruido o información
de distinta naturaleza. Para abordar mejor dichas situaciones, se requiere
el estudio del origen, las implicaciones y las repercusiones de dichas
diferencias.

7 Estudiar la aplicabilidad de los cuantificadores a bases de datos de
redes sociales.

8 Explorar la precisión de los cuantificadores estándares para establecer
la influencia de los diferentes tipos de variabilidad entre los conjuntos
de entrenamiento y validación.
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Hay diferentes tipos de cuantificadores construidos sobre principios di-
versos con el objetivo de estimar el recuento de cada clase. Es necesario
seleccionar los más representativos y ejecutar una batería de experimen-
tos que nos permita entender sus fortalezas y debilidades a la hora de
predecir sobre conjuntos de datos de naturaleza diferente a aquellos con
los que fueron entrenados.

9 Proponer nuevos tipos de ajustes sobre las estimaciones de prevalen-
cia de clases que se basen en características espaciales y/o tempora-
les de los datos.

De la misma manera que el razonamiento por similitud se puede usar
para propagar etiquetas desde usuarios conocidos a otros no conocidos,
las medidas de similitud pueden usarse para ajustar las estimaciones de
prevalencia de clases. Cuando trabajamos con datos de redes sociales,
y en particular con Twitter, pueden presentarse tanto características
espaciales como relaciones temporales entre instancias similares. Por
ejemplo, aquellos tweets con el mismo hashtag que fueron publicados en
instantes temporales cercanos son más propensos a estar relacionados
que aquellos que presenten dos años de diferencia, ya que es esperable
que la temática haya divergido. La explotación de dichas relaciones
puede arrojar mejores resultados.

Esquema del Documento

El presente documento se estructura en cinco capítulos. El capítulo 2 se enfoca
en los objetivos uno, dos y tres, que están relacionados con las Similarity Se-
mantic Networks, nuestra metodología para producir weak-supervised datasets
y nuestra plataforma, ª Nutcracker. El capítulo 3 intenta mejorar la compren-
sibilidad de los modelos, desarrollando los objetivos cuatro y cinco: presenta
las expresiones diferenciadoras y nuestro sistema de ponderación, CF-ICF. El
capítulo 4 explora la literatura de cuantificación para Twitter y estudia el
comportamiento de varios cuantificadores en diferentes situaciones donde
los datos han sido alterados artificialmente. El capítulo 5 ofrece un análisis
exploratorio de uno de las bases de datos producidas usando nuestra meto-
dología, en materia de distribución de características y clases, correlaciones y
patrones frecuentes. Finalmente, el capítulo 6 resume los principales aportes
del presente trabajo, al igual que las futuras líneas de investigación.
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Building
Weak-Supervised
Datasets with Minimum
Effort

2

Objectives

1 Develop an interpretable methodology to effortless supervise datasets that are
useful for Social Networking Sites (SNS) analysis and training of Machine Learn-
ing (ML) models.

2 Implement a proof-of-concept solution of this methodology to test whether it is
a valid approach to build SNS datasets.

2.1 Introduction

Machine Learning is a subset of Artificial Intelligence that uses data in order to
identify hidden patterns which can be used to predict a target variable. There
are mainly two types of ML tasks according to the existence of labels in the
data used to learn upon [47]:

• Supervised learning relies on algorithms that use labelled datasets to gen-
eralise knowledge in order to make predictions for unlabelled instances.
They are normally used for classification or regression.

• Unsupervised learning tries to model the stochastic relations between
features to obtain clusters of unlabelled instances with similar character-
istics.

21



Both types are extensively used, and both of them present different advantages.
In recent years, models trained over large-scale unlabelled datasets (e.g.,
language models) are becoming popular. However, to this moment, supervised
models are the most popular approach and the de facto standard for industrial
solutions.

Supervised learning requires good quality datasets that are difficult to put
together. The process of dataset labelling presents a major handicap, which is
related to the cost of building such databases. Labelling datasets requires that
an oracle (normally a human expert or a committee of them) assigns accurate
labels to every instance. This is called data supervision, dataset labelling or
dataset annotation, and it is costly in two aspects:

• Economic budget, in such cases in which experts are hired or outsourced.

• Time budget, in the event of in-house labelling.

Dataset supervision is a complex and time-consuming task, when carried out
in-house; and expensive, when outsourced. The process of building ground-
truth datasets may take years depending on the complexity of the task and the
volume of data required. In order to reduce the effort, current solutions take
advantage of automatic or semi-automatic approaches, also known as weak
supervision techniques. They consist on training models on large amounts
of low quality data that is easy to put together (e.g., data programming,
synthetic data, and non-expert freelance annotators). Alternative, Continuous
Active Learning (CAL) may be used along with relevance sampling to speed up
the manual annotation, however it results in well differentiated documents
since relevance criterion yields those documents that are far from the decision
boundary.

In NLP, weak supervision methods are usually based on textual features. In the
case of SNS, documents present many classification handicaps like contractions
or misspelled words, and/or short-context documents. However, SNS offer
more features apart from text. Along with the typical metadata (timestamp,
author, location...), there is also information regarding which entities (i.e.,
user, post, or both) have interacted or are related to each other. There are
implications behind these interactions:

• Mention: the mentioned user is involved in the discussion.

• Reply: the content is relevant for the reader.
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• Favourite: the content is relevant and they explicitly agree with it.

• Retweet: the content is relevant for the reader and they subscribe every
word.

• Quote: the content is relevant for the reader, although they would like
to clarify some points (may be for or against).

Our hypothesis is that it is possible to reduce the effort required to build a
SNS dataset using reasoning by similarity. It is based on the idea that it is
possible to infer qualities of unknown users by using known features of similar
users. We introduce deep relations, that are high-level relations deduced from
basic relations, as similarity measures. But not all similarity measures can be
used to propagate knowledge. For instance, if two users have similar ideas
with respect to politics, we can assume that there is a certain possibility that
they support the same political party; however, being similar with respect to
politics is completely unrelated to the food they like, therefore it would not be
possible to infer eating habits from a similarity measure related to politics.

In order to maintain a network of similar users, we propose the concept of
Similarity Semantic Networks. In these networks, entities are connected to
one another using simple semantic relations. We use a second level relation
to link basic relations with particular aspects. Knowledge inference happen
by propagating values of basic relations through edges of similar users, when
both the similarity measure and the basic relation are bounded to the same
aspect.

Similarity Semantic Networks offer a full range of possibilities, but abstract
relations need to be materialised for particular contexts. In this chapter, we
implement an interpretable proof-of-concept solution that enables similarity rea-
soning in SNS, particularly in Twitter. We built a micorservice-based platform
with several capabilities:

• Document gathering, using Twitter API to retrieve data in order to store
it later on a database with the necessary abstractions, so it is possible
to change the source of the documents (i.e. using another SNS API)
without requiring further changes in the platform.

• Document labelling, using both automatic techniques and human oracles.

• Semantic Network building, using the relation and/or interaction speci-
fied from the ones that are available in the stored data.
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• Label propagation, from labelled documents to users in the semantic
neighbourhood.

• Review of propagated label, both with automatic rules and human
oracles.

The rest of this chapter is organised as follows. Section 2.2 # reviews related
work, approaches and platforms used for dataset labelling. Section 2.3 #

introduces Similarity Semantic Networks and Section 2.4 # explains what
deep relations are. Our proposed methodology using these techniques is ex-
plained in Section 2.5 #, and our proof-of-concept implementation is described
in Section 2.6 #. Section 2.7 # illustrates the dataset production process.
Section 2.8 # describes the experimental setup, and results are discussed in
Section 2.9 #. We conclude this chapter in Section 2.10 #.

2.2 Related Work

In general terms, there is a basic rule when building supervised datasets:
quality. A consistent, well-curated dataset will result in better models than
weakly-annotated ones [48]. There are several techniques currently being
used to produced supervised and weak-supervised datasets. In this section,
we review their advantages and limitations. Section 2.2.1 # discusses the
different approaches when labelling supervised datasets. Section 2.2.2 #

explores open-source and enterprise-grade platforms.

2.2.1 Approaches

There are several approaches that can be used to obtain supervised datasets,
each of them with different weaknesses.
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Automatic Approaches

The first division is related to automatic labelling techniques, that are syn-
thetic labelling and data programming. Despite that both are valid methods,
resulting datasets are not suitable to perform opinion mining, since instances
are artificial. However, they can be used to train weakly supervised models,
hence the reason to include them in this review [49].

Synthetic Labelling It is the process of automatically generating data that
complies with several rules that try to preserve real-life restrictions [50]. Tra-
ditionally, instances were created with random values that followed each
feature’s distribution. Recently, more elaborated methods are being used.
While they are cheaper, synthetic datasets may have less quality since gener-
ative models do not fully represent the possible casuistries that actual data
presents.

There are many domains in which this technique is very useful. Frid-Adar
et al. [51] presents an approach that relies on Generative Adversarial Network
(GAN) combined with other data augmentation techniques to generate training
images. They managed to significantly improve classification performance and
they checked whether radiologist could differentiate between the actual set of
images and the synthetic one, once again with good results. However, GANs
require a complex training phase and their outputs are not guaranteed to be
realistic. This would be specially problematic in text.

There is still room for improvement in Natural Language Processing (NLP)
tasks. These are considered to be one of the most difficult ones, since creating
synthetic text datasets requires text generation, which is considered a hard
task [52]. Guan et al. [53] developed a GAN that is able to generate text
for synthetic electronical medical records. Results are promising, although
authors recognise some lack of cohesion that needs to be addressed.

Recently, the use of pre-trained language models (LM) is becoming the main
approach, and models like GPT-2 [54] show astonishing quality. The main
drawback of LMs are (1) the amount of time requiered to train, (2) the
complexity of the models (therefore lack of interpretability), and that (3) most
powerful models are not released by their authors (e.g. GPT-2, and later GPT-3,
were released in the form of a demo version, with the fully-capable models
restricted to selected researchers [55]).
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Data Programming It consists in delegating the labelling task to a few weak-
labelling algorithms (e.g. heuristics or scripts) [56]. These are programmed
to respond to specific features of the instances and trigger labels that experts
have studied to be correlated with the features [57]. In this case, data is
realistic but quality is not ensured, since there are tasks, like Natural Language
Processing (NLP), that are difficult to model with simple rules and, often,
require interpretation.

Heo et al. [58] present a tool that combines manual annotation with data
augmentation and data programming to build weak-annotated image datasets.
They show promising results, but the tool not only requires good matching
rules but also a fine pattern augmentation model and low-noise data. Moreover,
each research topic would require an adapted version of the rule set, which
would be unfeasible compared to other methodologies.

In NLP, Mallinar et al. [59] propose a simple yet elegant solution to iterative
train models from a small labelled dataset using weak supervision. They
expand the initial dataset by selecting relevant instances in batches and per-
forming a classification consulting an oracle. They avoid much overhead in
the training process since the expansion is independent from the downstream
classifier.

Main drawback of this approach is that the quality of the dataset may suffer.
ML models need that the accuracy is better than a random classifier to start
learning. The learning and dataset generation process should be iteratively
refined, until required performance is met. It is necessary to notice that,
although there are many cases in which data programming improves results,
some problems cannot be addressed with precision using this technique.

Manual Approaches

Internal Annotation It consists in using the available human resources to
label the data. Quality is assured because the annotators are familiarised with
the problem, but huge amount of resources and time are required. It is also
possible to establish common criteria and to monitor the process at any time,
which result in consistent datasets.
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Outsourced Labelling Outsourcing the labelling task to freelancers or spe-
cialised companies. When using freelancers, it is possible to hire them directly
or to use crowdsourcing platforms. These platforms provide tools and an
organised workflow in order to obtain faster and cheaper results. However,
the quality of the dataset may suffer due to multiple reasons (like language,
disinterest and/or urgency, because of the fact that their income depends on
the number of labelled instances). When outsourcing to specialised companies,
the quality improves but so does the price. Depending on the nature of the
dataset, privacy may be an issue since it involves sharing content with external
people.

Semi-automatic Approaches

Weak supervision is normally performed with small, well-annotated datasets
that are used to train a model that would later be employed to annotate a
bigger dataset. The quality of the latter would depend on the performance
of the model, and therefore it may input noise that would affect the learning
process of subsequent models [57].

Classic algorithms such as Support Vector Machines (SVM) and Random Forests
(RF), but also state-of-the-art solutions like deep neural networks (DNN), can
be used as weak models [60]. In order to maximise the results with the
minimun human effort, algorithms may be combined with Active Learning
(AL) [61]. AL choose specific instances that are best suited to teach models
during the training phase. Commonly, these are the instances that are closer
to the decision boundary.

Haldenwang et al. [62] survey different AL selection criteria for tweets that are
then fed to a DNN that will label a bigger dataset. Their best result was 0.55
in f1-score when labelling 800 instances after training with 100 annotated
tweets. However, it drops when labelling bigger datasets.

Helmstetter and Paulheim [63] use a semi-supervised approach in which they
constructed a large dataset of more than 400k instances of fake and real
news. They labelled them by their source (whether it was known to spread
fake news or not), and then enriched datasets with more than 100 additional
features that significantly increase classification performance. Despite that this
approach is feasible, it still requires to compile a list of sources.
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Pohl et al. [64] propose an algorithm called active online multiple prototype
classifier (AOMPC) that uses active learning to help dealing with crisis in Social
Media. They obtained good results, however they measured performance using
their own metric, which is not directly comparable to other algorithms.

2.2.2 Platforms

We review below different platforms that can be used to build supervised
datasets. It is necessary to notice that these are tools rather than methodologies.
They should implement one, or even more, of the methodologies presented
above.

Open-Source Platforms

There are a huge amount of open-source platforms dedicated to annotate data
in different forms. Their main advantage is that they can be maintained by the
community and they may be customised to fit specific needs. In this section,
we review a selection of those dedicated to text labelling.

SMART [65] is conceived around the idea of “helping data scientists and
research teams efficiently build labelled training datasets for supervised machine
learning tasks”1. To assist the learning process, it relies in active learning.
Active learning tries to improve accuracy by 1) letting the model choose the
data instances that are more useful to learn from and 2) asking an oracle to
annotate it so the algorithm can learn.

YEDDA [66] was nominated to ACL 2018 Best Demo Paper2. It is a lightweight
tool that allows annotation of text spans and multi-annotator analysis and
pairwise comparison. However, as of this day, last commit is from July 2019
with suggest that the project is no longer maintained.

1https://github.com/RTIInternational/SMART
2https://github.com/jiesutd/YEDDA
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doccano [67] features team collaboration and the possibility to work with
any language. It is designed to deal with NER, Sentiment Analysis, Translation,
Text to SQL and also image labelling. It is developed in Django and it exposes
an API so it can be easily integrated with already-designed workflows.

PIAF It3 is based on doccano and it is focused on Question Answering (QA)
annotation. It is able to score each user so it is possible to detect trolls and
bots.

Despite that these are powerful tools, they require some expertise in order to
install and maintain them, and they are not as complete or intuitive as private
solutions while still requiring a lot of manual work.

Industry-standard Solutions

Building supervised datasets is a required practice in many situations. It is a
time and resource-consuming task, therefore it is possible to resort to platforms
or companies dedicated to carefully put together labelled datasets. In this
section, we review a selection of enterprise-grade solutions to this process.

Amazon Mechanical Turk Also known as MTurk4. Arguably, it is the most
popular platform to obtain labelled datasets. It is a crowdsourcing platform,
which they claim that “is a good way to break down a manual, time-consuming
project into smaller, more manageable tasks to be completed by distributed
workers over the Internet”5.

They offer an efficient, flexible and cheap solution, where the most important
features are (1) integration with the AWS SDK, (2) possibility to fully customise
templates, and (3) management and qualification of the workers. However,
despite that they offer an API which can be used to perform automatic tasks and
reduce the cost of the labelling process, everything needs to be implemented.
For non-expert users, this may be an overcomplicated situation.

3https://github.com/etalab/piaf
4https://www.mturk.com/
5Quoted from their landing page
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Lionbridge AI They offer a very popular platform as well as workforce in
order to label text, audio, image and video. They claim that their clients have
full control of the task, which allows to run quality checks.

They focus on offering good quality and a simple, intuitive yet powerful
interface, as well as the capacity to scale the labelling task at any time since
they have more than 500 thousand qualified annotators6.

TagTog This company main selling point is their ability to annotate data
automatically in collaboration with humans in the loop. The core of the
platform is a NLP toolkit that give clients the ability to perform semisupervised
tagging.

It is possible to use a custom ML model or to let the tool learn from your
annotations and give you suggestions for new ones. They have ready-to-use
models in order to perform tasks, such as Named Entity Recognition (NER),
and simpler tools like dictionaries. They acknowledge that their platform has
some limitations and it is optimised to work with a small number of tokens
per annotation in task without many entities. However, there is no detailed
documentation that explains the actual models and architecture they use.

While all of these platforms are very popular and used on a daily basis, they still
require loads of work (if used for in-house labelling) or a dedicated budget (if
outsourced). Moreover, when analysing opinion in Social Media, automatically-
generated datasets would not resort necessarily into genuine results. Our
proposal aims to reduce the cost of putting together a supervised dataset
for opinion mining in Social Media. It is compatible with most techniques
presented above, therefore it can enrich (and be complemented with) them.

2.3 Similarity Semantic Networks

Social Media profiles open the door to similarity-based reasoning in order to
extract conclusions to characterise unknown users in the network. Yet, not
every label can be propagated using the same similarity measure, therefore it

6https://lionbridge.ai/services/data-labeling/
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is necessary to use a mechanism that enables high-level similarity reasoning.
In the following sections, we introduce the concept of Similarity Semantic
Network as a tool to infer knowledge by similarity reasoning.

2.3.1 Introduction to Semantic Networks

Semantic Networks are one of the first models proposed for Knowledge Repre-
sentation, and they have been effectively applied over the years [68, 69]. Se-
mantic Networks represent knowledge with directed labelled graphs, where:

• Vertices are concepts, such as individuals or classes (that are sets of
individuals).

• Edges are semantic relations between concepts, that can be:

– Hierarchical, such as instance-of (an individual is an instance of a
class; and is-a (a class is a subclass of another class). These are
universal relations that are present in all Semantic Networks

– Domain-specific, such as is-friend-of or has-interacted-with. These
relations are tailored to the specific problem and they only make
sense in such context.

Given two concepts, A and B, and a relation S , the simplest semantic network
would be:

A S−→ B ≡ AS B (2.1)

With a third concept C, it is possible to perform reasoning in its simplest form,
inference by inheritance:

A is-a B ∨ A instance-of B
BS C

∴ AS C
(2.2)

Later, graduations were introduced to obtain Fuzzy Semantic Networks, that
have interesting and relevant applications [70, 71]. These models represent
knowledge as graded labelled directed graphs. Classes are now defined as
fuzzy sets of individuals, and the degree of the universal relation instance-of
would be the membership function of the corresponding fuzzy set.
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A S α

−−→ B ≡ A S α B (2.3)

represent the fuzzy assertion A S B in α degree.

The fuzzy inference by inheritance rule can be defined as a generalisation of
the (crisp) inference by inheritance, using a function t that is usually a t-norm,
such that t(1, 1) = 1.

A is-aα B ∨ A instance-of α B
B S β C

∴ A S t(α,β) C
(2.4)

It is possible to obtain, after applying any reasoning method, the same semantic
relation between two given concepts but with different degrees. It would be
necessary to combine both assertions using the combining inference rule:

A S α B
A S β B

∴ A S g(α,β) B
(2.5)

where g is an aggregation function, normally extrema functions.

2.3.2 Similarity Semantic Relations

Fuzzy Semantic Networks opens a wide range of possibilities. In fact, it is
possible (and effective) to use reasoning by similarity in fuzzy systems [72].
Similarity semantic relations are fuzzy semantic relations that represent that
two individuals or classes are similar with respect to an aspect:

A is-similar-wrt-Dα B, (2.6)
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where D is any topic or aspect, and it represents the assertion A and B are
similar with respect to the topic D in α degree. Additionally, for every sense
D, each concept will have a fuzzy neighbourhood of similar concepts in sense
D.

However, the reasoning method for this kind of network needs to take into
account that is-similar-wrt-D may be only propagated using semantic relations
that are related to the aspect D. Therefore, it is necessary to introduce meta
relations.

Meta relations are relations between relations, thus they can be considered
second order relations.

S is-related-toγ D, (2.7)

that stands for S is related to the aspect D with degree γ and thus it can
be propagated by is-similar-wrt-D relation. The semantic similarity relation
specifies a correspondence between concepts in the context of a specific aspect
D, while is-related-to delimits the domain in which similarity relations apply.

Since these are second order relations, it can be said that, in fact, we are
defining a new higher level semantic network, whose individuals are similarity
relations of the main semantic network. The new relations enable a new kind of
reasoning based on similarity. Knowledge can be extracted upon propagation
of semantic relations through the is-similar-wrt-D using the similarity inference
rule.

A is-similar-wrt-Dα B
B S β C

∴ A S γ∗t(α,β) C
(2.8)

where t is a triangular norm (t-norm).

The property values can then be deduced by fuzzy inheritance and/or by
similarity inference. The inference strategy requires choosing between the
classical Z (first similarity, then inheritance) or N (first inheritance, then
similarity inference) models. Moreover, this kind of systems is prone to be
iterative. In each step, the degree of every semantic relation is updated by
applying inheritance and similarity reasoning rules (in the chosen order), and
then applying the combining inference rule to solve graduation conflicts.
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2.3.3 Similarity Semantic Network in SNS

In this section, we propose an example of how Similarity Semantic Relation
can be materialised to work with SNS.

SNS consist of three major components [73]:

• User profiles.

• A list of connected profiles.

• A set of possible interactions between users.

Users can (1) define their profile on the Social Network as a set of attributes
and content shared (publicly or private), (2) add or remove connections to
other users, (3) interact with other user’s list of connections. Additionally, they
can (4) interact with other people’s profiles (including their shared content).

However, it is necessary to distinguish between the part of the profile that
users can edit to fit their interest (attributes such as name, biography details,
location, profile picture), which we will refer to as account details; and the
part composed by their shared content, connections and interactions. Thus, it
is precise to say that the concept of user profile has a bigger scope than the
account details, despite that they are used as synonyms.

Let U be a set of users and P a set of possible attributes. We will define user
profile as a set A of triplets (u, P, v), where u ∈ U, P ∈ P and v is a specific
value in the domain of P. Frequently, triplets are stored as rating matrices
R|U |×|A|, which enables efficient algebraic operations [74].

The list of properties P may be edited by the user (in the case of account details)
and calculated (number of interactions per day, number of followers, mean
length of the posts...) or estimated through their content and interactions
(affinity to other users, affinity to topics, literacy skills...). There are user
profile attributes that depend on other properties, that require an analysis of
the interactions between users or that are inherently imprecise (fuzzy). We
will refer to them as complex or deep properties (non-superficial, hidden at first
sight) [75].

Let M be a set of messages authored by a subset of U, and T a set of topics
that we are interested in studying. We will define the basic mechanics of SNS
as:
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∀u, v ∈ U, follows(u, v) =
{

true if u is subscribed to v updates
false in any other case

(2.9)

∀u ∈ U,∀m ∈M, author(u, m) =
{

true if u is the author of m

false in any other case
(2.10)

∀u ∈ U,∀m ∈M, favourite(u, m) =
{

true if u likes the message m

false in any other case

(2.11)

∀m ∈M,∀u ∈ U, mention(m, u) =
{

true if m names user u

false in any other case
(2.12)

∀m, n ∈M, copy(m, n) =
{

true if m is a verbatim copy of n

false in any other case

(2.13)

∀m, n ∈M, reply(m, n) =
{

true if m is an answer to n

false in any other case
(2.14)

such that

u
follows−−−−→ v ≡ u follows v (2.15)

u
author−−−→ m ≡ u author m (2.16)

u
favourite−−−−−→ m ≡ u favourite m (2.17)

m
mention−−−−→ m ≡ u author m (2.18)

m
copy−−→ n ≡ m copy n (2.19)

m
reply−−→ n ≡ m reply n (2.20)

These cover the basic mechanics between users, between users and posts, and
between posts and posts. However, until now, we have not payed any attention
to the content of the posts.
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Analysing message content can determine non-explicit features of the text,
particularly if we combine it with the previous reasoning mechanism. In order
to illustrate this proposal, we are going to consider the topic of the post as well
as the sentiment towards that topic.

1. topics(m) stands for all the topics discussed in the post m, including the
relevant aspect D.

2. sentimentD(m) stands for the sentiment that the message m presents
with respect to the aspect D that we are studying.

There are a number of algorithms that can be applied in order to extract
topics (e.g. [76, 77, 78]) and sentiment (e.g. [79, 80, 81]) from messages.
Obviously, it is possible to use human oracles. In all cases, the chosen method
is independent from the theoretical development, as long as they satisfy the
following requirements:

1. For any given message m, if n is a copy of m, then they have the same
sentiment score.

∀m, n ∈M, n copy m⇒ sentiment(m) = sentiment(n) (2.21)

2. For any given message m, let n be a copy of m. Then, they need to refer
to the same topics.

∀m, n ∈M, n copy m⇒ topics(m) = topics(n) (2.22)

3. For any given message m, if n is a response to m, then they need to
share at least one topic.

∀m, n ∈M, n reply m⇒ topics(m) ∩ topics(n) ̸= ∅ (2.23)

Therefore, the set of potential interests of any given user u ∈ U would be
defined by:
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Topicsu = {t ∈ T : [

∃m ∈M : u author m ∧ t ∈ topics(m))

∨∃m, n ∈M : (u author m ∧m copy n ∧ t ∈ topics(n))

∨∃m, n ∈M : (u author m ∧m reply n ∧ t ∈ topics(m) ∪ topics(n))]}
(2.24)

Equation 2.24 is a crisp set that includes all the topics that:

1. the user has explicitly mentioned in their messages

2. the user has mentioned by republishing someone’s publication

3. the user has referred to by replying to someone’s publication.

It is worth clarifying that it is possible that topics(m) ∪ topics(n) includes
noisy topics to the set of potential interest. Therefore, the set Topicsu acts as
an upper bound, and we will need to deal with these noisy elements in next
steps.

Interest is an inherently imprecise concept, since user may present more interest
towards certain topics than others. Thus, it is a straightforward conclusion
that this set needs to be modelled as a fuzzy one. Let us consider the following
function that yields the number of times that the user u has written about the
topic t, directly or through a response to another user’s post.

interest(u, t) = |{m ∈M : u author m ∧
[
t ∈ topics(m)

∨ ∃n ∈M : (m reply n ∧ t ∈ topics(n))
]
}| (2.25)

Notice that copies are already included in authored messages. Consecutively,
we can consider a normalised interest function as a membership function for
our fuzzy interest set.
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Fig. 2.1.: Behaviour of the membership function (α, β)-interest.

(α, β)-interest(u, t) =


0, if interest(u, t) <= α
x−α
β−α , if α < interest(u, t) < β

1, if β <= interest(u, t)
(2.26)

where α and β are context-dependant parameters (figure 2.1). Consequently,
it is possible to define the following meta-relation:

(α, β)-interest is-related-to is-similar-wrt-interest (2.27)

which can be used to define an inference mechanism in a similarity semantic
network.

In the same fashion that interest, modelling user opinion towards a topic
requires a mechanism to measure sentiment an a normalisation function.
Given a set of linguistic labels L = {PP, P, Z, N, NN} (very positive, positive,
neutral, negative, very negative) to measure message sentiment, it is possible
to determine the opinion of a user u towards a topic t such as:

sentiment(u, t, l) = |{m ∈M ∧ u author m∧

∧ t ∈ topics(m) ∧ sentiment(m) is l}| (2.28)

whose analogue membership function would be:
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Tab. 2.1.: Twitter mechanics and their implications.

Common Interest Common Opinion

Mention Yes Not necessarily
Reply Yes Not necessarily
Favourite Yes Yes
Retweet Yes Yes
Quote Yes Not necessarily

(α, β)-sentiment(u, t, l) =


0, if sentiment(u, t, l) <= α
x−α
β−α , if α < sentiment(u, t, l) < β

1, if β <= sentiment(u, t, l)
(2.29)

The |L|-dimensional vector that results from computing (α, β)-sentiment for
every user and topic would encode their positions (profile) with respect to
the topic in question. As a consequence, it is possible to establish the meta-
relation

(α, β)-sentiment is-related-to is-similar-wrt-opinion (2.30)

which is useful to ensemble a reasoning mechanism in a similarity semantic
network related to user opinion.

2.4 Deep Relations: a measure of common
interest and opinion

We established Similarity Semantic Networks as tool to perform reasoning
by similarity to deal with unknown users in SNS. In this section, we de-
fine the particulars on our proposal to implement the semantic relations
is-similar-wrt-interest and is-similar-wrt-opinion.
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Fig. 2.2.: Example of Similarity Semantic Network for opinion towards a topic, before
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Table 2.1 ! sums up the implications of SNS mechanics. Deep relations are
built upon basic ones (see equations 2.15 et seq.) and they are intended to
model those aspects and/or interactions that are hidden or unobvious. We
propose the use of two deep relations: common interest and common opinions.

Definition 2.4.1 (Deep Relation: common interest). Given two users u and
v, we define commoninterest(u, v) ≡ u common-interest v as the accumulated
minimum grade in which both users share interest towards specific topics:

commoninterest(u, v) =
∑

t∈CT

min {(α, β)-interest(u, t), (α, β)-interest(v, t)} (2.31)

Definition 2.4.2 (Deep Relation: common opinion). Given two users u and
v, we define commonopinion(u, v) ≡ u common-opinion v as the accumulated
minimum grade in which both users share opinion towards specific topics:

commonopinion(u, v) =
∑

t∈CT

∑
l∈L

min {(α, β)-sentiment(u, t, l), (α, β)-sentiment(v, t, l)}

(2.32)

where CT = Topicsu ∩ Topicsv.

Although any combining functions can be used rather than min, the minima
accurately represents the degree in which both users share their interests (or
opinions), as it should not be possible to have a common degree that is larger
than any of the individual degrees.

It is possible to model the semantic relations is-similar-wrt-interest and is-
similar-wrt-opinion using the deep relations presented in equations 2.31 and 2.32.
Notice that computing the exact values of common interest or common opinion
is costly, and it requires trained models for topic and sentiment extraction.
Fortunately, we can use the semantic implications of SNS interactions to
approximate the magnitude of the deep relations.

Definition 2.4.3 (Co-copies or co-retweet). Given two users u and v, we define
cocopies(u, v) ≡ u cocopies v as the the number of times that both users have
retweeted the same message:

cocopies(u, v) = |{x : x ∈M ∧ ∃m, n ∈M :
[
u author m ∧ v author n∧

∧m copy x ∧ n copy x
]
}| (2.33)
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Definition 2.4.4 (Co-replies). Given two users u and v, we define coreplies(u, v) ≡
u coreplies v as the number of times that both users have replied to the same
message:

coreplies(u, v) = |{x : x ∈M ∧ ∃m, n ∈M :
[
u author m ∧ v author n∧

∧m reply x ∧ n reply x
]
}| (2.34)

Definition 2.4.5 (Co-favourites). Given two users u and v, we define u cofavourites v

as the number of times that both users have marked as favourite the same mes-
sage:

cofavourites(u, v) = |{x : x ∈ M ∧ u favourite x ∧ v favourite x}| (2.35)

Normalised versions of equations 2.36 and 2.37 can be used as implementa-
tions of is-similar-wrt-interest and is-similar-wrt-opinion.

Hcommoninterest(u, v) = γcoreplies(u, v) + cocopies(u, v) + cofavourites(u, v)
(2.36)

and, analogously,

Hcommonopinion(u, v) = cocopies(u, v) + cofavourites(u, v). (2.37)

Co-copies and co-favourites imply common interest therefore they can be used
as is. However, co-replies may be related to other topics since the content of
two different replies may present non-common topics (see equation 2.23),
therefore it is necessary to add a damping hyperparameter γ whose purpose is
to reduce the influence of the co-replies.
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2.5 Proposed Methodology

In this section, we present our methodology to iteratively build a supervised
dataset taking advantage of Social Networks mechanics. This methodology
is a direct conclusion and a proof-of-concept implementation of the Similarity
Semantic Network presented before. Keep in mind that there are several other
possible implementations.

The target is to build quality dataset while reducing the effort required. In
order to do so, we propose the use of a system that would allow us to infer
properties of unknown users from other previously annotated documents. The
basic workflow would be:

1. Rank tweets by utility.

2. Ask an oracle to annotate the top n tweets.

3. Expand properties to other user profiles using a deep relation.

4. Rank automatically-generated user annotations by utility.

5. Ask an oracle to validate the top m auto-annotations.

6. Repeat from step 2 until necessary.
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In the following sections, we carefully explain each step in the proposed
methodology, as well as the algorithm for equation 2.39.

2.5.1 Determining Properties to Study

The first step consist in determining the user properties that are going to be
studied in the dataset. It is necessary to consider whether these properties can
be expanded and, in such case, which is the most suitable deep relation to use.
For example, it is possible to expand the interest towards music using relations
co-retweet and co-replies (i.e., any user that replies or retweets a document
related to music is likely interested in it); or the opinion that “COVID19 vaccines
are not safe” using the co-copies relation (i.e. users retweeting a document
against vaccines are likely to have a negative opinion about them). In other
words, the first step consists in defining the similarity semantic network.
Domain expertise is crucial in it.

As a general rule, to deal with opinion mining, we propose the use of co-
retweet. In the event that the interest in a topic is the subject of the study, it
is possible to use co-replies, by itself or combined with co-copies. However,
it is possible to define other deep relations with different meaning and thus
different use cases.

2.5.2 Data Collection

We propose two different mechanisms to collect data, that are:

Uninformed retrieval It only uses a priori information to collect data. It is
based in static queries designed to match relevant data. It requires establishing
an accurate query to reduce the amount of noise (e.g. documents not related
to the relevant topic). In the case of synchronous events (such as political
debates or natural disasters), related hashtags are specially useful since they
filter most of the unrelated topics that have similar wording. Data must be raw
or, at least, it must contain the message-message and user-message relations.
See section 2.6.1 for details of our implementation.
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Tracked retrieval There is another approach based on relevant user tracking.
It makes use of a trained machine learning model to determine which docu-
ments are prone to be relevant. Upon detection, it queries the API to obtain
retweets and, in particular, the authors of these. Timelines of found retweeters
are downloaded to compile an informed dataset. For an in-depth description,
please check 2.6.2.

2.5.3 Compute Deep Relation Graph

It is a common practice to use similarity-based graph in tasks such as commu-
nity discovery to extract information from complex networks [82, 83]. In this
case, we propose to use a similarity graph to spread known labels to other
users.

Similarity-based approaches for community discovery tend to use retweet or
mentions graph. However, these are directed graphs, so the information can
only flow in one direction. It is possible to transform basic interactions into
non-trivial similarity links by using deep relations ([75], see section 2.4).

Interaction mechanics in Social Networking Sites (SNS) have underlying
meanings. In the case of Twitter, they may be replying (users who reply are
interested in the same topic than the original tweet, but they may not have the
same opinion), liking (users who like explicitly manifest their satisfaction with
the content), mentioning (which can be virtually used with any purpose), and
retweeting (that means republishing the tweet in your own timeline. It implies
that users are interested in the topic and also that they agree with the content,
enough to share it with their friends).

Given a set of users U and messages M, co-retweet or co-copies relation is
defined as in equation 2.33 (see section 2.4 #). It calculates the retweets that
any two users have in common. As we stated above, the retweet mechanic
implies that the user is interested in the topic and also agrees with the opinion
of the author. Therefore, if users A and B have retweeted something from C,
the retweet graph would have two directed links, from A to C and from B to C;
with our proposal, both links would be undirected and a new edge would arise
between A and B. Note that original tweets are considered copies (retweets)
of themselves. Consequently, each node in the co-retweet graph would stand
for a Twitter user, and edges connecting them represent common opinions.
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If the dataset is static, similarity neighbourhoods will be computed only once.
In the case that it is being created in real time, it will be necessary to include
data structures to quickly update graph edges. Algorithm 1 describes the
procedure to create a co-retweet graph from a set of tweets. Let X ⊆ M be
a set of tweets, a function author : M → U that yields the author of a given
tweet and a function parent : M→M that returns the original tweet:

Algorithm 1 Create co-copies graph
Require: list of tweets X

Ensure: co-copies graph G

1: Initialize G
2: parents← {parent(x) : x ∈ X ∧ x is retweet}
3: for all rt ∈ parents do
4: neigh← {author(t) : x ∈ X ∧ x is retweet ∧ parent(x) = rt}
5: Append neigh to G.nodes
6: Append {(author(x), n), ∀n ∈ neigh : author(x) ̸= n} to G.edges
7: end for

The resulting graph G will be conformed of all authors in X connected by
undirected weighted edges that stand for the degree in which connected users
share opinions pertaining to the topic in question.

2.5.4 Data Annotation

In this step, oracles are asked to set specific values to properties for each
document. However, it is not necessary to evaluate every collected document.
We rank them using a function that yields the importance of the tweet, in
terms of information it may offer. This function will vary with the context but,
as a general rule, we recommend the use of the number of retweets when
expanding through the co-retweet relation.

Tweets will be presented to oracles (in our case, human annotators) in a
descending ranking order. Users with large neighbourhoods will be labelled
first, therefore the amount of knowledge that can be inferred is maximal with
respect to the number of annotated tweets.
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2.5.5 Expansion of Properties

Given a similarity graph (in our case, co-retweet graph), it is possible to infer
property values for new users in the neighbourhood of known users through a
process of weighted expansion. We present our diffusion-based mechanism in
this section.

Given a function Q(m) ∈ [−1, 1] that measures the property Q in the message
m, we define the property Qdirect of a user u as in equation 2.38.

Qdirect(u) =
∑

m∈authored(u) Q(m)
|authored(u)| (2.38)

where authored(u) are the documents authored by u. In our case, Q(m)
will be a human oracle, but it can be replaced with a trained model or any
other mechanism, such as dictionaries. Equation 2.39 defines our proposed
expansion mechanism.

Q(i)(u) = Q(i−1)(u) + α(N, p0, p1)φ (u, QN (u)) QN (u) (2.39)

where N = |Neigh(u)| and

QN (u) =
∑

x∈Neigh(u)

Q(i−1)(x)
N

(2.40)

As the expansion is iterative, it is necessary to define Q(0)(u) = Qdirect(u).
α and φ are weight functions that take into account the particulars of the
neighbourhood to modify the original property accordingly to relevance (equa-
tion 2.41) and confidence (equation 2.42).

α(N, p0, p1) =


0 if N ≤ np0

N−np0
np1 −np0

if np0 < N < np1

1 if np1 ≤ N

(2.41)

Where np0 and np1 stands for percentiles regarding the distribution of neigh-
bours per user: those that are smaller than np0 are not considered (weight 0,
because the neighbourhood is too small to be relevant) meanwhile the ones
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that have more neighbours than np1 are considered in full (weight 1, meaning
that the neighbourhood is fully relevant). The weight in between follows a
linear function as can be seen in figure 2.4.

As for the confidence function, it models the trust in the symbol (negative,
neutral or positive) by computing the ratio between neighbours with the same
symbol and the total number of neighbours, as described in equation 2.42.

φ(u, QN ) =


|{n ∈ Neigh(u) : Q(i−1)(n) < 0}| ÷N if QN < 0
|{n ∈ Neigh(u) : Q(i−1)(n) = 0}| ÷N if QN = 0
|{n ∈ Neigh(u) : Q(i−1)(n) > 0}| ÷N if QN > 0

(2.42)

Fig. 2.4.: Neighbourhood relevance function. The function returns a value in the
interval [0, 1] that stands for the relevance of the neighbourhood. Values
close to 1 represent neighbourhoods with a sufficient number of neighbours
to be expanded.

All in all, our iterative expansion mechanism starts with directly computed
property values for those users whose properties are known (Qdirect) and, for
each iteration, it adds the bias of the neighbourhood taking into account their
relevance and their coherence.

In order to infer knowledge to new users in the network, we use the approach
described in equation 2.39. The process is iterative and it requires several
hyperparameters, that are:
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1. Steps (i), that refers to the number of iterations in each cycle of expan-
sion. Lower values will lead to more conservative expansions (users in
the direct neighbourhood) while higher ones will result in adventurous
outcomes.

2. P0 and P1, that are percentile cuts used to weight the importance of the
neighbourhood (equation 2.42). Predictions of user properties with a
low number of neighbours are less accurate than those in which the user
has a higher number of them. Hence, the sum of the properties of the
neighbourhood is multiplied by a factor that weights its relevance in the
context of the network.

These parameters are context-dependant and should be optimised to obtain
the maximum performance in each situation. However, as a rule of thumb, we
recommend values presented in section 2.8.

Computational Complexity

Property Expansion through a co-retweet graph inherently leans to parallelism.
The task of building the graph can be decomposed, which is an advantage con-
sidering that modern multi-thread architectures may offer significant improve-
ments over the computational time. Moreover, label propagation mechanisms
relies on the results from previous iterations, therefore it is possible to split
the task into different subgraphs so the implementation would also be parallel,
as long as the threads keep synced between generations.

The time complexity of the algorithm depends on (1) the number of steps
s of the propagation, (2) the number of labels that are being independently
propagated (p = |L|), (3) the number of users or nodes nU = |U| in the graph,
(4) the number of posts or messages nM = |M|, (5) the number of messages
that are retweets nrt, (6) the number of manually annotated documents na,
and (7) the number of neighbours for the i-th user Ri = |Neigh(i)|.

Ωalg1 =
nM∑
i=1

 nrt

nM

nM∑
j=i

1

 = nrt

nM

nM∑
i=1

(nm − i + 1) = 1
2nrtnM − 1 (2.43)
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Ωalg2 =
na∑
i=1

p∑
j=1

1 +
s∑

i=1

nU∑
j=1

p∑
k=1

Rj∑
l=1

1 = pna +
s∑

i=1

nU∑
j=1

pRj ≃ pna + spnU nR

(2.44)

In the worst (and unlikely) case scenario, all users are connected with each
other (clique) therefore ∀i ∈ U, Ri = nU , all messages are retweets hence
nrt = nM , and all posts have been manually annotated thus na = nM ; in the
best (and unlikely) case scenario, all users are completely isolated from the
rest, therefore ∀i ∈ U, Ri = 0, there are no retweets at all thus nrt = 0 and
there are no manual annotations hence na = 0; assuming R ∼ N (nR, σ2

R), in
the average case, Ri = nR and both na and nrt are constants.

Graph builder (alg. 1)

O(n2
M )

o(nM )

Θ(nM + n2
rt) ∼ Θ(n2

rt)

Label propagation (alg. 2)

O(pnM + spn2
U ) ∼ O(n2

U )

o(pna + nU ) ∼ o(nU )

Θ(pna + spnU nR) ∼ Θ(nU nR)

Despite that we have considered the entire neighbourhood, it can be limited
to the most similar k neighbours, therefore the average cost of the expansion
would be linear. In any case, it is worth mentioning that the main purpose
is to reduce the human effort required to obtain a quality dataset, hence the
only limitation would be that the expansion is done before oracles finish their
tasks.

2.5.6 Validation of Automatic Labels

Automatic generated labels ought to be validated by an oracle to ensure that
the inference is working properly. In essence, there are different type of
situations we may encounter when revising propagated labels:

1. Users whose tweets are all retweets. As their properties would depend
on the properties of the tweets, there would not be any additional
information, therefore the labels can be confirmed automatically.
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2. Users whose inferred properties present any contradiction. In the event
that two properties p and q are exclusive (that is, that one can only occur
if the other does not), if they happen to appear together, the expanded
properties can be rejected automatically. This is a great filter since there
may be many cases in which automatic rules can be applied.

3. Users that have published their own original content and that do not
present any contradiction. These should be consulted to an oracle. All
their collected tweets would be presented jointly to the oracle, and they
will decide on the the correctness of the predictions. Workers will be
asked several questions (see figure 2.5 Õ):

a) Is there any evidence that at least one property is incorrect?

b) Is there any evidence that at least one property is correct?

c) Is there any contradiction?

Tweets involved in rejected predictions will increase their ranking to be priori-
tised in the annotation process, so the mistake can be sorted out as soon as
possible.

2.5.7 Loop

This procedure may run iteratively, looping through the steps described in
sections 2.5.4, 2.5.5 and 2.5.6; or through steps 2.5.2, 2.5.3, 2.5.4, 2.5.5 and
2.5.6 in the event of a real-time analysis.

It is important to balance the workload between each process, so (1) the
transfer of knowledge gets reinforced by manual labelling, to (2) rapidly
increase the number of known users through automatic labelling and to
(3) improve the accuracy of the automatic labelling validating results for
potentially conflicting users.

The balancing could be attained by distributing the workforce (e.g., five oracles
labelling documents and ten more reviewing automatic user annotations, with
expansions every day) or by timeframes (e.g., one day labelling documents
and two days reviewing automatic annotations, with expansions every three
days). This would vary depending on the actual task and human resources.

2.5 Proposed Methodology 51
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properties
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Looks right

yes

noIs there any
contradiction?

Fig. 2.5.: Decision tree that leads to the acceptance or rejection of each automatic
annotation based on the presented evidence.
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Algorithm 2 Property expansion (an implementation of equation 2.39)
Require: graph G, list of properties to expand props, steps, percentile p0 and p1, weight function

alpha
Ensure: expanded properties are created

ecount← set of edge count per node
2: np0← percentile np0 of ecount

np1← percentile np1 of ecount
4: manns← load manual annotations of tweets

qd ← init dictionary of user→props→value
6: for all ann ∈ manns do

tcount← count number of tweets of the annotation’s tweet author
8: for all p ∈ props do

qd[ann.tweet.author][p] += ann.properties[p]
tcount

10: end for
end for

12: qext ← qd

users← {u : u ∈ keys of qd}
14: for i← 0 to steps do

init qext_next to save results for next iteration
16: for all u ∈ users do

neigh← get G edges for user u
18: for all p ∈ props do

for all n ∈ neigh do
20: if p ∈ keys of qext[n] then

sum += qext[n][p]
22: poscount += 1 if qext[n][p] > 0

negcount += 1 if qext[n][p] < 0
24: end if

if sum > 0 then
26: confidence← poscount

|neigh|
else

28: if sum < 0 then
confidence← negcount

|neigh|
30: else

confidence← |neigh|−poscount−negcount
|neigh|

32: end if
end if

34: qext_next[u][p]← qext[u][p] ∗ alpha(|neigh|, np0 , np1 ) ∗ confidence ∗ sum
end for

36: end for
end for

38: qext ← qext_next
end for
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2.6 The Nutracker Platform

The ª Nutcracker platform is a proof-of-concept implementation of the method-
ology proposed in section 2.5. It consist on several interconnected microser-
vices that cover all the basis of the proposed methodology, from document
retrieval to validation of the expansion, including co-retweet graph maintainance,
document ranking, annotation and property expansion.

There are modules that act as workers and that can be scaled horizontally,
if required. We expose an API that enables the interaction with the system,
currently from a web application. This website is also responsible for the
annotation and validation processes, as it constitutes the interface between
the human oracles and the system.

To implement the platform, we used python 3.9.6 ecosystem with Flask 2.0.1,
Flask-JWT-Extended 4.0.2, pyahocorasick 1.4.1, marshmallow 3.13.0 and its Flask bind-
ings, SQLAlchemy 1.3.23, and MariaDB relational databases, for the backend; redis

3.5.3 with rq 1.7.0, tweepy 4.6.0, pandas 1.3.2, networkx 2.6.2, numpy 1.20.3, scipy

1.7.1, sklearn 1.0.2, plotly 4.14.3, for the asynchronous computational nodes;
and HTML5, jQuery 3.4.1, and Bootstrap v4 for the frontend.

Platform’s functional requirements are:

1. System must have restricted access credentials.

2. System must show a document that needs to be annotated.

3. System must show a series of related documents.

4. System must show a list of suggestions/insight regarding the current
document.

5. System must show a list of labels and their correspondent values.

6. System must allow to arbitrarily add new labels (folksonomy).

7. System must offer a comment box for the current document.

8. System must allow reviewing previous annotations.

9. System must allow reviewing automatically-made annotations.

10. System must be able to execute long-running asynchronous tasks.

11. System must not reveal sensible information.
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Fig. 2.6.: Diagram of the labelling and expansion platform. Workflow colours indicate
the node that is responsible for each part of the process.

Analogously, non-functional requirements are:

• System may offer coloured categories for the labels.

• System may offer keyboard navigation for productivity reasons.

• System should have redundant buttons for convenience.

• System should allow to hide suggestions/insight that may bias the anno-
tator.

• System should allow text search within the documents.

• System should offer statistics regarding the annotation process.

• System should allow video annotation of related events.

Figure 2.6 Õ shows the general architecture of the platform. In the following
sections, we revise each one of the nodes that are responsible for correct
operation of the ª Nutcracker tool as well as their implementation.
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2.6.1 Uninformed Retrieval

When working with external services like Social Media, the standard practise
is to use their public APIs to interact (programatically) with the core elements
of the service. Normally, each API would offer different access levels with their
respective limitations, being the free level the most limited one7.

There are two ways to retrieve data using Twitter API. The first one consist
in static queries that allow retrieval of up to 500k tweets per month (other
limitations apply8); the second one consist in streaming pipes that allow for
continued retrieval of tweets in real time, up to 1% of the tweets that are being
published at that very moment.

Both methods rely on queries that are limited to 512 characters and that can
be altered a limited number of times. This restriction limits the adaptability
of our tool to the continuously-changing environment of a Social Network,
and it is mostly used to retrieve well-characterised tweets that have already
been published; or for the synchronous download of real-time event-related
content. One example of query could be “#PresidentialDebates”, that was the
hashtag used in the 2020 US Presidential Elections; it is also possible to target
users, such as “@sanidadgob”; or to run a query by keywords, such as “incendio
granada”; or even advanced queries such as “andalucia has:links has:media”,
which would result in tweets mentioning Andalucía and including links and
media.

However, there are two points to consider when retrieving Twitter data. On
the one hand, Twitter API may present several sampling biases. On the other
hand, query limitations prevent manual targeting of users and topics since
they can not be altered indefinitely. Therefore, it would be necessary to filter
those users that do not present any evidence of relevance and to direct the
search towards clusters of interests (see section 2.6.2 #).
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OAuthKeysManager

+ keys: list

+ acquire(): OAuthKey
+ release(): OAuthKey

OAuthKey

Collector

+ credentials: OAuthKey

+ query()
+ dump()

1

StandardCollector

+ query()

StreamingCollector

+ stream: StreamHandler

+ query()
+ dump()
+ disconnect()

StreamHandler

+ on_status()
+ on_error()

2

TelegramCollector

+ standardAPI: StandardCollector

+ streamingAPI: StreamingCollector

...

2

AsyncCollector

+ standardAPI: StandardCollector

+ streamingAPI: StreamingCollector

...

RedisQueueTelegram API

tweepy

...

...

Twitter API

Fig. 2.7.: Partial UML diagram of Tweet Retrieval Microservice

Implementation

The uniformed retrieval node is a microservice that uses tweepy to query
Twitter API. It is a multi-threaded consumer that receives queries from the
user (using redis or a Telegram Bot), builds a request and listens for the API
response (please refer to figure 2.7 Õ, page 57).

Retrieved tweets are raw dumped to a file (in order to save all the fields of the
Status object, in case they are necessary in the future) and then serialised by a
marshmallow model to save all relevant fields in a database, that is connected
to the rest of the components of the ª Nutcracker platform. The component
that translate from the Status object to the database model can be easily

7When discussing API limitations and unless specified otherwise, we will refer to Free Level
Access quotas

8https://developer.twitter.com/en/docs/twitter-api/getting-started/about-twitter-
api
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override to adapt the tool to other data sources. Static queries finish when
no more tweets match the query or when the user-specified limit is reached;
streaming ones only finish when the proper stop command is sent.

2.6.2 Tracked Retrieval

One of the limitations of the Uninformed Retrieval module (see section 2.6.1 #)
is that results are influenced by Twitter recommendation system for the owner
of the API key. In order to retrieve information from specific parts of the
network and to target content without taking into account the API key that is
being used, we developed the Tracker module.

This node starts by performing an initial uninformed query. Then, it retrieves
all the possible tweets (with respect to the quota limit and the matching
results) and runs a trained Machine Learning (ML) model to decide whether
the content is relevant or not. This is a preliminary decision whose only
purpose is to act as filter of relevance. For those tweets that are classified as
relevant, it generates tasks that are queued with the purpose of retrieving users
that have retweet them (i.e., potentially relevant users). Once this information
is obtained, the module maintains in real time a co-retweet graph, which is
used to perform property expansion and to keep updating the rank of relevant
users to re-query them.

In the same fashion than Uninformed Retrieval, it raw dumps all the tweets
and store the relevant information with the necessary abstractions and prepro-
cessing into the database.

Implementation

Since this module performs computationally-heavy tasks, it was developed
using a ventilator-worker-sink scheme (please refer to figure 2.8 Õ and 2.9,
page 60).

• Ventilator, whose main purpose is to generate an initial set of tasks and
serve as an interaction point with humans. It can be specialised in:
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– Twitter Account watchdog, which opens a stream that listen the
timeline of any given Twitter user and queue retrieval tasks for all
reported accounts (useful to watch for bot activity in accounts like
@CtrlSec).

– User interaction agent, which enables a way for ª Nutcracker users
to schedule one-time retrieval tasks or to report and track specific
Twitter users.

• Workers, that are hot-spawnable and can scale horizontally. Their main
responsibilities are:

– Perform retrieval-related task using Twitter API (see section 2.5.2 #,
page 44).

– Preprocess tweets and classify them using a trained ML model that
it used to check whether the document is relevant or not.

– Pass the relevant information to the sink and maintain a dump of
all retrieved content.

• Sink, that has several purposes:

– Maintain the similarity graph, updating nodes and connections be-
tween them when new information is received (see section 2.5.3 #,
page 45).

– Generate re-queries, for those nodes that have not been updated in
a certain amount of time.

– Propagate features, in order to delimit a cluster of potentially rel-
evant users without requiring actual information on them (see
section 2.5.5 #, page 47).

– Generate lookup queries, to obtain information of those unknown
users that are potentially relevant.

There can be multiple ventilators, which act as producers. They are in charge
of creating tasks that can be solved in parallel using workers, and they com-
municate with the latter using a network queue. There can also be multiple
workers, which purpose is to consume tasks by querying Twitter API. Retrieved
information is raw dumped then processed to be sent to the sink through
another network queue. Sink would use processed information to keep the
graph updated and to generate more retrieval tasks.
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Fig. 2.8.: UML diagram of Tweet Retrieval Microservice. Highlighted elements belong
to the tracker module.
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Fig. 2.9.: Basic working scheme of the Tracker component
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2.6.3 Web tool

ª Nutcracker exposes an API (see section 2.6.4 #, page 67) that enables
interaction between different services. The interface that enables human
interaction is a web service that implements the annotation procedure.

The site is hosted at http://nutcracker.ugr.es. The landing page (please
refer to figure 2.10 Õ, page 62) is a simple login form with several options
that let the user sign up or navigate through the different available versions
(datasets).

Fig. 2.10.: Log-in form

If the users choose to sign up, they will be asked for username, email and
password. The administrator needs to approve the account before they can
access the site (see figure 2.11 Õ).

Figure 2.12 Õ shows the main page, that is used to annotate tweets. The
site asks ª Nutcracker API for a top-ranked unlabelled tweet, and it shows it
highlighted in order for the user to annotate it. Below the main tweet, the
user can find other retrieved tweets for the same author that may offer context
in order to better evaluate the document in question (however, a disclaimer is
included telling the user to disregard any evidence that cannot be found in the
original tweet (see figure 2.13 Õ)).
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Fig. 2.11.: Sign up site and failed log in.

Fig. 2.12.: ª Nutcracker’s tweet annotation interface
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The desktop version of the site is a 2-column layout in which the first column
gives information to the user, and the second one contains the input fields to
annotate the tweets. Labels shown in this column may be:

• Single choice questions.

• Multiple answer questions.

• Double labels, subject to the content (explicit vs. implicit).

Labels, label types and values are stored in the database and they may be
changed on a per-instance basis in order to adapt the labels to the specific
datasets. Double labels are intended to model the differences between what it
is explicitly said (denoted) and what is implicitly said (connoted). Although
models are normally trained with connotations, this distinction enables new
analysis avenues.

Fig. 2.13.: Other tweets of the same author are available to offer context.

Above the main tweet, users can find the output of the different assistants.
Assistants perform an specific task intended to help the user in the anno-
tation process (but they do not alter or change labels). These can be ML
models, ontologies or even the result of the expansion process (please refer to
figure 2.14 Õ, page 65).
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Fig. 2.14.: Assistants provide insight to the user.

Once the analysis of the document is finished, the user is required to fill out
the labels presented in the second column. Figure 2.15 Õ shows an example
of those labels. The help icon can be used to obtain a detailed description of
the label. The save switch enables a mechanism to ensure that the user is not
unintentionally saving unwanted information.

After the expansion (see section 2.5.5 #, page 47) is triggered, another part
of the webtool becomes available. The result of the expansion is a batch of
automatic user annotations that needs to be reviewed. The auto-annotation
tab (see figure 2.16 Õ) of the tool offers a different interface in which the user
is asked to answer several questions designed to assert if the label is correct or
not (please refer to figure 2.5 Õ, page 52).
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Fig. 2.15.: A subset of labels. The first
element is the help icon,
that can be clicked to ob-
tain a description of the la-
bel. The second element is
the name of the label. The
third one is the save switch
(when unmarked, the la-
bel is saved as blank de-
spite the chosen value). El-
ements marked as four are
possible values for these la-
bels.

Fig. 2.16.: Nutcracker’s automatic annotation review interface

The questions have binary answers, however there is a third button that allows
the user to skip the current annotation, that will be assigned to other user. This
mechanic was necessary to deal with content written in languages not spoken
by the reviewer (but that could be understood by other team members).
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Fig. 2.17.: ª Nutcracker’s video annotation interface

The last important part of the tool is the video annotation tab. It embeds
a video that will be tagged using segments. Each segment is defined with
two timestamps (begin and end) and several labels that can be defined on a
per-instance basis. Segments can overlap to better represent situations like
speaker interruptions.

2.6.4 Nutcracker API

The main interaction point between the different modules of ª Nutcracker is
its API. It enables interaction with the stored instances in the database as well
as with the workers, therefore it is possible to:

1. Insert new instances of tweets, users, annotations...

2. Delete existing instances.

3. Perform updates over old instances.

4. Database query.

5. Review automatic annotations (propagation).

6. Full-text search.

7. Schedule tasks.
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eyJ0eXAiOiJKV1QiLCJhbGciOiJIUzI1NiJ9.eyJmcmVza 
CI6ZmFsc2UsImlhdCI6MTY1NjQwOTAwOSwianRpIjoiZWR 
hMGNmMTItx.................................... 
..............................Nlcm5hbWUiOiJtYW 
5vbG8iLCJwZXJ................sIjo5LCJjbGVhcmFu 
Y2UiOnRydWUsInJvbGVzIjpbImFsbCJdfQ.0rHCKwKwEvu 
7AB6NyhwWbr.........................jYm9V1RPDg

Encoded

{
  "typ": "JWT",
  "alg": "HS256"
}

{
  "fresh": false,
  "iat": 1656409009,
  "jti": "eda0cf12-...f07bfe",
  "nbf": 1656409009,
  "type": "access",
  ...
  "csrf": "8c10255a-...3cb484",
  "exp": 1656423409,
  "user_id": 2,
  "username": "manolo",
  "permission_level": 9,
  "clearance": true,
  "roles": [
    "all"
  ]
}

Header

Payload

HMACSHA256(
  base64UrlEncode(header) + "." +
  base64UrlEncode(payload),
  
256-bit-secret (base64 encoded)

)

Signature

Fig. 2.18.: An example of JWT access token

8. Query task status.

API implementation follows the REST constrains (RESTful) with JSON pay-
loads. Endpoints are protected using JSON Web Tokens (JWT) that are gen-
erated once the user has logged in (please refer to figure 2.18 Õ to see an
example, page 68). Each endpoint requires a specific permission level to
avoid unnecessary alterations to the database. Normal users can retrieve
and annotate any tweet, review user annotations, search, and get and add
video annotations. Elevated privileges are required to add or delete tweets,
annotations, user annotations; and to schedule tasks, check tasks status, and
other administrative operations.

2.6.5 Asynchronous Workers

The purpose of this service is multiple. It consist on one or more workers
designed to perform long-running asynchronous tasks that are queued using
ª Nutcracker API. We describe below the list of currently supported tasks:
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Tab. 2.2.: API endpoints.

GET /tweet Get relevant tweet
POST /tweet Create a tweet
GET /tweet/<int:tid> Get tweet by id
GET /tweet/annotations Get last annotation for all tweets
GET /tweet/<int:tid>/annotation Get last annotation for specific

tweet
POST /tweet/<int:tid>/annotation Create new annotation for spe-

cific tweet
GET /tweet/<int:tid>/suggestion Get ontology matches and propa-

gated labels
GET /tweet/findByKeywords Search tweets using keywords

POST /user Creates new author
GET /user/<int:uid> Get author by id
GET /user/<int:uid>/tweets Get tweets of specific author
GET /user/<int:uid>/annotation Get last annotation of specific au-

thor
POST /user/<int:uid>/annotation Create annotation for specific au-

thor
GET /user/annotation Get last unreviewed annotation
PUT /user/annotation/<int:uaid> Review specific user annotation
GET /user/annotation/findByStatusAndDecision Get user annotations by status

and decision
GET /labels Get labels for document annota-

tion
GET /video/labels Get labels for video annotation
GET /video/<string:name>/annotations Retrieve all annotations for spe-

cific video
POST /video/<string:name>/annotation Create new video annotation for

specific video
DELETE /video/<string:name>/annotation/<int:vaid> Delete specific video annotation

GET /stats Get annotation statistics
GET /tasks Get completed tasks scheduled by

current user
GET /tasks/findByStatus Get tasks that matches the status
GET /task/runByName Schedule task by name

POST /auth/register Register a new user
POST /auth/login Log in
POST /auth/logout/access Revoke access token
POST /auth/logout/refresh Revoke refresh token
POST /auth/token/refresh Refresh access token
GET /auth/token/valid Check if tokens are valid
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Webiste 
Annotation Tool

Collection Service

Async Workers

Database

...

Nutcracker
Core API

Fig. 2.19.: The API is the core element of the ª Nutcracker platform, as it allows
interaction between services.

• Upload tweets from file, which receives a JSON dump, preprocess it, and
stores it in the database.

• Rank tweets, that assigns a numerical value to every tweet on the
database that can be used to prioritise the tweets that are shown to
the annotators first.

• Annotate emotions, that uses a dictionary of relevant words as well as
several regular expressions to procedurally annotate emotions in stored
documents.

• Create similarity graph, that stores a nx.Graph that is a similarity repre-
sentation of the stored complex network.

• Expand properties, that takes the manual annotations to compute a
direct property of every known user and it performs label propagation
to infer property values from unknown users.
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Tasks can be easily implemented to extend the capabilities of such workers.
Although workers are hot-spawnable and horizontally scalable, they need to
be containerised and orchestrated. This is supported by our proof-of-concept
(PoC) implementation, however we never performed such kind of production
deployment.

2.7 Dataset Production

In order to test the proposed methodology as well as the PoC platform, we
produced 4 datasets related to politics. These are:

2019 Spanish National Elections Debate ( Spanish) It contains more than
120k tweets related to the 2019 Spanish General Elections, retrieved using
the official hashtag #Debatea5RTVE. Tweets were labelled by members of The
ª Nutcracker Project.

2021 Madrid Regional Elections Debate ( Madrid) It contains more than
200k tweets in Spanish related to the 2021 Madrid Regional Elections, re-
trieved using the official hashtag #DebateTelemadrid. Annotations were made
with the help of a class of Political Science students under the supervision of
two experts of The ª Nutcracker Project.

2020 USA Presidential Debates ( USA) It contains more than 11k tweets
related to the 2020 USA Presidential Debates, retrieved using the official
hashtag #Debates2020. Annotations were made with the help of italian Lin-
guistic Students under the supervision of three experts of The ª Nutcracker
Project.

Arabic ( Arabic) It contains roughly 1.4M tweets in Arabic. This dataset
was built incrementally by using tracked retrieval (see section 2.6.2 #, page 58)
and manually-reported users and tweets. Tweets were labelled by members
of The ª Nutcracker Project.
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Table 2.3 ! contains detailed description of the aforementioned datasets.
There are significant differences between them. Madrid dataset has the largest
number of edges between nodes; USA is the smallest one; and Arabic is the
least connected one. We advise the reader to keep these particulars in mind,
since they would notably influence the results.

Tab. 2.3.: Description of size and graph dimensions for each produced dataset.

Dataset  Spanish  Madrid  USA  Arabic

No. tweets 120117 226348 11231 1441281
No. users 51817 44182 9114 95133
mean coRT/node 199 1037 508 2.21
std coRT/node 396 1272 590 2.42
No. labels 5 6 2 2
Balanced No No No No

To produce these datasets, we followed our proposed methodology (see section
2.5 #, page 43). Oracles were human expert annotators with a previous
training in the platform usage. In early development stages, it as a guidelines
document (see appendix A); after our proposed methodology was established,
we used video-tutorials (please refer to figure 2.20 Õ, page 73).

2.7.1 Label set

Datasets were produced with different purposes therefore they have different
label sets. We sum them up below, and we provide an in-depth description of
these labels in appendix B.

2019 Spanish National Elections Debate ( Spanish) We used binary gender,
age, sentence type, speech act, pragmatic function and mood as general labels;
document sentiment, PP, Cs, PSOE, UP and VOX (that were the candidate’s polit-
ical parties) as expandable properties; and a full taxonomy of emotions [28].

2020 USA Presidential Debates ( USA) We used binary gender, age, sentence
type, speech act, pragmatic function and mood as general labels; document senti-
ment, REPUBLICANS and DEMOCRATS, (that are the two main political parties
in USA) as expandable properties; and a full taxonomy of emotions [28].
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Fig. 2.20.: Video lessons made to demonstrate platform usage to human oracles.
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2021 Madrid Regional Elections Debate ( Madrid) We used age, pragmatic
function and implicit connotations as general labels; document sentiment, Cs,
MM, PP, PSOE, UP and VOX (that were the candidate’s political parties) as
expandable properties.

Arabic ( Arabic) We used document sentiment, is reply, text function, kind of
user, language and linked to terror or radicalism as general labels; and relevance,
as expandable property.

2.7.2 Inter-rater reliability

One crucial step when producing datasets consists in measuring the subjectivity
of the annotators (also known as raters or coders). There are several metrics
that can be used to characterise annotation reliability [84]. We chose Krippen-
dorff ’s Alpha [85, 86] due to its versatile behaviour and native capabilities to
model multi-rater and multi-label environments. We used the implementation
available in nltk.metrics.agreement9.

Table 2.4 ! provides a description regarding (1) the number of annotators
involved, how many of them were native speakers and how many were ex-
perts on the field (w.r.t. the dataset context); (2) the number of annotated
documents, mean and standard deviation per annotator; (3) size of the sample
used to compute the reliability, as well as the ratio against the number of
annotators; and (4) reliability scores. It shows that the reliability strength
varies from substantial to almost perfect (0.75 or more).

Although we know which users are relevant, note that most documents in
the  Arabic dataset are not fully annotated10, therefore we cannot include
reliability measures for this dataset. There is another limitation regarding
 Spanish dataset. The size of the sample used to measure the reliability is
marginally smaller (lowest ratio between sample size and number of anno-
tators). Despite that we advise the reader to take Krippendorff ’s Alpha value
for this dataset with caution, we trust that this metric is reliable for the pur-
pose of this study, since propagated data seems to prove that annotations are
accurate (see section 2.8 #).

9https://www.nltk.org/api/nltk.metrics.agreement.html
10Annotations are tentative (tracked collection)
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Tab. 2.4.: Annotation statistics and reliability

 Spanish  Madrid  USA  Arabic10

No. Annotators 6 43 11 3
↪→Native Speakers 2 43 0 1
↪→Experts 2 2 3 3
Annotated Tweets 2340 4384 3338 662410

↪→mean per ann. 214.54 115.76 316.36 -
↪→std per ann. 203.53 40.07 234.88 -
Sample size 40 1092 261 -
Ratio sample/annotators 6.67 25.4 23.73 -
Krippendorff’s Alpha .80401 .75459 .80026 -
↪→Strength [87] Almost perfect Substantial Almost perfect -

Tab. 2.5.: Hyperparameters used
in the conducted exper-
iments.

steps (i) 1
p0 0.1
p1 0.25

2.8 Experimental Work

In order to check the performance of our proposal against current weak-
supervision techniques, we applied several classic machine learning algorithms
(Support Vector Machine (SVM), Random Forest (RF), AdaBoost (AB) and
Multinomial Naive Bayes (MNB), all of them available in scikit-learn pack-
age [88]) as well as active learning (ActiveLearner available in modAL [89])
and deep learning (using state-of-the-art BERT-based language model [90]).

Experiments were designed to test the following aspects:

• Classification accuracy of weak-supervision methods trained with differ-
ent sizes of training sets, which measures how good these mechanisms
are when predicting and also how many labelled documents they need.

• Expansion accuracy or classification performance of our proposal, which
measures how good our proposal is when predicting user property values.

• Expansion reach or ability to spread, which measures how far our
methodology is able to predict user property values and how many
labelled documents we need.

For standard algorithms, experiments were conducted using default hyperpa-
rameters. Our proposal’s choice of hyperparameters is shown in table 2.5 and
they were based on expert evaluation.
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2.9 Results and Discussion

Results shows that the number of automatic annotations grows quickly with
the first annotations due to the ranking strategy, and it stabilises after the
annotation process reach non-influential users. For example, for the Spanish
National Elections dataset, the top 25% has more than 191 connected users,
hence the grow. The ratio between number of accepted annotations versus
total annotations has a mean value of 0.89, with an almost negligible standard
deviation of 0.0045. It keeps steady regardless of the number of manual
annotations. This points that the chosen user representation (co-retweet graph)
behaves coherently.

We applied weak-labelling techniques using aforementioned classifiers. Sec-
tion 2.6 # shows performance metrics for experiments run with 100 labelled
instances. Our proposal manages to score the best f1-score results for all three
datasets, specially for the larger ones, Madrid Elections and Spanish Elections
datasets. In the worst case scenario, property expansion manages to improve
f1-score by 0.275 w.r.t. the best performing classifier.

Figure 2.21 Õ shows that our proposal significantly improves the results of
other weak supervision techniques when the number of annotations is low.
However, as the training sample grows, so does the performance of the rest of
methods. In some cases, they even surpass the expansion mechanism. Such is
the case of the USA dataset, which is the smallest one (see table 2.3 !).

After the expansion, all the automatic annotations were evaluated. Oracles
were asked several questions regarding the evidence (see section 2.5.6 #).
Their answers determined whether the expansion was rejected or accepted (see
figure 2.5 Õ). Table 2.7 ! presents the results of this evaluation for the Span-
ish dataset. Most of the automatic labels could be confirmed programmatically,
as their subjects only retweeted content, and therefore the decision on the
sentiment of those users could be derived from the sentiment of the original
tweets.

When annotating tweets, we assume that the cost of evaluating a tweet is
uniform [91], since documents may have 240 characters as much. The number
of manual annotations is called effort. Table 2.9 ! shows the effort required
to reach at least 0.75 in f1-score. Note that we stopped several experiments
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Tab. 2.6.: Micro performance metric results for AL (Active Learning), AB (AdaBoost),
BERT, MNB (Multinomial Naive Bayes), RF (Random Forest) and SVM
(Support Vector Machine) when trained with 100 labelled instances. Our
proposal achieves best overall results for all three datasets.

dataset meth. accuracy precision recall f1-score

 Spanish AB 0.462 0.469 0.379 0.410
AL 0.382 0.893 0.029 0.055
BERT 0.422 0.423 0.556 0.480
MNB 0.522 0.403 0.579 0.469
RF 0.529 0.597 0.566 0.488
SVM 0.543 0.567 0.620 0.484
Ours 0.728 0.859 0.680 0.759

 Madrid AB 0.194 0.562 0.482 0.423
AL 0.221 0.562 0.506 0.417
BERT 0.206 0.481 0.479 0.480
MNB 0.214 0.468 0.500 0.417
RF 0.256 0.632 0.533 0.466
SVM 0.254 0.605 0.531 0.459
Ours 0.437 0.747 0.945 0.835

 USA AB 0.890 0.898 0.967 0.925
AL 0.890 0.883 0.966 0.923
BERT 0.889 0.892 0.967 0.928
MB 0.885 0.874 0.967 0.918
RF 0.905 0.912 0.969 0.934
SVM 0.897 0.890 0.965 0.926
Ours 0.932 0.989 0.934 0.961

before they reach that threshold. Our proposal is the method that requires less
human annotations therefore ideal to reduce the weak supervision labelling
costs.

2.10 Conclusions

Nowadays, supervised models are the de facto standard of industrial solutions
and the most popular approach when applying ML. The process of dataset
supervision is costly and time consuming, and it may take years depending on
the difficulty of the labelling task and the amount of data required.
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Fig. 2.21.: Evolution of f1-score against the number of manual annotations. Our pro-
posal achieves a higher performance with less effort (manual annotations)
w.r.t. the rest of the weak supervision methods.

Current solutions include manual approaches (that can be internal or out-
sourced), that are expensive; automatic ones (like data programming or
synthetic labelling), that have restricted use cases; and weak-supervision tech-
niques, that are considered semi-automatic but produce databases with less
than optimum quality.

Most common weak supervision techniques are based on models that are
trained upon textual features. However, SNS offer meta-data that may be used
to improve dataset quality while reducing the effort required to supervise the
dataset.

In this chapter, we proposed a human-in-the-loop methodology to reduce SNS
data supervision costs. To that end, we introduced the concept of Similarity
Semantic Network, that are a mechanism that enables similarity reasoning
in semantic networks. Then, we presented a particular implementation of a
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Tab. 2.7.: Results of the evaluation process for the automatic annotations generated
by the proposed expansion mechanism.

Dataset  Spanish  Madrid  USA

Confirmed 35614 30263 5184
Indiscernible 316 25 38
Rejected 641 704 118

Tab. 2.8.: Accepted annotations for the total of automatic annotations generated when
varying the number of iterations with 100 manual annotations. The reach
and accuracy of the methodology changes with the number of iterations,
until it stabilises.

dataset iter. accepted total ratio

 Spanish 1 31025 35200 88.14%
2 31894 36882 86.48%
3 31978 37086 86.22%
4 31981 37099 86.20%

 Madrid 1 27771 34183 81.24%
2 27848 34309 81.17%
3 27848 34311 81.16%
4 27848 34322 81.14%

 USA 1 4990 5175 96.43%
2 5113 5653 90.45%
3 5121 5670 90.32%
4 5121 5670 90.32%

Similarity Semantic Network that uses deep relations to propagate labels from
known users to unknown ones. Since both deep relations and the inference
rules of the Similarity Semantic Network are interpretable, our proposal can
be used to deal with environments were accountability and transparency are
required.

We implemented a proof-of-concept platform, that we called ª Nutcracker, to
test our methodology in real-case scenarios. It presents multiple capabilities,
such as data retrieval, data annotation, semantic network building and main-
tenance, and label expansion. We approximated the common-opinion deep
relation using the co-retweet function. Ultimately, we also produced, with the
help of several human experts, four weak-supervised datasets related to poli-
tics: 2019 Spanish National Elections Debate, 2021 Madrid Regional Elections
Debate (both in Spanish), 2020 USA Presidential Debates (in English) and
Arabic (in Arabic).
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Tab. 2.9.: Effort required to reach at least 0.75 of f1-score or until stopping criteria is
reached (more than 3000 annotations). Results shows that our proposal is,
by far, the method that requires the less human effort. *Notice that USA
dataset results are over the threshold from the beginning, therefore effort is
orientative.

dataset method effort f1-score

 Spanish AB 3000 0.5542
AL 3050 0.5493
MNB 3000 0.6845
RF 2000 0.7654
SVM 3000 0.7738
Ours 100 0.7590

 Madrid AB 3000 0.5719
AL 3050 0.5813
MNB 3000 0.7647
RF 1000 0.7668
SVM 1000 0.7529
Ours 50 0.8185

 USA* AB 50 0.9260
AL 50 0.9308
MNB 50 0.9264
SVM 50 0.9303
RF 50 0.9701
Ours 1 0.9786

Our results show that the number of correct automatic annotations grows
quickly with respect to manual annotations. The ranking strategy promotes
those tweets that will yield more information. In the case of the  Spanish
dataset, we obtained more than 8000 automatic annotations with only 10
manual ones, which translates to an eight-hundredth of the baseline effort.
Assuming that the cost of labelling a tweet is uniform [91], our method is able
to obtain the same f1-score than other methods reducing the effort in, at least,
one order of magnitude.

The ratio between accepted annotations versus the total number of them has a
mean value of 0.89 with less than a 0.5% deviation, which implies that our
proposal is also superior to other weak-supervision techniques in terms of
accuracy. In the worst case scenario, our expansion mechanism still overcomes
the best performing classifier by 0.275 points in f1-score.
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Tab. 2.10.: Micro performance metrics for our proposal against the number of annota-
tions.

accuracy precision recall f1-score

#anns mad spa usa mad spa usa mad spa usa mad spa usa

5 .054 .513 .928 .524 .896 .980 .423 .260 .939 .468 .403 .959
7 .172 .509 .933 .831 .896 .986 .502 .253 .936 .626 .394 .961
9 .308 .460 .929 .852 .690 .988 .637 .269 .930 .729 .387 .958
14 .313 .453 .932 .848 .710 .988 .658 .253 .934 .741 .373 .961
20 .255 .656 .937 .697 .805 .989 .785 .593 .939 .739 .683 .964
50 .409 .678 .937 .727 .847 .989 .936 .603 .939 .818 .704 .964
100 .437 .728 .932 .747 .859 .989 .945 .680 .934 .835 .759 .961
500 .460 .796 .904 .758 .866 .957 .948 .798 .902 .843 .831 .929
1000 .463 .798 .931 .759 .866 .959 .951 .801 .931 .844 .832 .945
2000 .470 .799 .923 .761 .866 .958 .954 .801 .922 .847 .832 .939
3000 .472 .799 .923 .762 .866 .958 .953 .801 .922 .847 .832 .939

Although results of our experiments were good, there are certain limitations
of our proof-of-concept that need to be taken into account. We did not deal
with the problem of topic extraction, since we assumed that all the documents
pertaining to an event hashtag will present the same topics. This assump-
tion introduces noise and may alter results or diminish the quality of the
obtained dataset. Despite that we only performed one cycle of annotations, it
is straightforward to notice that the number of automatic annotations reach
a plateau due to the ranking strategy. The same is expected to happen with
iterative supervision, since properties cannot be expanded infinitely. After the
plateau is reached, other weak supervision mechanism may present better
performance.

Similarity Semantic Networks and deep relations can be applied to analyse
other SNS, shaping the abstract relations with the particular mechanics of
the particular social network. Consequently, future work should include
developing concrete reasoning mechanisms in other social networks as well as
testing its performance in other topics rather than politics.
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Improving
Comprehensibility of
Interpretable
Classification Models

3

Objectives

1 Study current methods for interpretable Machine Learning (ML) pipelines to es-
tablish how comprehensible they are.

2 Propose new mechanisms in any of the steps of the classification pipeline to
ensure comprehensibility of interpretable models.

3.1 Introduction

Machine Learning (ML) models are not perfect. One of the main principles of
ML is generalisation, in which the target is to minimise the error (or loss) when
working with never-seen instances or samples. But, with the exception of very
specific tasks or datasets, there is always an error. It is not the only limitation
that raises concern, as there are many ethical questions that should be taken
into account when training ML models. In 1988, a hospital in United Kingdom
was found guilty of racial and sexual discrimination for using a computer
program to take initial decisions for job applicants [92]. The program was
trained using data from the admission process, and the former imitated the
bias of the latter.

Racism and sexual discrimination are quite common problems for machine
learning algorithms (big companies like Google [93] or Microsoft [94] faced
similar issues), however there are other ethical concerns that need to be
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addressed separately. Organisations like FAT/ML [40] are trying to make these
issues visible and to make researchers and practitioners aware of the problems
they may face. Responsibility, explainability, accuracy, auditability and fairness
are the principles that should be respected when producing models that may
take part in a decision making processes or other applications that may have a
social impact.

Models working with Social Networking Sites (SNS) data are subject to the
same principles. Currently, censor algorithms are a controversial topic re-
garding this matter, since preemptive closing of accounts limits free speech
and should have explicit reasoning [95, 96]. Recommendation systems also
present similar issues. It has been proved that filtering the content showed to
a user may impact the way they they think, their interests or even affect third
parties [97, 98, 99, 100].

We are going to focus in those cases in which the decision needs to be fair,
therefore models are required to be interpretable. A model that is fully
interpretable can be described analytically to understand its strengths and
weaknesses, to discover patterns in data that may have a negative result, or
even to facilitate experts evaluate and correct the bias.

The typical way to produce interpretable models requires using predictors
or classifiers that are, by definition, interpretable. Linear and logistic regres-
sions, decision trees and k-nearest neighbours are good examples of these
algorithms [101, 102]. Unfortunately, a model that is interpretable may not
be comprehended in practice, since complex tasks require complex models
whose analysis tends to be unmanageable.

There are several ways in which we can evaluate how good a model is [103].
Normally, in terms of accuracy, efficiency and interpretability. Despite that,
in recent years, machine learning research has focused mostly in accuracy
metrics (such as precision, recall or ROC AUC), forgetting about interpretability.
State-of-the-art approaches (such as ELMo or BERT [104, 105]) are based on
deep techniques. Deep Artificial Neural Networks (DNN) are very popular and,
currently, the cutting-edge technology to deal with many complicated tasks.
Yet, they cannot be interpreted (black-box models).

Trending solutions try to explain black-box models by using surrogated mod-
els as proxy evaluators. The technique consists in training a second (and
interpretable) model to predict the output of the first model. Then, evidence
on the behaviour of the main model is extracted from the analysis of the
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posthoc model, which is usually problematic [41]. And even if we were to
accept explainable ML as a valid solution, models would still be too complex
to understand.

In order to achieve truly comprehensible models, we need to reduce the
complexity of interpretable models. Our hypothesis is that it is possible
to reduce model complexity by using less but more relevant features. We
think that it can be achieved encoding each document using features that
are inherent predictors of a class. This is, partially, what linguists do, and,
although in a different domain, Moreo et al. [106] successfully tried a similar
approach.

Our proposal relies on what we have called distinguishing expressions, that
are sequences of words that are relevant for a class but not for the others.
First, we greedily search candidates to generate expressions; then, we select
those that are useful in terms of statistical relevance and exclusivity; we
encode documents using selected expressions; and we feed the samples to any
interpretable pipeline.

The rest of this chapter is organised as follows. In Section 3.2 #, we review
related work in the field. Section 3.3 # conducts an initial screening on the
comprehensibility of out-of-the-box interpretable classifiers. We present our
proposal in Section 3.4 #. Results are discussed in Section 3.5 #. Finally,
conclusions are presented in Section 3.6 #.

3.2 Related Work

Text mining research in Social Media has become very relevant in the last few
years, as they are ground for quite a few computer science applications. From
analysing human behaviour to stock prediction, there are a lot of ongoing
projects and researches based on topic detection [107, 108, 109, 110], measur-
ing user’s influence [111, 112, 113, 114], sentiment analysis [115, 116, 117,
118, 119], opinion mining [120, 121, 122, 123], and text summarisation [124,
125], among others.
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Machine learning models have been developed to classify and predict proper-
ties of SNS users. Several methods have been used traditionally for keyword
(and feature) extraction from text. Once extracted, most popular encodings
are based on words and/or n-grams extraction. Bag of words (BoW) [126] and
TF-IDF [127] are the most popular document representations.

However, these techniques may not be good enough under microblogging
circumstances, since they result in highly-dimensional and very sparse feature
matrices [128]. Applications like authorship identification (duplicate accounts,
inter-network identification...) have demonstrated that traditional methods
are not feasible in short-message contexts like Twitter, as they tend to assume
a minimum text extension under which models would not be suitable enough.
Alternative techniques like style markers have been proved better [129]. Other
document-pivot methods present similar problems, and recent approaches
based on co-occurrence, TF-IDF and/or pattern recognition techniques (such
as FP-Growth [130]) are being used for this purpose [131, 132].

In any case, when dealing with natural language models, the feature space
is usually extremely wide. Normally, a set of documents has a few thousand
unique words that are used as features, despite many of them can be consid-
ered noisy or not relevant at all. It is required to select and/or recombine
them, not only to decrease the complexity of the problem but also to improve
classification performance [133].

There are several classes of feature selection (FS) methods, but they are
generally grouped into three categories [134]:

• Filtering methods. Given a set of features, they apply an evaluation
function and select the k best, where k is an hyperparameter. They score
each feature taking into consideration different aspects of them, like
document frequency (DF) or TF-IDF.

• Wrapper methods. Given a set of features, they select different subsets
of them to train a classifier and check out how good its performance
is. Since selected features are tested directly within the classifier, they
normally achieve better performance than filters.

• Hybrid methods. They combine both techniques: first, they perform a
filter to reduce the number of features; then, optimal subset is computed
by feeding a classifier.
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There is another group of feature selection techniques called embedded meth-
ods [135]. These methods are inherent to the classification stage, since they
take part in the training process (e.g. decision trees), and they are usually not
considered independently.

There are loads of filtering methods available and backed by the scientific
community. We have selected a few of them based on their current relevance,
goodness metrics and community acceptance. They are presented below:

CHI2 (chi-square) χ2 is one of the most popular filtering methods for feature
selection problems. It is possible to use the statistical test in order to check the
independence of two events (p(AB) = p(A)p(B)), in this case, a feature and
a class.

χ2
(t,c) =

D ×
[
p(t|c)p(t|c)− p(t|c)p(t|c)

]2

p(t)p(t)− p(c)p(c)
(3.1)

χ2 is defined for text classification through equation 3.1, where: D stands
for the total number of documents, t is a feature and c is a class [136, 137,
138].

Information Gain (IG) IG is based on entropy (information theory). It mea-
sures the gain of a feature with respect to a given class (decrease in entropy
between considering the feature or not) [139]. IG is defined as stated in
equation 3.2, where t is a feature and c a class [140, 141, 142, 143].

IG(t,c) = p(t|c) log p(t|c)
p(t)p(c) + p(t|c) log p(t|c)

p(t)p(c)
(3.2)

Mutual Information (MI) MI measures how much information two variables
share, in this case, a feature t and a class c. It is defined in equation 3.3 [142,
144]. It can be proved equal to IG for binary problems [137].

MI(t,c) = log p(t|c)
p(t)p(c) (3.3)

with t and c being a feature and a class, respectively.
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Odds Ratio (OR) OR measures the probability of a term t and a class c co-
occurring normalised by the probability of t occurring in other classes [138,
144].

OR(t,c) = log p(t|c)(1− p(t|c))
(1− p(t|c))p(t|c) (3.4)

where t is a feature and c is a class.

Expected Cross Entropy (ECE) ECE computes the distance between the class
c distribution and the class distribution co-occurring with the feature t. [145]
defined ECE as in equation 3.5.

ECE(t,c) = p(t)
(

p(c|t) log p(c|t)
p(c) + p(c|t) log p(c|t)

p(c)

)
(3.5)

ANOVA F-value It is used to check if there is a significant difference between
the variance of two variables [146]. In one-way ANOVA, the F -statistic is
defined as in equation 3.6:

F -statistic = variance between groups
variance within groups

(3.6)

Galavotti-Sebastiani-Simi coefficient (GSS) [147] proposed a simplified ver-
sion of χ2 given by equation 3.7 [143].

GSS(t,c) = p(t, c)p(t, c)− p(t, c)p(t, c) (3.7)

where t is a feature and c is a class.

All these filters present similar drawbacks. Mainly, features are selected regard-
less of the classifier, so the selected feature subset may not be ideal for every
classification stage. However, they are quicker computing the aforementioned
subset than other categories of FS mechanisms.

On the other hand, wrappers assess the relevance of each subset of features
within the context of a given classifier. Goodness metrics for the classification
model determine how good each feature subset is. Hence, the FS method will
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choose the subset of features that yields the best performance. There are tons
of generic wrappers for feature selection, such as [148, 149, 150, 151]. They
usually achieve better performance than filtering methods.

However, the complexity of evaluating each subset is quite high (exponential).
To overcome this disadvantage, they are usually combined with metaheuristics
such as genetic algorithms, ant colony optimisation, particle swarm optimisa-
tion and/or iterated local search [152]. Despite the complexity of performing
a search, they still are suboptimal approaches and classifier-dependant.

Wrapper approaches can also be combined with filters in order to narrow
the space search to a promising area (hybrid methods). Hence, they are
suitable for early convergence (which can lead to local extrema) and prone to
overfitting (at least with small datasets) [153].

Since 2012, state-of-the-art is abandoning these handcrafted methods in favour
of auto-encoded features [154]. Deep learning techniques automate the
pipeline building process by learning features and subsequent classification
rules at the same time. Nowadays, their popularity is outstanding. [154] lists
several categories of deep models, including the following:

• Recurrent Neural Networks (RNNs) and their famous variant, Long-Short
Term Memory (LSTM). They are designed to extract dependencies and
patterns over time within sequence of words.

• Convolutional Neural Networks (CNNs) try to capture invariant struc-
tures over documents, such as expressions or figures of speech.

• Attention, which focuses on correlation between words by weighting
each word with respect to others in the document.

• Transformers, built upon the Attention concept to overcome the sequen-
tial limitation of RNNs.

These techniques yielded language models such as ELMo [104], BERT [105]),
GPT-2 [155] and GPT-3 [156]. In its most general form, the mechanism
relies on representing words (and even context) as multi-dimensional vectors
(embeddings) in a manner in which those related to similar words (in terms
of meaning and/or related context) are closer in the space. This allows that
certain operations can be made over them with acceptable accuracy, such
as adding restrictions or substracting partial meanings (arguably, the most
popular example is the one were

−−→
king−−−→man +−−−−−→woman = −−−→queen).
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After computing such embeddings, they reduce dimensionality, by encoding
hidden patterns within the weights of intermediate layers, until (1) they can
be handled by an arbitrary classifier or until (2) dimensionality is reduced to
the classes themselves.

We cannot consider these approaches since they behave as black-box models
and cannot be interpreted. In fact, most of the techniques we have reviewed
regarding feature selection were focused in reducing dimensionality and
improving classification performance. However, little attention has been paid
to how interpretable are the selected features.

It is possible to obtain a set of features that are easier to understand by humans
without significantly affecting classification performance [41]. In order to
ensure model integrity, they should be transparent [40]. Furthermore, for
some text classification problems, there are features that should not be selected
at all, at least in microblogging context. For examples, those related to typing
errors or contractions, when these are due to the limit of characters.

There is no general consensus on how to measure interpretability. This concept,
along with similar ones like comprehensibility, understandability and so on, are
usually synonyms [157]. However, there is kind of a distinction between those
related to the ability to read the model (interpretability) and those related to
the human capacity to understand it (comprehensibility) [158]. [102] defined
interpretability as “the ability to explain or to present in understandable terms to
a human”. They elaborated a taxonomy on how to evaluate interpretability:

1. Application level, consisting in an expert evaluation of the model itself.

2. Human metrics, where any human can perform such evaluation with-
out the need of being a domain expert. It is normally performed by
comparison with other models/explanations.

3. Proxy tasks, when we make the assumption that the user understands
the model and we only compare parameters within it (e.g. depth of a
decision tree).

It is particularly interesting to perform evaluations at application level. Nev-
ertheless, this is a very expensive task that most studies do not contemplate
unless it is strictly necessary.

90 Chapter 3

Improving Comprehensibility of Interpretable Classification
Models



Our proposal focuses in a functional evaluation (proxy task). We based it in
[106], who tried a similar approach in a frequent answered questions (FAQ)
retrieval method and continued with [159, 160, 161]. However, this model
computes the whole set of minimal differentiator expressions, which is computa-
tionally eager and it is only viable in closed domains like the one proposed by
the authors. It is not a valid solution for an open, always-growing environment
like Social Media.

3.3 Preliminary Analysis

SNS offer a lot of analysis possibilities, but it comes at a price. The pecu-
liarities of the posts in these platforms (such as misspelled words, hashtags
and the lack of context) complicate the results for classic techniques, and it
becomes a necessity to tweak or replace them [128]. In this section, we will
measure accuracy metrics against number of features for several document
representation and feature selection mechanisms.

There are several types of features that can be extracted from text. Arguably,
within the context-dependant categories, the most important and widely used
ones are words, set of words (cooccurrent terms) and n-grams. These are
used to represent documents, normally in a one-hot encoding fashion. Other
approaches that can produce features could be topic modelling methods (such
as LDA and its byproducts) or embedding-related representations (such as
doc2vec, fastText, ELMo, BERT or GPT-2) [104, 105, 162, 163, 164, 165,
166]. LDA also fails to deliver good document representations since there
is no context in microblogging posts, and workarounds consists normally in
tweet aggregation [167]. Selecting tweets to concatenate them is not a trivial
task and can bias the final result. As for embedding methods, they rely on
weights for neural network hidden layers, becoming impossible for any human
to understand it.

Consequently, we are going to analyse the effectiveness of BoW and TF-IDF
encodings with word features. We are also considering n-grams and term
cooccurrence. However, these techniques deliver a tremendous number of
characteristics that need to be filtered and/or weighted, not only for efficiency
sake but also for interpretability purposes.
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Feature selection mechanisms can be categorised in filtering methods, fusion
methods, mapping methods, clustering methods and deep learning based meth-
ods [135]. Once again, deep learning methods are not useful for our purposes.
From the remaining ones, we have chosen mutual information (MI), informa-
tion gain (IG), chi-squared (χ2), GSS coefficient, odds ratio and ANOVA f-values
due to their popularity in machine learning applications [135, 144].

3.3.1 Data and Settings

We limited the classifiers to interpretable ones. We only compared results
between themselves to show if, in fact, feature sets enhance accuracy and
interpretability. Taking Molnar [101] into account, we chose k-nearest neigh-
bours, decision trees and, additionally, random forests. We did not perform
hyperparameter tuning on them.

We conducted cross-validated experiments in four collections of tweets. We
followed a one-vs-rest approach to binarise the classes (multi-label evaluation
will be considered in future work).

• US Airlines Sentiment. A collection of approximately 15k tweets from
Crowdflower’s Data for Everyone library1 tagged for sentiment towards
US airlines. It contains three classes (positive, neutral and negative),
although we have binarised it in positive or not.

• Twitter User Gender. A dataset of around 25k tweets labelled as male,
female, brand or unknown from Crowdflower’s Data for Everyone library1.
We have removed brand and unknown instances in order to have binary
classes (12k instances remaining).

• Sentiment140 dataset [168]. 1.6M instances tagged as positive, negative
or neutral sentiment. We change the classes into positive or not.

• TASS Sentiment Analysis dataset [169]. A collection of 7k Spanish tweets
gathered by SEPLN, classified in positive, neutral and negative sentiment.
We binarised the classes in the same fashion (positive or not).

1https://www.figure-eight.com/data-for-everyone/
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Fig. 3.1.: Comparison between feature selection methods. They show the typical
behaviour where the score increases with the number of features up to a
point where there is no sense to keep increasing the space search anymore.

We used the bag of words and TF-IDF implementations available in the scikit-
learn package [88] with the default parameters set. We also used the same
implementations for bigrams and term cooccurrence, and we implemented
a class that transform cooccurrence matrix into set of words to be used as
features.

For the listed utilities and classifiers, we used the implementations available in
the scikit-learn 0.20.3 package with the default parameters set, unless specified
otherwise.

3.3.2 Feature Selection Comparison

There are a lot of features that can be extracted from text, regardless that they
are words, cooccurrent terms or n-grams. It is almost mandatory to apply
feature selection mechanisms to any model whatever their purpose in order to
reduce the training complexity. In particular for this study, feature selection
is necessary for our models to be interpretable. We have chosen six popular
selection methods and we compared them to illustrate their behaviour.
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method std
MI 0.105677
χ2 0.195409

GSS 0.216597
Tab. 3.1.: Standard deviation for top 3 performing feature selection methods. Mutual

Information shows less scatter than the other two techniques.

We ran cross-validation tests in all datasets with three different classifiers (kNN,
DT and RF) and we calculated the mean f1-score for each feature selection
method.

Figure 3.1 shows the relation between f1-score and the number of features.
We calculated the mean f1-score among datasets and classifiers, as stated in
section 3.3.1.

Most methods describe nondecreasing monotony until they reach 100 features.
From here, they either stabilise or shift to a nonincreasing tendency. Top 3
methods are χ2, GSS coefficient and mutual information (MI). Despite the ap-
parent win of χ2 and GSS, especially below 20 features, the standard deviation
shows that MI test are less dispersed than the other two, as can be seen in
table 3.1. This peculiarity made us opt for mutual information, since there is
not significative difference in f1-score whatsoever and there is still room for
improvement.

There is a neat question regarding the optimal number of features that is not
answered yet. How many features can a human handle? How large can be the
number of features without loosing interpretability?

In 1956, Miller [170] established precedent in what would be considered
working memory. The article shows that 7± 2 is the number of chunks that a
person can remember for a short time. The author referred to that number as
a unitary measure but not in terms of minimum possible unit. That means that
any human can handle between 5 and 9 concepts, situations, facts, melodies,
etc., rather than words, movements or sounds (minimum expression). Further
researches proved that this number could be even smaller [171].
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At first glance, it seems reasonable to pick 9 as the “optimal number of features”
for interpretability purposes, as it is the upper bound that human short-term
memory seems to have. This will make models not only interpretable in theory
but also in practice. However, this will only constitute a proof of concept and
further researches are required to empirically support this claim.

3.4 Distinguishing Expressions

This section describes the proposed algorithm, as well as the feature ranking
method we use to prioritise the evaluation and selection of the features.

Words are a tool used to abstract reality. As such, we are the ones that give
sense to them, even creating new meanings. However, they require context:
it is impossible to communicate effectively without sentences. Given a word,
depending on the words that precede or follow it, the meaning can vary from
one end to the other, and not only the order influences it but also adjectives,
prepositions and even stop words (that are usually removed in preprocessing
steps). Some expressions are prone to be interpreted in several ways but they
maintain the bias to some extent.

Consequently, we rely on this to find the set of expressions that defines a
class. We first order the potential candidates using a ranking method that
we have called CF-ICF. From these candidates, we build expressions that will
be used as features. Finally, we select those that meet some relevance and
distinguishability criteria (recall and precision), in order to reduce the amount
of features needed.

Let X = d1, d2, ..., dn be a set of documents where each document d ∈ X

belongs to a class C, where C ⊆ X. We consider S as the set of stop words.

Definition 3.4.1 (Expression). Given a document d ∈ X as a sequence of words
d = (t1, t2, ..., tn), e is said to be an expression of the document, noted as e expr x,
iff:

1. It is not composed strictly by stop words.

2. All words of the expression can be found in the document and the order is
preserved (e is a regular expression that matches the document).
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e expr d←→


∃ti ∈ e : ti ̸∈ S

∧
/t1 ∗ t2 ∗ ... ∗ tn/ matches d

(3.8)

Definition 3.4.2 (Distinguishing expression). Given r (minimum relevance or
recall) and p (minimum precision), an expression e is said to be (r, p)-distinguishing
for the class C, noted as e dexprr,p C iff:

1. Recall of e for the class C is over a given threshold r.

2. Precision of e for the class C is at least p.

e dexprr,p C ←→


|e expr di:di∈C|

|C| > r

∧
|e expr di:di∈C|
|e expr d′

i
:d′

i
∈X| > p

(3.9)

The algorithm (3) we propose for feature extraction will compute a set of
distinguishing expressions D taking into consideration that each expression
needs to meet some frequency and distinguishability criteria with respect to
a class. In other words, each expression e should be skewed towards a class,
such that the frequency in which that expression appears in the class exceeds
a certain threshold (r) meanwhile the ratio between the matches in the class
and the total number of matches is above a given boundary (p).

Once we have the set of distinguishing features, we can transform each docu-
ment to a binary vector (vi) where each component vi stands for the appear-
ance of the i-th distinguishing expression in the document.

3.4.1 CF-ICF

We build distinguishing expressions from the words present in the class in-
stances. Usually, there are several expressions that can accomplish our criteria,
but a few of them are more useful than the rest. As we want to maximise
statistical relevance and distinguishability, we proposed a ranking method
based on TF-IDF that takes into consideration the class whose expression we
are looking for.
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Algorithm 3 DE feature extraction algorithm

Require: Training set of documents X, vector of labels y for each document,
minimum required precision for the expression p

Ensure: Set of distinguishing expressions D
1: D ← ∅
2: for all d ∈ X do
3: t← tokenize d
4: remove stopwords of t
5: stem words from t
6: sort elements in t by cficf
7: add t to Xp

8: end for

9: set r

10: for all t ∈ Xp do
11: o← QUEUE

12: put all elements of t in o
13: repeat
14: e← pop o
15: tp← count e matches in {Xp

i : yi = True}
16: fp← count e matches in {Xp

i : yi = False}

17: R← tp
|{yi:yi=T rue}|

18: P ← tp
tp+fp

19: if R ≥ r then
20: if P ≥ p and e ̸⊆ S then
21: accept e
22: D ← D ∪ e
23: else if |e| < α then
24: n← e× t
25: put all elements of n in o
26: end if
27: end if
28: until e is accepted
29: end for
30: return D
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Let X be a set of documents {d0, d1, ..., dn} where n = |X|. L is a binary
property that can be present (or not) in each document, such that for a given
document di ∈ X, L(di) ∈ {0, 1}. We will now define the sets X+

L ⊆ X and
X−

L ⊆ X such that:

X−
L = {d ∈ X : L(d) = 0} (3.10)

X+
L = {d ∈ X : L(d) = 1} (3.11)

where n+
L and n−

L stand for |X+
L | and |X−

L |, respectively.

The function f(t, d) yields the number of times that a word t appears in the
document d. From here, we can define classic TF-IDF as follows:

tf(t, d, X) = f(t, d)
max{f(t, d′),∀d′ ∈ X}

(3.12)

df(t, X) = |{d ∈ X : t in d}| (3.13)

idf(t, X) = log n

df(t, X) (3.14)

tfidf(t, d, X) = tf(t, d, X)idf(t, X) (3.15)

Now, let cf(t, L) be a function that returns the number of times that the word
t appears in the documents of X+

L and let dL =
⋃

d∈X+
L

d (meaning that dL is
the result of concatenating all the documents in X+

L ). We can define cf as a
function of tf using the concatenated dL as follows:

cf(t, L) =
∑

d∈X+
L

f(t, d) = tf(t, dL) (3.16)

In the same way, let n−
L (t) = |{d ∈ X−

L : t in d}| and n+
L(t) = |{d ∈ X+

L :
t in d}|. We can also express IDF as follows:

idf(t, X) = log n

n−
L (t) + n+

L(t)
(3.17)

Now, idf can be modified to define icf , as shown below:
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icf(t, L, X) = log n

n−
L (t) + 1

(3.18)

cficf(t, L, X) = cf(t, L)icf(t, L, X) (3.19)

The proposed ranking method can be seen in equation 3.19. It is straightfor-
ward to notice that

idf(t, X) = icf(t, L, x)⇔ n+
L = 1 (3.20)

cficf(t, L, X) =
∑

d∈X′

tfidf(t, d, X ′), where X ′ = {dL} ∪X−
L (3.21)

We can now study the relation between both methods:

1. If t is only in one document of X+
L (or none), then:

cficf(t, L, X) =
∑

d∈X+
L

tfidf(t, d, X) (3.22)

2. If t is in more than one document of X+
L , then:

cficf(t, L, X) >
∑

d∈X+
L

tfidf(t, d, X) (3.23)

Note that if t is in several documents of X+
L , then CF-ICF only depends on

the number of times that this word appears in those documents. If t only
appears in X+

L , ICF will be the maximum possible (log n), which implies that
the maximum possible value for CF-ICF will also be log n, since cf is normalised
between [0, 1] and it will only be achieved if exists a word t that is the most
frequent in the class L and it is not present in the documents of X−

L .

Figures 3.2 and 3.3 describe the behaviour of CF-ICF when keeping cf and icf

fixed, respectively. It shows that is more important for the expression to be
distinguishing than relevant (icf decreases faster than cf grows).
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Fig. 3.2.: Behaviour of the CF-ICF ranking method when keeping cf fixed. It can be
seen that the function decrease faster than a linear one.

Fig. 3.3.: Behaviour of the CF-ICF ranking method when keeping icf still, showing
that function grows linearly.
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3.5 Results and Discussion

We evaluated our model in terms of accuracy and interpretability of the
models produced. In this section, we review the results of goodness metrics
and compare the complexity of the models between our proposal and other
approaches.

3.5.1 Accuracy Metrics

We present in this section the experiments that we conducted to compare
the performance in terms of accuracy of our algorithm against bag of words,
TF-IDF, bigrams and term cooccurrence plus mutual information.

Test were run over the four dataset and conditions described in section 3.3.1
following a k-cross fold validation approach, where k was adjusted in order
for each partition to be around 1000 tweets. Each model was trained with one
partition and validated against the rest. This decision was taken considering
that this is a viable size to build and tag a dataset without the need of too
much resources. Any model that can work under this circumstances will have
a fair generalisation capacity.

Figure 3.4 shows mean f1-scores proving that our proposal was one of the best
performing approaches, along with bigrams. It is possible to notice that, in
the Spanish dataset, our methods still showed consistency meanwhile models
that used bigrams got erratic behaviour. DE kept low deviation throughout the
four datasets, unlike other methods.

As we previously established, we are interested in features underlying to a
class. In order to define clusters, it is preferable that we have characteristics
directly associated with them than having the features that univocally describe
it (which is practically impossible). That means we prefer precision over recall.
Figure 3.5 shows once again that the best two models are the ones based on
bigram and DE features.

Finally, we ran these tests using three different classifiers: k-nearest neighbours
(kNN), decision trees (DT) and random forests (RF). Figure 3.6 show mean
f1-scores for cross validation tests using DE features. Results are very similar
for DT and RF, being kNN the most irregular.
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Fig. 3.4.: Mean f1-score and standard deviation for selected features over the four
dataset, using k-nearest Neighbourhs, Decision Tree and Random Forest
classifiers. We discarded term cooccurrence and TF-IDF for further tests due
to their poor baseline performance.
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Fig. 3.5.: Mean precision (pre) and recall (rec) for each kind of document encoding,
using kNN, DT and RF classifiers. Bigrams and our proposal show better
performance than the rest, especially regarding precision.

Fig. 3.6.: Mean f1-score and deviations for crossvalidation results using DE features
and three different classifiers: decision tree (DT), random forest (RF) and
k-nearest neighbours (kNN).
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DE

¬food ∧ ¬favourite ∧ happen ∧ (insult) ∧ music ∧ ¬wonder =⇒ male

TF-IDF

hoover ≤ 0.5 ∧ texture ≤ 0.5 ∧ vitamin ≤ 0.5 ∧malta ≤ 1.5
∧ vitamin ≤ 2.5 ∧malta ≤ 0.5 ∧ supply ≤ 0.5 ∧ texture ≤ 1.5
∧ vitamin ≤ 1.5 ∧ (brand name) ≤ 0.5 ∧ (political party) ≤ 0.5 =⇒ male

Tab. 3.2.: Examples of mean-length rules generated by a decision tree trained over
the Twitter Gender dataset. The first one corresponds to distinguishing
expressions meanwhile the second belongs to a model trained with bag of
words and mutual information. Insults, brand names and political parties
have been removed from the rules.

3.5.2 Interpretability Evaluation

We have already established that there is no general consensus in how to
measure interpretability, especially between different models [101]. However,
it is straightforward to compare models using the same classifier. In this
section, we are going to evaluate the improvements on interpretability by
analysing the particulars of trained models.

k-nearest Neighbours

There is not much explanation needed for this classifiers. Each instance is
represented with vector as large as the number of features. Whenever we need
to classify a new element, it will measure the distance to all the instances in
the training dataset. After keeping the k lower distances, the class of the new
element is determined by the mode of those k elements.

Since there is no parameters or weights to learn, we can state that the less
features the model has, the more interpretable the model is. Table 3.3 shows
conducted tests. DE biased features kept the highest score with the less number
of features. Specifically, it achieved a mean of 0.5608 f1-score with 7 features.
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kNN with No. features: 5 7 9 20 50
BoW 0.5277 0.5315 0.5143 0.5481 0.5318
Bigrams 0.3440 0.3429 0.3503 0.4637 0.2618
DE 0.5569 0.5608 0.5243 0.5595 0.5512

Tab. 3.3.: f1-score for kNN classifier using several number of features and methods.
DE has the best ratio between score and number of features.

A model with 7 features would be easier to interpret than another which uses
20 of them (optimal number of features for BoW and bigrams with the default
parameter set).

Decision Tree

Decision trees are widely used, even outside machine learning applications.
They are easy to build and interpret, since following a path through the tree
is straightforward. When training the model, the data is divided into disjoint
subsets following certain criterion. Each path starts in the root of the tree and
finish in a leaf.

The number of features is not the only thing that we need to take into account
anymore. The difficulty of interpreting the model increase as the tree does,
since each leaf is a new path. Table 3.4 shows that DE features result in trees
one order of magnitude smaller.

We noticed that, due to biased features, there were subtrees where the path
would not alter the result of the classification (whatever the path you take it
would lead to the same result). Consequently, we designed a lossless algorithm
to prune the trees: for each subtree, if all its leaves are of the same class,
prune the subtree. This reduced the path length and avoided unnecessary
steps in the rule. We show in table 3.4 the attributes of the trees before and
after applying the prune.

Random Forest

Random forests add one more layer that complicates the interpretation. They
fit a certain number of trees from random samples of the data. The final
classification are the result of a voting process between all of them. Since trees
are trained from random samples, it may avoid local extrema.
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DT with: No. of leaves Mean path length f1-score
BoW 366 12.00 0.627711

Bigrams 389 12.16 0.669784
DE 49 8.10 0.642069

Pruned DT with: No. of leaves Mean path length f1-score
BoW 265 10.26 0.627711

Bigrams 284 10.37 0.669784
DE 36 7.44 0.642069

Tab. 3.4.: Description of the complexity of the decision trees resulting of training with
9 features. DE generate far more simple trees than the other two methods.

Fig. 3.7.: Behaviour of f1-score while changing the number of trees in the forest. The
constant score above 5 trees points to limitations in the number of features.

After testing with different number of trees, results showed that the final score
does not change above 5 trees, as can be seen in figure 3.7. This points to a
limit in the information that 9 features can carry. In this regard, it does not
make much sense to keep more than 5 trees.

As for the underlying trees, they described the same behaviour as if they were
trained alone. This were the expected results since they are trained over
random samples. Table 3.5 shows the specific attributes.
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RF with: Mean No. of leaves Mean path length f1-score
BoW 234.3 11.6 0.5736

Bigrams 227.4 11.27 0.5122
DE 39.8 7.67 0.5722

Pruned RF with: Mean No. of leaves Mean path length f1-score
BoW 194.5 11.2 0.5736

Bigrams 202.8 11.03 0.5122
DE 33.6 7.45 0.5722

Tab. 3.5.: Description of the complexity of the decision trees underlying a random
forest of 5 trees trained with 9 features. Generated trees have approximately
the same attributes than when trained alone.

3.6 Conclusions

Nowadays, Machine Learning (ML) has many applications. Not all of them
imply high-stake decisions, but there is a subset of problems in which the use
of a model may have social consequences. Such is the case of health-related
solutions, where ethics committees play an important role; insurance policies,
where the risk factor of every applicant is evaluated; financial institutions, that
take into account the financial profile of the individual before granting credits;
or even pre-emptive closing of Social Networking Sites (SNS) accounts.

Such scenarios require that models are accurate, auditable and fair. In order
to guarantee these qualities, algorithms are required to be interpretable. Cur-
rent state-of-the-art solutions are black-box models focusing on accuracy and
efficiency rather than interpretability. Research trend suggests that models can
be explained using surrogate interpretable models that mimic the behaviour
of the main model. However, it comes at a price. The interpretable model
can be analysed, but it is the main model the one that is going to be used in
production, therefore conclusions may be problematic or misleading [41].

Unfortunately, not all interpretable algorithms can be easily comprehended.
The complexity of the model may result in an analysis, by far, too difficult for
any human to handle. It is necessary to reduce model complexity up to a point
whether any expert can study and understand it.
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We believed that it was possible to do it using distinguishing expressions, that
are class predictors in the form of sequence of words. Candidates are generated
using a custom ranking strategy (CF-ICF), and features are selected to meet
relevance and distinguishability criteria.

Our results show that our approach is able to produce models as accurate as
the baselines while reducing model complexity. In terms of features, methods
like kNN are able to slightly improve f1-score with less than half the features
used with bag-of-words or TF-IDF document encodings. Decision tree models
require a tenth of the rules when using our proposal, with a 30% reduction in
the length of each rule. Random Forests show no improvement with more than
five trees, which suggest that such amount is sufficient to model the search
space when using nine features. Yet, they benefit from the same complexity
reduction than decision trees.

Although results are promising for Twitter, more experiments are necessary
to determine if Distinguishing Expressions are suitable to be used in non-
microblogging contexts. Limitations like computational cost of candidate
generation and selection may impact results due to a combinatory explosion.
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A Quantification
Approach to Bypass
Aggregation Bias

4

Objectives

1 Understand types of bias that may be present in Social Networking Sites (SNS)
data.

2 Study applicability of quantification models to SNS data.

3 Explore performance of standard quantifiers to establish the influence of differ-
ent types of bias in the training and validation sets.

4 Propose new adjustments of the prevalence count that take advantage of spatial
and/or temporal features.

4.1 Introduction

Due to Twitter user prompt response to events, the social network has been tra-
ditionally used to monitorise opinion, real-time events and even to offer rapid
response to natural catastrophes (e.g., [172, 173, 174, 175, 176, 177]).

Several techniques are applied to build solutions to real-time monitoring, each
one of them with different advantages. However, the major handicap of real-
time analysis is that, as little time as it takes to process a document, there are
thousands of them being published each second. Depending on the situation, it
may be preferred that the system is quick and sensible (prediction of a terrorist
attack) or that it does not cause any false alarm (spam detection). Therefore,
the hunt of a perfect processing pipeline is replaced by the quickest, the most
sensible or the best-performing model... but not all of them at once [178].
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There are real-time systems focused on obtaining individual evaluation of
documents (e.g., SPAM detection [179]). But there are many situations in
which the target is to predict or analyse the trend and to estimate class
volumes. The most popular approach towards that end consists in a machine
learning pipeline with a data collection phase, several preprocessing steps
and a more or less complex classifier [180, 181, 182, 183]. Recent research
has focused on classification accuracy, improving each and everyone of the
steps in the classification pipeline, using intricate techniques that are, most
often, black-box models. Unfortunately, once documents are classified, they
rely on a classify and count aggregation mechanism, which is the most simple
approach.

In 2016, Gao and Sebastiani [46] suggested that, in such cases in which the
target is to predict the class prevalence values, we are doing it wrong. The
task of estimating population distributions across a number of classes (or class
prevalence values) is called quantification. They proposed an approach to
estimate sentiment counts using quantifiers, and proved that they perform
better than state-of-the-art classification-oriented models. This change of
perspective is not only useful for static datasets but also for real-time series, in
which data is aggregated using time-based windows to analyse the evolution
of trends over time [184, 185, 186, 187].

In this chapter, we explore the utility of quantifiers in Twitter using the
 PHEME dataset [188]. The aim is to perform an exploratory analysis of
avaliable quantification methods and their suitability to deal with biased SNS
data. To do that, we will study how the training sample affects the performance
when there is a prior probabililty shift in validation; analogously, we will study
if a prior probability shift in training dramatically affects the performance
of estimating class prevalences in a steady test sample. Lastly, we will mea-
sure the impact of covariate shift, both in train and test samples. Ultimately,
we will study if the use of similarity measures can improve quantification
performance.

The rest of this chapter is organised as follows. Section 4.2 # explores related
work in the field. Section 4.3 # introduce the quantification task and a general
taxonomy of quantifiers, as well as error measures and evaluation protocols.
In Section 4.4 #, we try to empirically answer the questions related to the
quantifiers behaviour when faced with different kinds of bias, and we present
our results in Section 4.5 #. Section 4.6 # present our proposal of similarity-
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based quantifiers. Section 4.7 # puts into practice what we have learn to deal
with a sentiment estimation task in one of our datasets. Ultimately, we present
our conclusions in Section 4.8 #.

4.2 Related Work

Twitter present different kind of biases that is necessary to take into account
when conducting studies over their data. Some of them are related to sampling
mechanisms; others are related to the natural bias of their population or to
secondary effects of the recommendation algorithms. In the following sections,
we present related work that tried to characterise these biases.

4.2.1 Sampling Bias

In Machine Learning (ML), there is a general assumption that a training sample
is independent and identically distributed:

• Identically distributed. Data is supposed to be the result of the same
generation mechanism, therefore there would not be any difference
between the training sample and the real-life data.

• Independent. Instances are independent from one another, hence the
generation of an instance i would not affect in any way the generation
of another instance j.

In other words, given a training sample trn that is composed of N instances
{(Xi, yi)}N

i=1, these are supposed to be drawn from a distribution P (X, y)
such that ∀i ∈ [1, N ], (Xi, yi) ∼ P (X, y). We call it the i.i.d. (or iid, or IID)
assumption [189, 190].

Dataset not constrained to the i.i.d. principle may present drifts that would af-
fect the model and, consequently, its performance. These can be characterised
as one of the following three types [191, 192]:
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Covariate shift Independent variables distribution skew. The distribution of
the features in test differ from the distributions seen in train. This usually
happens when the training sample is not representative enough.

Ptrn(X) ̸= Ptst(X) ∧ Ptrn(Y |X) = Ptst(Y |X) (4.1)

Prior probability shift Label distribution skew. The distribution of the labels
in test differ from the distributions seen in train. This usually happens when
the training set is artificially balanced however real-case scenarios do present
imbalance.

Ptrn(Y ) ̸= Ptst(Y ) ∧ Ptrn(X|Y ) = Ptst(X|Y ) (4.2)

Concept shift Feature distribution remains the same however their associa-
tion with the labels is not the same than the one seen in the training set. The
reverse case is also called concept shift (see eq. 4.4).

Ptrn(X) = Ptst(X) ∧ Ptrn(Y |X) ̸= Ptst(Y |X) (4.3)

Ptrn(Y ) = Ptst(Y ) ∧ Ptrn(X|Y ) ̸= Ptst(X|Y ) (4.4)

xtrn

xtst

ytrn = ytst

xtrn = xtst

ytrn

ytst 

xtrn = xtst
ytst 

ytrn

Covariate shfit Prior probability shift Concept shift

Fig. 4.1.: Venn diagrams representing covariate shift, prior probability shift, and
concept shift.
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4.2.2 Twitter API Bias

For many years now, Twitter has been a very popular platform among re-
searchers. As opposed to other Social Networking Sites (SNS), their content is
public by default. In 2006, they release their first public API, making it possible
for developers to access their data easily. However, there were (and still are)1

extensive limitations regarding (1) which documents can be retrieved and (2)
the quantity of documents that can be retrieved (quota hereafter).

In 2012, they release the v1.1 version of their API. There were two main
versions: Search (or Filter) API, which allowed querying the Twitter 7-day
archive; Streaming API, that allowed for a continuous 1% document retrieval
through a filtered stream. Both are subject to sampling mechanisms designed
to “serve consumer use cases”2. In other words, there is an intentionally-
introduced bias that may alter research results [193]. In order to bypass
the bias, there were also several enterprise alternatives (that significantly
improved the quotas or even gave access to the full stream and archive of
Twitter data, such as Decahose or Firehose), but their elevated price did not
make them suitable for (most) research purposes.

In November 20213, Twitter released their second version of the API. Along
with major changes in its implementation, they introduce new access levels,
including the Academic Research Track. This tier offers new capabilities and
significant improvements in the API quotas. Moreover, it reduces the sampling
bias from the Search API, and it becomes possible to remove it completely since
approved researchers may access full-archive search endpoints. Despite that
there are two kind of streams (filtered and sampled), they are unfortunately
still limited to 1% of the tweets.

It is may not possible to expect IID-data from non-uniform sampling methods
such as Twitter’s. In fact, there is previous work that tried to characterise and
measure the particular bias of the sampling mechanism.

1Twitter API limits vary overtime and can be consulted in their developer portal (https://deve
loper.twitter.com/en/docs/twitter-api/rate-limits#v2-limits).

2Quoted from their site (https://developer.twitter.com/en/products/twitter-api/academ
ic-research/product-details).

3Regardless of Twitter API v1.1 deprecation, it has been active throughout the most part of the
development of this thesis. All our datasets were retrieved while the Academic Research Track
did not exist, therefore they present all the sampling biases included in v1.1.
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Morstatter et al. [194] studied the difference between the Firehose and sam-
pled Twitter streams. They collected the result from the same query against
both APIs and they proved that the sampled streams are representative enough
of Twitter’s activity. For example, top n hashtags (when n is relatively large)
do not present significant differences; the probability distribution of topics
(extracted using LDA) are similar; at least 50% of most-relevant users are
detected. However, this only happens when there is a large coverage of the
query by the Streaming API, and it is usually misleading for small samples.
Later, Morstatter et al. [195] studied different samples from old Twitter API to
determine that the Sample API is uniformly sampled from the firehose data
but they confirm that there is a sample bias in the Streaming API.

However, the Sample API present other downsides. Morstatter et al. [196] anal-
yse the set of documents returned by this API to determine that the sampling
mechanism is time-based and therefore highly manipulable by bots, since it is
possible to programatically control the publication time. Subsequently, Pfeffer
et al. [197] proved that, albeit different, Decahose sampling is also time-based
and may be easily influenced.

Joseph et al. [198] compared simultaneous samples of the Streaming API
collected using the same keywords and determined that, on average, 96%
of retrieved documents were present in all the samples. Those that were
exclusive from one sample did not alter the popularity or the structure of the
user network. In fact, they conclude that the 4% difference is the result of
technical artefacts and not a systemic bias.

González-Bailón et al. [10] compared three different Twitter samples to deter-
mine the nature of the introduced bias. They conclude that the Streaming API
introduces a non-uniform bias that is reduced with long queries that include
non-popular hashtags (that are otherwise ignored due to the importance of
popular ones). In the same manner, users that publish more tweets have
a better chance to be included in the sample. This particularly affects the
mentions graph, since users that are mentioned the most do not necessarily
respond to these. On the contrary, users that retweet content are usually more
active in the social network. Hence, the bias of the mention graph seems to be
larger than the bias of the retweet graph.

Morstatter and Liu [193] determined that the Streaming API shows key dif-
ferences in terms of frequent hashtags and discussed topics. They proposed a
technique to detect if there is a bias in a sample without requiring access to
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the full data, using bootstrapped samples from the Sample API and comparing
it to the results of the Streaming API. They also proposed a way to reduce
collection bias.

4.2.3 Recommendation Systems Bias

At the same time, well-known issues are derived from the use of recommenda-
tion systems in SNS. Historically, platforms used to present all new content to
its users, until they turned popular enough for the information flow to be un-
manageable by any human. Arguably, most recent case was Instagram [199].
Recommendation systems were introduce to rank content regarding user’s in-
terest, in order to show first the most interesting updates. Although these were
good-intended (and necessary) solutions, they proved to distort perception of
reality [200].

There is also a measurable social impact from these algorithms [201], some
of them derived from the reduced possibility that unpopular content is rec-
ommended and others related to the training target of these. Such seems to
be the case of YouTube. Back in 2017, Guillaume Chaslot (former Google
employee) accused the company of optimising for watch-time instead of rel-
evance. In other words, Youtube allegedly recommends the videos that are
more likely to keep the user consuming content from their platform [202].
This is ground for additional problems, such as that the recommendations
boost misinformation and conspiracy theories [203]. This kind of effects that
recommendation system have on content popularity have been thoroughly
studied (e.g., [204, 205, 206]). According to Mark Zuckerberg (founder and
CEO of Facebook), “one of the biggest issues social networks face is that, when
left unchecked, people will engage disproportionately with more sensationalist
and provocative content” [207]. This constitutes a major handicap for Content
Filtering recommendation algorithms, since they are based on other’s people
interests.

Nonetheless, it is certain that most relevant recommendation systems are kept
secret. There is no information about the target functions of these algorithms
or about the training data that is used. Initiatives like Algotransparency4 are
trying to expose the effects of these algorithms, and claim that APIs should be

4https://algotransparency.org
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made available to allow researchers to monitor their behaviour5. Twitter is not
exempt of such problematic. Usher et al. [208] explain that Twitter may be
amplifying gender biases in journalism, specially since male Washington-based
journalists tend to interact more with their own gender. Badawy et al. [209]
analysed the attempt of bot and troll accounts to manipulate public opinion
regarding 2016 USA Presidential Elections, and Lee and Xu [210] confirmed
that attacks (sensationalist content) got more retweets.

4.2.4 Population Bias

Twitter population is known to have strong biases towards male users and
young people. According to datareportal [211] and financesonline [212],
there are 229 million active users, with the top five countries being US, Japan,
India, Brazil and Indonesia. Most of the users are older than 18 but younger
than 34, and there is a clear gender bias: between 68.5% and 71.2% of the
users are male, however females under 24 years old prefer Twitter over males
in the same age group.

Previous work confirm that Twitter is a non-representative sample of the popu-
lation. Mislove et al. [213] conducted a study regarding Twitter demographics
in the US, using user self-reported data. They demonstrate that there is an
overrepresentation of population in populous counties and that there exists a
male bias in the social network.

Filho et al. [214] ran an experiment using data from Brazilian elections
to check if it was possible to predict the outcome of the elections using
Twitter data. They found that males are overrepresented, as well as the
young population (up to 25 years old). After applying their methodology, they
obtained good prediction outcomes in 4 out of 6 cities.

Kounadi et al. [215] tried to create a model to predict burglaries and robberies.
They assert that geo-located tweet datasets are not able to replace population
models by themselves, as they may be biased towards more active users, and
suggest that they may be used jointly with other data such as census.

5From their manifesto, available at https://www.algotransparency.org/our-manifesto.html
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Bermingham and Smeaton [216] used data regarding Irish elections to monitor
political sentiment and predict the outcome of the elections. They concluded
that their proposal accuracy was not enough compared to traditional polling
methods, and that their study would require further analysis to determine the
source of such inaccuracy.

Graells-Garrido et al. [217] performed an experiment to check whether the
abortion debate in Chile was well represented in Twitter. They confirmed the
bias in Twitter population, however they suggest that it can be used if they are
paired with other demographic attributes.

All in all, it is well known that Twitter has a strong bias in its population that
needs to be taken into account when conducting studies on its data.

4.2.5 Quantification in Twitter

There is little work related to the quantification task in Twitter. It is important
to distinguish between quantification as in determine the specific sentiment
values and quantification as in estimating class prevalence values. In this chapter,
we focus on the latter.

To the best of our knowledge, Gao and Sebastiani [218] were the first to try a
quantification approach to estimate sentiment classes, later extended in Gao
and Sebastiani [46]. They detailed a wide range of techniques and evaluation
metrics, as well as many reasons to encourage the scientific community to
adopt better approaches than classify and count to estimate prevalence val-
ues. A few years later, they revised their evaluation protocol in Moreo and
Sebastiani [219].

Vilares et al. [220] described their approach using neural networks and SVM
with a custom loss function (Kullback-Leibler Divergence, or KLD [221]).

Quantification has not been widely adopted yet, although there are many
reasons and applications [222].
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4.3 Quantification

Quantification is the task of predicting prior probabilities of an unlabelled
sample. Attending to the nature of the quantifiers, we can distinguish be-
tween [45]:

• Aggregative quantifiers, that use an underlying classifier.

• Non-aggregative quantifiers, that use other techniques that do not rely
on classification models.

According to [45], and with respect to the mechanics of the quantifier, there
are three groups in which we can classify current approaches for quantification.
These are (1) classify, count and correct, (2) algorithm adaptations and (3)
distribution matching.

Notation

We use standard notation for ML and the one proposed in González et al. [45].
D = {(xi, yi)}i=1

N is a dataset of N individuals, being xi an encoding of an
instance and yi ∈ L its class, where L is the set of possible classes. Binary
classes are usually denoted as {+1,−1}. D+ and D− stand for the documents
that belong to the positive and negative classes, respectively. We use the caret
(^) symbol to denote estimation.

4.3.1 Classify, Count and Correct

Classify, count and correct methods rely on a classification task of the instances
in the unlabelled sample. The predictions are used to estimate the prevalence
of each class in the sample; after that, a correction is applied to deal with the
bias of the classifier.

Classify and Count (CC) It trains a classifier in order to produce an estimation
of the classes for the unlabelled sample [223]. This estimation is later used
to estimate class prevalences. No corrections are applied. This is the most
straightforward method nevertheless it is not a good quantification method,
since i.i.d. principle must prevail in order for it to work.
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Probabilistic Classify and Count (PCC) It follows the same scheme than CC
but using a probabilistic classifier [224]. The idea is to obtain classifier
posteriors and estimate the prevalence for each class as the average of such
posteriors.

Adjusted Classify and Count (ACC) It relies on a correction applied to the CC
estimates. Such correction is computed using the confusion matrix, which
requires validation sets that should be obtained from the training sample (e.g.
using cross-validation). The idea is to apply a linear transformation to the
class estimates using equation 4.5.

p̂ = p̂0 − fpr

tpr − fpr
(4.5)

where p̂0 is the estimate of CC, tpr stands for true positive rate and fpr for
false positive rate.

Probabilistic Adjusted Classify and Count (PACC) Which is a straightforward
evolution of PCC with the same corrections applied in ACC [224]. Note that
true positive and false positive rates are substituted for their probabilistic ver-
sions, true positive probabilistic average and false positive probabilistic average,
respectively (see equation 4.6 et seq.).

TP pa =
∑

i∈D+ P (yi = +1|xi)
|D+|

(4.6)

FP pa =
∑

i∈D− P (yi = +1|xi)
|D−|

(4.7)

with the adjusted estimated prevalence being

p̂ = p̂0 − FP pa

TP pa − FP pa
(4.8)
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As a general rule, CC and PCC will perform reasonably well when the class
prevalence values of the unlabelled sample are similar to the ones seen in
the training sample. In the event that there is a noticeable distribution shift,
their adjusted versions (ACC and PACC) will yield better results, since they are
aware of the bias of the underlying classifier.

Adjusted methods present one additional drawback when the training sample
is highly imbalanced [45]. In this case, when there are few positives, the
classifier will try to predict the majority class, hence reducing the fpr at the
expense of the tpr. This result in excessive corrections, which can be mitigated
using threshold selection techniques for classification [225].

4.3.2 Algorithm Adaptation

Algorithm adaptation consists on modifying existing classification methods to
the task of quantification, for example by employing loss functions related to
quantification instead of classification.

Quantification Trees Which are an adaptation of decision trees to deal directly
with the quantification task [226]. They do so by choosing a measure that
takes into account the false positives and false negatives to select the best
splits for quantification.

Instance-based Quantification Barranquero et al. [227] proposed a quantifier
method based on a similarity neighbourhood in the same fashion than the
well-known k-nearest neighbours (kNN) algorithm.

Ensembles Pérez-Gállego et al. [228] proposed an ensemble for binary quan-
tification in which they generate samples with different prevalences that they
will later use to train different classifiers. An aggregation of the estimates
yields the final output of the ensemble.
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4.3.3 Distribution Matching

Distribution matching approaches try to match the distribution between the
train sample and the unlabelled one, in order to adjust the classifier to match
the class distribution drift.

Expectation-maximization Which is based on the idea that probabilistic clas-
sifier posteriors can be modified to obtain new priors that maximise the
likelihood (that is the case of Expectation-Maximisation (Saerens-Latinne-
Decaestecker) (EMQ) [229], a.k.a. Expectation-Maximization Quantifier). Thus,
the classifier can learn on a biased sample and its outputs will later be corrected
without requiring more training.

Iterative Methods Vucetic and Obradovic [230] proposed a bootstrapping
strategy to initially train a model on the training sample and obtaining poste-
rior probabilities. After that, new samples are generated from the train and
the process is repeated until stopping criteria are met (convergence).

Mixture Models That adapt the distribution of the unlabelled sample by
matching the outputs of a probabilistic classifier with the mixture of the
distributions obtained from the training sample [231].

4.3.4 Evaluation Protocols

When evaluating classifiers, a dataset D is split into train and test subsets.
Training instances are fed to the classifier for it to learn upon them and, after
that, the classifier is asked to predict the labels of the test sample. Performance
is measured comparing classifier predictions with the ground-truth labels.

In the same manner that classification instances are individuals, quantification
instances are samples of individuals. In order to check quantification perfor-
mance, the dataset D is divided into train and test subsets. Train instances
are used to feed the quantifier so it can learn. However, in order to check
quantification performance, a set of samples are drawn from the test subset.
We present in this section the different techniques that are currently used to
build these samples [219].
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Artificial Prevalence Protocol (APP) Samples are generated using different
prevalence values that vary artificially. First, a sample size s, a grid of values G

and a number of repetitions r ∈ Z+ is determined (e.g., G = {.01, .02, · · · , .99}
with s = 100 and r = 1). Then, given a set of individuals, we generate r

samples of s individuals for each of the elements in G, until we have a set of
n = r|G| samples. The quantifier is asked to estimate the prevalence values
for each of the n samples, and the estimations are compared to the known
prevalence values of the samples to evaluate quantification performance. In
the case of single-label quantification, the grid G is explored for every possible
class in L. Take into account that there may be classes in the test subset
whose prevalence values do not allow to explore the full grid of prevalence
points G for specific sample sizes without replacement. Although this protocol
is exhaustive, it has been criticised because there may be testing samples
whose prevalence values are not realistic, therefore they would not be found
in real-life data [219].

Natural Prevalence Protocol (NPP) In NPP, samples are generated using i.i.d.
sampling from the original distribution. Since this may be complicated (or
even impossible), its most often implementation consist in drawing n samples
of size s from the test subset, without artificially varying the prevalence
of each class. As a result, the prevalence for each class in the generated
samples will be very close to the ones seen during training (low drift). Hence,
estimating the prevalence of each sample would be easy, and naïve classify
and count approaches would perform reasonably well. NPP was the chosen
protocol in Gao and Sebastiani [46, 218], which was later revised in Moreo
and Sebastiani [219].

In conclusion, APP is, normally, the chosen protocol to evaluate quantification
performance [223, 224, 232].

4.3.5 Evaluation Metrics

There are several standard error measures that are being used to evaluate the
performance of quantifiers [46, 227].
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Bias This measure is applied to binary quantification problems in which the
symbol of the error is important (to check whether the model is under- or
overestimating the prevalence value).

Bias(p, p̂) = p̂− p (4.9)

Absolute Error (AE) The absolute error stands for the absolute difference
between estimated class prevalence values and true prevalence.

AE(p, p̂) = |p̂− p| (4.10)

Squared Error (SE) The square error is used to penalise large deviations in
the predictions.

SE(p, p̂) = (p̂− p)2 (4.11)

Relative Absolute Error (RAE) The relative absolute error is used to penalise
those small errors if the true class prevalence is small. Since it may be unde-
fined in some cases, it is a common practice to add a smoothing constant.

RAE(p, p̂) = |p̂− p|
p

(4.12)

Kullback-Leibler Divergence (KLD) It is also known as normalised cross-entropy.
However KLD is the de-facto standard for binary quantification, it is not a true
metric and it is less interpretable than the ones presented above [227].

KLD(p, p̂) =
∑
l∈L

loge

pl

p̂l
(4.13)

There are also mean versions of AE, SE, and RAE, that are called Mean Absolute
Error (MAE), Mean Squared Error (MSE) and Mean Relative Absolute Error
(MRAE), respectively. MAE is more robust when facing outliers, however MSE
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tends to penalise big differences. MRAE relativise the error, since it is not the
same a 0.1 absolute error when the class prevalence is 0.95 than when it is
0.05.

4.4 Experimental Work

In order to check whether adjusted aggregation perform better than classify
and count methods (which is the naïve approach, yet the most popular in
the literature), we used the  PHEME dataset [188]. It presents tweets
classified as rumour or non-rumour. There are nine topics named Charlie Hebdo,
Ebola Essien, Ferguson, Gemarn Wings Crash, Gurlitt, Ottawa Shooting, Prince
Toronto, Putin Missing and Sydney Siege. Topics do not present overlapping
timestamps (see figure 4.3 Õ), therefore it is important to keep this feature
out of the classifier’s visibility to prevent data leakage. Figure 4.2 Õ presents
histograms of class counts, both aggregated and on a per-topic basis.
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Tab. 4.1.: Experimental parameter setup for evaluation protocols

prior probability shift covariate shift

train test train test

parameter APP NPP APP NPP APP APP

prevalence points 101 - 101 - 9 9
repeats 5 505 5 505 1 1
sample size 3000 3000 100 100 2500 100

We used python 3.10.5, sklearn 1.1.1, quapy 0.1.6, numpy 1.23.0 and several other
non-critical utilities. We compared the performance of CC, PCC, ACC, PACC
and EMQ, using Logistic Regression (LR) as base classifier. LR was chosen
because it outputs fairly well-calibrated posterior probabilities [233]. We
used both NPP and APP evaluation protocols (please refer to table 4.1 ! for
parameters, page 125).

Tweets are 300-dimensional truncated SVD embeddings obtained from TF-IDF
encodings. We performed a simple 80% split for training, with the remaining
20% left for test purposes. Tests instances are never used during the training
phase, either by the classifier or by the quantifier. Whenever a validation split
is required (i.e., when ACC and PACC compute the adjustment), it is obtained
from the training set. Time sampling was performed using 30-minute win-
dows. Since tweets of different classes are not being uniformly published (see
figure 4.5 Õ), time sampling will result in a prior probability shift (please
refer to table 4.4 ! to see normalised histogram of class prevalence values per
window, page 126). This is the kind of problem where adjusted classify and
count quantifiers excel. Since topics naturally evolve over time, time-based
windows may also present covariate shift. We ran binary quantification tests
(using just the rumour/non-rumour classes, however we performed artificial
sampling to vary topics prevalence to input covariate shifts). In order to mea-
sure performance, we used AE, RAE, SE and KLD. Most figures present results
in terms of AE, since it can be easily interpreted.
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Fig. 4.5.: Topic tweet distribution sampled in 30-minute windows.
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4.5 Results and Discussion

We conducted four main lines of experiments to see how quantification is
affected when several shifts are inputted either to the training or test set.
Throughout this section, we will try to answer the following questions:

1. How does the training sample affect quantification performance?
Since documents obtained from the time-based sampling are already
sampled by Twitter API, it is important to know how a biased training
set would affect a real-case scenario.

2. What is the typical behaviour of a quantifier when there is a prior
probability shift in the test sample? Once we have a trained quantifier,
it is important to know how it will behave with samples whose class
prevalence values differ from the ones seen in train.

3. How does a change of topic (but not class) affect quantification
performance? This is a typical situation in SNS when a subject is
discussed over time. Especially during events such as political debates in
which several topics are discussed (e.g., economy, foreign policy, health
system...). We artificially modify topic prevalence values both in train
and test samples.

How does training drift affect quantification of a steady test sample?

We generated 3000-instance samples using a grid of 101 prevalence points
with 5 repetitions and discarded the ones that had less than 2 instances in any
of the two classes. We trained quantifiers in each sample and then we used
it to estimate class prevalence values in a fixed test set. Figure 4.6 Õ shows
results in terms of absolute error.

CC presents a V-shaped error profile with the minimum error centred in 0.5,
i.e., when the classes are totally balanced. PCC shows the same kind of profile,
however the minimum error correspond to the point in which the training
prevalence matches the test distribution. ACC, PACC and EMQ show U-shaped
profiles, with different variability. Larger dispersion rates are present when
the prevalence of any of the two classes is close to zero, which suggest that,
even with the adjustments, the underlying classifier is not performing good
enough to properly estimate prevalence values. ACC works best when the
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Fig. 4.6.: Absolute error when predicting test set class prevalence values when training
with artificially-sampled training sets. PACC is the most stable method, as
well as the best performing one.

training prevalence is almost balanced. In our tests, it seems like this range
goes from [pte, 1 − pte], where pte is the true prevalence of the test sample.
EMQ show superior predictions when both classes are balanced, despite that
the error rates are generally lower than when using CC. PACC shows the
best overall behaviour, with minimum error rates even with very imbalanced
training samples. Moreover, it is the model with the lowest dispersion in the
error distribution, and it manages to keep the absolute error below 0.1 in most
cases.

How does test drift affect quantification?

This is the most typical experiment when dealing with quantification tasks.
Our setup consist in a fixed training set and 100-instance samples for tests
purposes. Test samples are artificially generated using a grid of 101 prevalence
points with 5 repetitions. In this case, we do not discard any sample, since the
quantifier should be able to accurately predict one-class samples.

Figure 4.7 Õ shows absolute error distribution with respect to sample drift.
Both CC and PCC are monotonically non-decreasing and, although PCC dis-
persion rates are lower, both of them are more or less constrained within the
same error interval. Remaining quantifiers are non-monotonic. Absolute error
for these quantifiers is constrained under 0.2 in most cases. After surpassing a
40% drift, they present a clear increase in the error but also in stability.
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Fig. 4.7.: Absolute error when predicting artificially sampled test samples when train-
ing with the standard training set. Red line represents the mean value.
Results show that PCC is the most stable method and PACC present the
lowest overall error.

How does a change of topic affect quantification?

There is a typical situation in SNS that may affect classification and quantifica-
tion performance, since it inputs covariate shift. When discussing a specific
subject over time, documents may present different feature distribution or
even distinct words and/or feature importance. This is particularly noticeable
when retrieving content using event-related streams (e.g., political debates
and natural disasters).

To test how this kind of shift will affect quantification performance, we gener-
ated artificial samples varying the topic prevalence (regardless of the class),
using a grid of 9 prevalence points and 1 repeat. We drastically reduced the
number of prevalence points since there are 9 topics, which means that main-
taining the previous setup will yield 3 · 1011 recombinations. We performed
two kind of experiments:

1. 2500-instance samples used as training sets with varying topic prevalence
values. Test set is static and the same for all the trained models. The
purpose of this experiment is to check how a drift in training would
affect production performance.

2. 100-instance samples used as test sets with varying topic prevalence
values. A unique model is trained over the train set. The purpose of this
experiment is to check how a change of topic (while maintaining the
same target variable) scenario would affect quantification performance
in a real-case scenario.
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Fig. 4.8.: Absolute error when using artificially-generated samples with different topic
prevalence values as train and test sets, respectively.
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Figure 4.8 Õ present results for both experiments in terms of absolute error.
EMQ shows the worst performance in almost every case for both experiments,
which is expectable. Since the Expectation-Maximisation mechanism is sensible
to feature distribution, its performance would suffer when distributions are
altered. PCC seems to have the best results when varying training topic
prevalence, which suggests that the adjustment computed by ACC and PACC
needs a representative training set to be able to correct the estimates without
increasing the error rates.

When artificially varying the test samples, PACC is between the best performers
in artificial tests. In some topics, PCC performance shows a natural detriment
consistent with prior probability drift.

It is specially interesting to compare the cases of topic 6 and 7 between both
experiments. ACC and particularly PACC show an improvement in terms of
absolute error with higher drifts in train, while these show higher errors in test.
Although further experiments are required, this results suggest that artificially
balancing topics in train may result in better performance when estimating
prevalence on variable test samples.

Figure 4.9 Õ and 4.10 show absolute error in a nine-per-nine grid when
varying topic prevalence values in training; as for the second experiment,
Figure 4.11 Õ and 4.12 show the same grid in testing. PCC shows the best
overall performance when varying the training set while PACC perform the best
with varying tests samples. All in all, our experiments confirm that covarite
drift drastically affect quantification performance.
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4.6 Similarity-based Quantifiers

Covariate distribution drifts induce higher error rates when using well-known
quantifiers. Multiple changes can be observed while attending to the dif-
ferent topics that are involved in the dataset. Figure 4.13 Õ shows feature
importance with respect to the topic. Charlie Hebdo, Ferguson, German Wings
Crash, Sydney Siege and Ottawa Shooting have similar importance distribution,
although with some differences that are more noticeable in the case of German
Wings. Furthermore, Gurlitt, Prince Toronto and Putin Missing are the most
different in terms of importance.

Figure 4.14 Õ show word clouds for every topic. http makes reference to
links, which seem to be a good predictor to distinguish between rumours
and non-rumours for the German Wings Crash topic. Different topic involve
different words, which intuitively suggest that a representative sample of all
topics need to be present in the training set for the classifier to learn upon.

Attending to their features, it is possible to study how different topic instances
distribute over the input space. Figure 4.15 Õ shows a grid of 9-per-9 pairwise
feature distribution with respect to the class and topic. There are several cases
in which topics are linearly separable (e.g., feature 4 for prince-toronto and 3
for ottawashooting).

We thought that we could obtain better quantification performance using
either (1) similarity measures to adjust posterior probabilities attending to
its neighbours or (2) clustering algorithms to train several quantifiers that
specialise in different inputs. We applied k-means clustering algorithm with
k = 9 to check if unsupervised algorithms are capable of detecting each topic.
Figure 4.16 Õ show detected clusters and Table 4.2 ! shows different metrics
to compare calculated cluster with ground-truth topics. At first sight, it seems
like calculated clusters match the original topics. However, similarity measures
are valued close to the mid-range point, which suggest that our clusters are
noisy and not a perfect match with respect to the original topics.
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Fig. 4.13.: Per-topic impurity-based feature importance when using 300-dimensional
truncated SVD features to predict tweet class.

Fig. 4.14.: Per-topic TF-IDF feature importance when predicting document class.
*Ebola-essien topic show word frequency instead of feature importance
due to low number of instances.

Tab. 4.2.: Comparative measures between clusters and ground-truth topics.

metric score

Adj. Rand Index 0.3859
Adj. MI 0.5486
Norm. MI 0.5550
Homogeneity 0.5601
Completeness 0.5500
V-measure 0.5550
Fowlkes-Mallows 0.5091
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In order to study if similarity-based quantifiers are valid solutions, we gener-
ated an artificial dataset that is composed of 3 data blobs (two overlapping
ones, that are from opposite classes, and another isolated one that belongs to
the positive class). Figure 4.17 Õ shows how blobs are distributed over the
input space.

Distance-based similarities

Given a training sample τ and a test sample σ, such that D = τ ∪ σ, ACC
adjustment is calculated as follows:

p̂(yi) = p̂0(yi)− fpr

tpr − fpr
(4.14)

which is equivalent to:

p̂(yi) = p̂0(yi)
(

1
tpr − fpr

)
− fpr

tpr − fpr
= ap̂0(yi) + b (4.15)

being a and b two terms that define a linear combination. Since the uncorrected
prevalence value p̂0(yi) = |{x∈σ:h(x)=+1}|

|σ| ,

ap̂0(yi) + b = b + a

|σ|
∑
x∈σ

h(x) =
∑
x∈σ

ah(x) + b

|σ|
(4.16)

therefore the linear combination can be applied directly to classifier predictions.
Analogously for the case of a soft classifier s and a PACC adjustment, the
linear combination can be applied to classifier posterior probabilities without
changing the expected result. Notice that, in such case,

p̂0(yi) = 1
|σ|

∑
x∈σ

s(x)i (4.17)

From here, we tried to individually influence the adjustment for each data
point such that it takes into account the similarities towards known points.
Intuitively, this would work as if true and false positive rates were computed
locally, within a similarity radius.
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Let sim be a similarity measure and λ a similarity threshold. For each data
point x ∈ D, it is possible to obtain a similarity neighbourhood of x such
that

neighλ(x) = {t ∈ τ : sim(t, x) ≥ λ} (4.18)

However, we can only compute misclassification rates with known data points,
therefore we applied a cross-fold validation scheme to compute mean tpr and
fpr for each point in training. Let τ and τ ′ be training and validation folds.

∀t ∈ τ ′, tpr(t) =
∑

x∈D+∩neighλ(t)

s(x)1

|D+ ∩ neighλ(t)| (4.19)

∀t ∈ τ ′, fpr(t) =
∑

x∈D−∩neighλ(t)

s(x)1

|D− ∩ neighλ(t)| (4.20)

Therefore every training point will have local tpr and fpr attributes. When
used to predict, each adjustment would be calculated as the weighted mean of
their neighbours, such that:

Ltpr(x) =
∑

t∈neighλ(x) sim(x, t) ∗ tpr(t)∑
t∈neighλ(x) sim(x, t) (4.21)

Lfpr(x) =
∑

t∈neighλ(x) sim(x, t) ∗ fpr(t)∑
t∈neighλ(x) sim(x, t) (4.22)

∀x ∈ σ, s′(x) = s(x)− Lfpr(x)
Ltpr(x)− Lfpr(x) (4.23)

and, ultimately,

p̂(yi) = 1
|σ|

∑
x∈σ

s′(x)i (4.24)
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Tab. 4.3.: Behaviour of the denominator as Ltpr and Lfpr increase or decrease.

Lfpr ↓ Lfpr ↑
Ltpr ↓ den↓ den−
Ltpr ↑ den+ den↓

If λ = 0, values of Ltpr and Lfpr are forced to 1 and 0 respectively, so there is
no adjustment and it behaves like PCC. If λ = 1, it is straightforward to prove
that D{+,−} ∩ neigh1(t) = D{+,−}. Consequently, Ltpr = tpr and Lfpr = fpr,
which implies that the adjustment is equivalent to PACC, since:

p̂(yi) = 1
|σ|

∑
x∈σ

s(x)i − fpr

tpr − fpr
=

1
|σ|

∑
x∈σ s(x)i − fpr

tpr − fpr
= p̂0(yi)− fpr

tpr − fpr
(4.25)

We used cosine similarity and variable λ settings to study the behaviour of
our proposal. Unfortunately, initial results were not promising and led us to
discard this approach.

Let us start by analysing equation 4.23. Ltpr and Lfpr are local extrapolations
of the misclassification rates that happen to occur in a λ radius centred in
a test point. It does not have either the same interpretation nor the same
behaviour than actual misclassification rates, but it is easy to understand how
they influence the posterior probabilities of such test point.
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Fig. 4.18.: Local adjustment behaviour when using euclidean distance with radius 0.5
(only for illustrative purposes).

Table 4.3 ! shows the typical behaviour of the denominator of equation 4.23
when varying local adjustments. The expected behaviour happens when the
local true positive rate is larger than the false positive rate. In such case, the
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Fig. 4.19.: Local adjustment behaviour when using cosine distance (radius 0.02 and
0.5, respectively).

denominator would be greater than zero and the linear combination would
adjust posterior probabilities to our needs. However, when Ltpr ≃ Lfpr,
denominator would be too small and s′(x) would be distorted.

Figure 4.18 Õ was made for illustrative purposes. It uses euclidean distance as
a similarity measure (data points in a 0.5 radius). Denominator is only defined
when Ltpr and Lfpr are both defined. However, in such cases in which their
values are close, denominator is close to zero and therefore the adjustment
get distorted. It is possible to see data points with extreme values that would
affect the prevalence estimation (see equation 4.24).

Figure 4.19 Õ show the same setup however using cosine similarity. Results
are not as dramatic yet they present the same behaviour. When local mis-
classification rates are close to each other, or when the Lfpr is greater than
Ltpr, adjustment is extreme and induces a significant error while counting
(prevalence value).
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Using 0.5 radius for cosine similarity yields an adjustment that, while over
optimistic, is coherent with data distribution. Unfortunately, optimal λ values
highly depend on distribution attributes, such as dispersion rates, density
and cardinality. Therefore, it needs to be tuned for each part of the decision
boundary. Apart from intractable, λ values when performing model selection
tend to be as larger as possible, since this is the overall optimal solution (and
the definition of PACC).

In our numerous experiments, we could not find a setup in which similarity-
based quantifiers improved the performance of traditional quantifiers.

4.7 Political Debates: a Case Study

We used what we learned from the experiments on the  PHEME dataset
and we applied it to one of our political debates dataset. We aim to study
sentiment prevalence estimation in a dataset of tweets related to an event
(tweet time-series). In order to do so, we train our quantifier over a subset of
tweets uniformly sampled in time. Then, we would use time windows with
different resolutions to obtain tests samples of tweets over time. This approach
serves two purposes:

• The quantifier would be aware of all the topics and feature distributions.
In section 4.5, we concluded that covariate shifts dramatically affects the
quantification performance, therefore it is necessary to provide a wide
scope of tweets to train the quantifier.

• Quantification error could be measure at different points of the time-
series to check whether it is homogeneous or not.

We used a pre-trained BERT model to obtain the document sentiment values
for all the tweets in our dataset. The quantifier would hence qualify as a
surrogate model, which is not optimal for production but still useful in a test
setup like ours.

We applied simple preprocessing mechanisms to tokenise the tweets, and
to remove URLs and stop words. Tweet aggregation was performed using
30-second windows. Using a five-fold cross-validation scheme, we measured
quantification performance on a per-window basis.
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Fig. 4.20.: Debate tweet count

There are five thematic blocks during the debate:

• Cohesión de España, regarding Spanish domestic politics and mainly
focused on Catalonia’s independency. It lasted approximately 38 minutes.

• Economía, related to economical strategies. It lasted 27 minutes.

• Política Social, that was about social politics. It lasted another 27 minutes.

• Calidad Democrática, in which the candidates discussed how to maintain
a trustworthy democracy. It lasted 28 minutes.

• Política internacional, regarding Spanish international politics. It lasted
27 minutes.

Figure 4.20 Õ shows tweet count during the debate. At first, it is noticeable
that the number of published tweets was gradually increasing until one of the
candidates applied a controversial strategy which radically rose the number of
tweets (14 minutes after the start of the debate). Another spike in popularity
can be observed very close to this first one, in which the same candidate
showed a multiple-page list to attack a political opponent. From here until the
end of the first break, tweet count oscillated around 450 tweets per 30-second
window. There was a little recession during the second and third parts of
the debate, until another two consecutive events rised the tweet count. The
first one was induced by one of the moderators, which accurately pointed
out that there were five male candidates discussing gender equality; a few
minutes later, one of the candidates mispronounced a word that resulted in
another one with sexual connotations. From these events until a little before
midnight, tweet count oscillated around 500 tweets per 30-second window.
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Lastly, the number of tweets started to decrease. 20 minutes past midnight,
people complained about the late schedule of the debate and the popularity of
the event decreased to its minimum.
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Fig. 4.21.: Sentiment prevalence count and PACC prevalence estimation

After applying pre-trained BERT sentiment analysis, we noticed tweets tend
to be rather negative. Figure 4.21 Õ shows prevalence count of positive and
negative classes in 30-second windows. We also included PACC estimates as a
reference. Error-prone windows are close to the events described in the para-
graph above. This is actually expectable since those events are extraordinary
situations that resulted in memes and a lot of jokes.

From the application of well-known quantifiers (see figure 4.22 Õ), we discov-
ered that PCC yields best results in terms of absolute error. CC approach, which
is the most popular one [46], is the worst performing quantifier. EMQ shows
good performance except in those segments related to the first popularity spike,
15 minutes after the debate. Since EMQ is based on expectation-maximisation,
its behaviour is expectable for aforementioned reasons (features deviate from
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Fig. 4.22.: Absolute error when quantifying over windows of different resolutions.

the original distributions, since they are kind of unrelated to politics). Adjusted
classify and count methods (ACC and PACC) show better performance than
CC, however they are not able to improve PCC results.

4.7.1 Probabilistic Time-Adjusted Classify and Count

As we studied in section 4.5, covariate drift affects quantification performance.
In light that the adjusted aggregation is less precise than a straightforward
probabilistic count, we tried to predict the best adjustment for each window.
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The hypothesis is that each window would present a particular drift against
a full-range training set. Therefore, if we could predict both terms of the
adjustment (tpr and fpr) for each window, we would be able to make better
prevalence estimations. Analogously to section 4.6, our assumption is that we
can model the misclassification rates to make a local adjustment during the
aggregation phase of the quantifier.

To that end, we propose a model in which two regressors are trained over
the feature matrix to predict a target variable (see figure 4.23 Õ), which
are the true and false positive rates of the classifier for each window (i.e.,
different covariates distributions). We will refer to this strategy as Probabilistic
Time-Adjusted Classify and Count (PTACC).

However, PTACC introduces two new predictions ( ˆtpr and ˆfpr), and hence
additional noise. The model would not only suffer from the errors of the classi-
fier but also from the errors when trying to predict the necessary components
for the prevalence count adjustment (see figure 4.24 Õ).
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Fig. 4.24.: tpr and fpr prediction errors through time.

Especially in the case of tpr predictions, absolute error is high. Consequently,
per-window adjustment result are not sufficient to improve PCC results. PTACC
improves PACC results a little, however it does not make out for the additional
overhead of the model.

Figure 4.25 Õ show diagonal plots of the tested quantifiers. These are very
explanatory figures in which true prevalence values are represented in the x-
axis against predicted prevalence values (in the y-axis). The perfect quantifier
would be the line resulting from the function y = f(x) = x, a line of unitary
slope without any kind of offset. The closest the quantifier is to the diagonal,
the better.

PCC shows almost perfect behaviour under samples with prevalence values
below 0.4. It improves the estimations of CC, that is the most common
aggregation approach in literature. On the contrary, ACC, PACC, EMQ, and our
proposal (PTACC) present higher error rates and deviation from the perfect
quantifier (see figure 4.26 Õ).

Comparing between folds, PTACC shows slightly less dispersion than PACC,
however PCC the quantification method with the lowest standard deviation,
marginally lower than CC (the naïve approach). Coherently with what we
have seen in literature, classic classify and count can be improved just by doing
a probabilistic count instead of a crisp one.
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Fig. 4.25.: Diagonal plots of true prevalence against predicted prevalence for different
quantifiers.

Analogously to section 4.6, local adjustment of posterior probabilities before
aggregation does not improve existing methods. This conclusion suggests that,
although temporal and spatial similarities can arguably be used to improve
the adjustment, the most straightforward approaches are not sufficient and
further research is required.

4.8 Conclusions

Real-time Twitter monitoring is a popular application of the social network’s
data. Although some of these application deal with individual data, the most
popular task in the social network is sentiment estimation. When estimating
class prevalence counts (in the case of sentiment, positive and negative classes),
there are other approaches to the traditional classify and count.
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Fig. 4.26.: PTACC absolute error when quantifying over windows of different resolu-
tions.

Previous work established that quantification methods are useful for such
scenarios, and they propose a change of perspective to stop dealing with these
problems as if they were classification tasks. Their proposal is not only valid for
static SNS databases but also for real-time retrieval and time-based analysis.

After analysing the different type of bias that may be present in SNS, we ex-
plored current state-of-the-art in quantification, error measures and evaluation
protocols. We measure the influence of prior probability shift and covariate shift
both in training and test samples, and we determined that adjusted methods
(like ACC and PACC) are the best option when dealing with prior probabil-
ity shift, while PCC is the best performing quantifier for feature distribution
drifts.
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We tried our own proposal for prevalence count adjustment from a similarity-
based perspective. Our hypothesis was that a fine-tuned adjustment based on
local mislassification will improve the prevalence estimation. Unfortunately,
our results did not improve the baselines. This open a new research avenue,
since other methods and techniques (i.e., label propagation literature) may be
applied to improve results.

Taking into account our findings, we studied the performance of quantifiers
when predicting over time-based samples in one of our datasets. Since both
prior probability shift and covariate shift are present in the samples (discussed
topics vary over time), PCC yielded the best overall performance. Analogously
to similarity-based quantifiers, we tried to adjust prevalence estimations with
time-based predictions of misclassification rates. However, results did not
improve the baselines. We think that both spatial- and time-based adjustments
can be addressed with similar approaches and we expect to continue with this
line of work in the future.
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Exploratory Data
Analysis of 2019 Spanish
General Elections
Dataset

5

During the development of this dissertation, we built several supervised
datasets mostly related to politics. However, one of them was also anno-
tated following a taxonomy of emotions [234]. In this chapter, we perform
an exploratory analysis this dataset and a we explore how these features vary
among parties and political wings.

The 2019 Spanish National Elections dataset is composed of more than 120k
tweets that were retrieve using the hashtag #Debatea5RTVE during a main
political event on November 2019. Tweets belong to more than 50k users. It
was annotated in terms of sentiment towards each presidential candidate (5
labels) and also with a full taxonomy of emotions (62 labels) [234].

5.1 Feature Analysis

Political parties

Whether the tweet is positive or negative towards each political party. There
are 5 possibilities, that are:

• Cs, as in Ciudadanos.

• PP, as in Partido Popular.

• PSOE, as in Partido Socialista Obrero Español.

• VOX.
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Fig. 5.1.: Affinity and sentiment count stats for the annotated tweets in the dataset.

• UP, as in Unidas Podemos.

A document is annotated as positive or negative when there is evidence for or
against a political party, a candidate or any other party member. These labels
may be propagated using the property expansion algorithm (please refer to
section 2.4).

Figure 5.1 Õ shows sentiment prevalence towards each political party, as well
as overall tweet affinity. UP and PSOE are the parties with bigger counts of
positive tweets; on the contrary, Cs and PP present the lower positive counts.

In terms of overall sentiment, UP and VOX represent roughly the 86% percent
of positive tweets. Both parties are considered populist [235, 236], hence it
may be related to its popularity in social media [237].

Binary gender

To annotate gender, we took into account the name and the description of the
user, but we advised to disregard profile pictures.
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Fig. 5.2.: Sentiment count stats for the expanded annotations in the dataset.
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Fig. 5.3.: Histogram of gender

The only political party with higher prevalence of female users is PSOE. UP
has the highest absolute count of female users, however data shows that they
have twice as males. This also happens for VOX.

Age

User’s age group. It is only annotated for those users who show strict evidence
in their profile (such as birth date or a mention in their description).
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Fig. 5.4.: Per-party gender stats.
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Fig. 5.5.: Histogram of age

SNS are known to have a higher prevalence of some age groups, depending
on the platform and its target. Most of Twitter users are between 25 and 34
years old [238], however the politics topic show a higher prevalence of users
between 35 and 44 years old (see figure 5.5 Õ).

In terms of age by political party, samples for PP and Cs are not representative.
PSOE is linked to users in the 35-44 age group, as well as VOX. UP most
popular age group is 25-34, followed by 35-44 and 45-54 years old (see
figure 5.6 Õ).

35-44
0

0.5

1

age for Cs

age

25-34 35-44
0

0.5

1

age for PP

age

18-24

25-34

35-44

45-54

0
5

10
15
20
age for PSOE

age

13-17
18-24
25-34
35-44
45-54
55-64
65+

0
10
20
30
40

age for UP

age

18-24

25-34

35-44

45-54

55-64

65+

0

5

10

age for VOX

age

Fig. 5.6.: Per-party age stats.

Sentence type

There are four types of sentences:

• Declarative, which are used to make statements.

• Exclamative, used to express strong emotion.

• Imperative, used to order the addressee to do (or not) something.

• Interrogative, that are used to get information from the addressee.

Most common type is declarative, and there are not significant differences
between political parties.
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Fig. 5.7.: Histogram of sentence type
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Fig. 5.8.: Per-party sentence type stats.

Speech act

Types of speech act are:

• Representative sentences, such as assertions, statements or claims.

• Commissive sentences, such as promises, oatchs or threats.

• Directive sentences, like commands, requests or invitations.

• Declaration sentences, like blessings, arrests and judicial speechs acts.

• Expressive sentences, that make assessments of attitudes, like greetings
or apologies.

• Verdictive sentences, that are used to make judgement about the acts of
a third person.

In line with the sentence type, the most common case is representative sentences.
Once again, there are no significant differences between parties.
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Fig. 5.9.: Histogram of speech act.
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Fig. 5.10.: Per-party speech act stats.

Pragmatic function

Most difficult scenario in terms of pragmatic function is to detect irony. Writ-
ten extreme statements can be easily confused with ironic statements, and
sometimes it is impossible to distinguish between them without context.

• Literal, when the author wants to manifest exactly what is written.

• Metaphorical, that are symbol of something else.

• Ironic, when the author wants to manifest the opposite of what is written.

• Sarcastic, a sharp form of irony meant to ridicule someone.

• Rhetorical question, that are not meant to be taken literally and expect
no answer.

• Hyperbole, an exaggerated figure of speech.

Although users with affinity towards PP show a higher prevalence of metaphor-
ical sentences with respect to ironic ones (which is not the common case) the
sample is not representative enough to assert conclusions.

160 Chapter 5

Exploratory Data Analysis of 2019 Spanish General Elections
Dataset



literal metaphorical ironic sarcastic rhetorical question hyperbole
0

500

1000

co
un

t

Fig. 5.11.: Histogram of pragmatic function.
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Fig. 5.12.: Per-party pragmatic function stats.

Mood

There are two possibilities:

• Realis, that are factual information or plain statements.

• Irrealis, that are situations or actions not known to have happened.
It applies to imperative and interrogative clauses, desires, conditional
clauses...
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Fig. 5.13.: Histogram of mood.
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Fig. 5.14.: Histogram of document sentiment.

Document sentiment

It stands for the overall sentiment of the tweet. It is used to determine whether
the writer’s attitude towards a topic or entity is positive, negative or neutral.

There is a higher count of negative tweets, which means that the general
attitude towards the event is negative. This is something expectable taking
into account the overall wear of public opinion regarding politics, due to the
fact that it was the second time that national elections were celebrated in 2019
as a results of the candidates inability to constitute a government.
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Fig. 5.15.: Per-party pragmatic function stats.

Implicit connotations

Whether a document have implicit emotions than differ from what is explicitly
written. This category is used as a general label to encompass all tweets
that cannot be taken literally. Subsequent labels are duplicated in terms of
connotation and denotation, in order to better model what is written versus
what the author means.
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Fig. 5.16.: Histogram of implicit connotations.

Type of trigger

It refers to the nature of the entity that is causing the emotional reaction.
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Fig. 5.17.: Histogram of type of trigger.

Surprise

Documents with words or expression of astonishment.
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Fig. 5.18.: Histogram of surprise.
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Interest

Documents with words or expression that express attraction towards some-
thing.
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Fig. 5.19.: Histogram of interest.

Inclination

Documents with words or expression that express a special feeling towards
something.
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Fig. 5.20.: Histogram of inclination.

Security

There are nine possible values for this label:

• Anxious, that stands for eager of mental distress.

• Calm, when there are words or expressions manifesting peace or freedom
from worry.
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Fig. 5.21.: Histogram of security.

• Confident, when there is evidence of having full assurance.

• Confused, when the author manifest having difficulty understanding
something.

• Distrustful, when the author express its inability to trust.

• Doubtful, that stands for uncertainty in the outcome.

• Embarrassed, when the author is ashamed.

• Fearful, when there are words or expressions of worry, concern or anxiety.

• Trusting, when the document express inclination to confide.

In this category, doubtful and distrustful are the most common emotions,
followed by confident and trusting (see figure 5.21 Õ). Explicit content is
significantly more popular than implicit connotations, although there are some
differences among parties.

Figure 5.22 Õ shows per-party security histograms. We do not present results
for PP and Cs due to the small size of these samples. VOX show a higher
rate of denoted security with respect to connoted security. Tweets related to
this political party tend to be more explicit than the rest, while PSOE shows
the highest levels of distrust, both in terms of denotation and connotation.
Confidence for UP is higher than the rest, even surpassing distrust. Fear is also
higher for the left-wing coalition, even more than PSOE and VOX together.

Happiness

The happiness category is composed of four possible values:
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Fig. 5.22.: Per-party security stats.

• Angry, related to resentment.

• Frustrated, having a feeling of dissatisfaction.

• Happy, words or expressions or delight.

• Sad, when the author manifest unhappiness.
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Fig. 5.23.: Histogram of happiness.

Figure 5.23 Õ shows count histogram of happiness. Frustration and anger
are the two most prevalent values, followed by happiness itself. Differences
between political party are not as significant, however PSOE still shows higher
rates of connoted emotions (see figure 5.24 Õ).

Liking

This is a binary class representing author’s preference (or not) towards some-
thing.

166 Chapter 5

Exploratory Data Analysis of 2019 Spanish General Elections
Dataset



angry
frustrated

happy
sad

0

5

10

happiness for PSOE

angry
frustrated

happy
sad

0

20

40

60

happiness for UP

angry
frustrated

happy
sad

0

5

10

15

happiness for VOX

Fig. 5.24.: Per-party happiness stats.
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Fig. 5.25.: Histogram of liking.

Love

Another binary class representing author’s passionate affection (or antipathy)
towards something.
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Fig. 5.26.: Histogram of love.

Respect

Respect is a binary category that stands for author’s regard for something.
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Fig. 5.27.: Histogram of respect.

Figure 5.28 Õ shows that, even relative orders between category values are
respected, there are some differences between parties. UP has the most similar
counts between connoted and denoted emotions.
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Fig. 5.28.: Per-party respect stats.

Sympathy

The sympathy emotion category refers to empathy or compassion, or lack
thereof (indifference).
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Fig. 5.29.: Histogram of sympathy.
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In the context of this political debate, documents that show sympathy are half
the ones that show indifference.

Tolerance

Tolerance is the quality of having an open attitude towards other people’s
beliefs or actions.

intolerance tolerance
0

10

20

30

40

tolerance denotation connotation

co
un

t

Fig. 5.30.: Histogram of tolerance.

Once again, intolerance is twice as common as tolerance. It is particularly
interesting to observe that the two populist parties’ related tweets are likely to
be intolerant (see figure 5.31 Õ).
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Fig. 5.31.: Per-party tolerance stats.

Type of appraised

This category refers to the nature of the entity that is assessed (both ethically
and/or aesthetically).
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Fig. 5.32.: Histogram of type of appraised.

Although the prevalence of both classes are very similar, animated entities are
slightly frequent.

Impact

Impact has two possible values, that are dull (boring, not lively) and fascinating
(great attraction).
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Fig. 5.33.: Histogram of impact.

Quality

Quality refers to a document being charming or beautiful to the senses.

Balance

Balance stands for a document that is harmonious (agreement of feeling or
attitude) or discordant (disagreeing).
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Fig. 5.34.: Histogram of quality.
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Fig. 5.35.: Histogram of balance.

Complexity

As its own name specifies, complexity stands for the author’s perception of
simplicity.
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Fig. 5.36.: Histogram of complexity.

Significance

Significance speaks to the importance of the matter in question.
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Fig. 5.37.: Histogram of significance.

Benefit

It relates to the purpose of the document, and whether it is constructive or
not.
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Fig. 5.38.: Histogram of benefit.

Propriety

This feature tries to answer the question “how far beyond reproach?”.
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Fig. 5.39.: Histogram of propriety.

Documents annotated as bad are four times more frequent than good ones.
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Veracity

Veracity makes reference to the observed truth in the statement.
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Fig. 5.40.: Histogram of veracity.

As expected from previous results, most authors manifest disappointment
towards the topic, and there are no differences among political parties (see
figure 5.41 Õ).
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Fig. 5.41.: Per-party veracity stats.

Normality

This category tries to model the speciality of the matter.

Figure 5.42 Õ shows that Twitter users tend to think that situations are ab-
normal almost twice as frequent with respect to normal statements. However,
there are noticeable difference between UP and VOX, being the latter more
balance with respect to the left-wing coalition and with respect to the general
case (see figure 5.43 Õ).
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Fig. 5.42.: Histogram of normality.
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Fig. 5.43.: Per-party normality stats.

Capacity

Capacity is designed to label those documents that manifest the ability (or lack
thereof) of someone to deal with certain situation.
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Fig. 5.44.: Histogram of capacity.

Implicitly, most tweets assess the capacity of the subject as incapable, however
they do not explicitly say so (see figure 5.44 Õ). Figure 5.45 Õ shows the
same kind of behaviour between political parties, although UP shows a higher
count of denoted capability.
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Fig. 5.45.: Per-party capacity stats.

Tenacity

This category tries to answer the question “how dependable?”. The possible
answers are brave (showing courage) or cowardly (lack of courage).
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Fig. 5.46.: Histogram of tenacity.

Figure 5.46 Õ shows that braveness is almost always manifested explicitly, and
per-party aggregation shows that UP is the political party most related to the
brave quality in terms of tenacity (see figure 5.47 Õ).

5.2 Correlation Analysis

There are several ways in which we can measure statistical dependencies
between variables. Arguably, Pearson correlation coefficient is the most popular
one [239]. Given two random variables a and b, Pearson correlation coefficient
for a given sample is defined as in equation 5.1 [240].
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Fig. 5.47.: Per-party tenacity stats.

rxy =
∑n

i=1 (xi − x)(yi − y)√∑n
i=1 (xi − x)2

√∑n
i=1 (yi − y)2

(5.1)

Consequently, Pearson’s correlation is defined for numerical variables. Since
our dataset is mainly categorical, it is required to use one-hot encoded features
to obtain correlation coefficients. Figure 5.48 Õ shows Pearson’s correlation
matrix between variables.

Clearly, there are four blocks of correlated features. We will focus on the
upper triangle of the matrix, since it is symmetrical with respect to its diagonal.
The first block is composed of general document features, such as gender
and document sentiment. In the intersection between the horizontal and the
vertical stripes of non-correlated features, we can detect another block, which
stands for the propagated features. Since no other feature was propagated,
it is not possible to obtain correlations with them. Third block correspond
to correlations between general document features and emotions, while the
fourth (and biggest one), stands for correlations between emotions.

Unfortunately, since one-hot encoding results in a high number of binary
features, it is more difficult if not impossible to extract conclusions from the
matrix. Hence we will reduce the matrix to focus on highest correlations.

From here on, we will refer to users/documents that have positive sentiment
towards a political party with the acronym of that party followed by a + sign
(e.g., PP+, UP+), and analogously, followed by a − sign to denote negative
sentiment (e.g., PSOE-, VOX-).
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Fig. 5.48.: Pearson’s Correlation Matrix using one-hot encoded features. Feature
names have been removed due to size, however we will review each block
separately.

Which features are correlated with propagated labels?

Figure 5.49 Õ shows top correlations between propagated parties. Starting
with Ciudadanos, those that have a negative sentiment towards them (Cs-) are
strongly correlated with PP-, PSOE- and VOX- (with a coefficient higher than
0.7 in all three cases). Although lower, there is also a correlation between Cs-
users and those who have any kind of sentiment towards UP, regardless of it
being positive or negative (coefficient above 0.4 in both cases).

In the case of Partido Popular, PP- users also have negative sentiment for
Cs, PSOE and VOX, with a coefficient higher than 0.7 in all three cases.
Analogously to Cs, the party shows correlations with those users that are
interested in UP, regardless of their sentiment being positive or negative.

5.2 Correlation Analysis 177



Partido Socialista Obrero Español is the first party that presents a different
behaviour. PSOE- documents are also Cs-, PP- and VOX-. However, in this
case, there are less correlation with those users who are against UP, being the
lowest coefficient until now. On the contrary, those that are PSOE+ present a
slightly negative correlation with UP+ ones.

Unidas Podemos is the party whose sample is most representative, and its
correlations are straightforward to read. Most of the users that have negative
sentiment towards UP have affinity to PSOE+ or VOX+, although there are
also small positive correlation coefficients for PP and Cs. Analogously, UP+
documents tend to have negative sentiment towards the right-wing parties
and PSOE.

VOX behave in the same fashion. Those users that have negative sentiment
towards any of the three right-wing parties are also VOX-. UP+ users are also
highly correlated with VOX-. Users that have affinity to VOX are also correlated
with PP and Cs, however it presents negative coefficients with PSOE and UP
(left-wing).

There is almost no correlation with emotions. However, it is not possible to
conclude that political parties are not correlated with them. These results were
expected since these features were not propagated, therefore annotations are
partial and they are not suited to extract conclusions. However, it shows that
the property expansion mechanism is consistent to what we could expect from
reality.

Which features are correlated with manually-annotated parties?

Figure 5.50 Õ shows top correlations between political parties and the rest
of manually-annotated labels. In this case, it is possible to find correlations
with emotions, since manually-annotated tweets present the full range of
features.

Appreciation categories (i.e., impact, quality, balance, complexity, significance
and benefit) present mild correlation coefficients with UP+ and PP-. In the
case of PSOE+, its users prefer to denote appreciation rather than leaving it
implicit. In the case of Attention-grabbing categories (i.e., surprise, interest,
inclination), only left-wing parties seem to be correlated with them.
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Fig. 5.49.: Highest correlations between propagated political parties and emotions.

An interesting fact, that aligns with the campaign of the left-wing parties, is
that those users that are against one right-wing party are also against the other
two. This was part of the left campaign, that used to call them “trifachito”,
suggesting that a vote for one of them is the same as a vote for the other two
since the three of them were fascists.

PSOE+ users are the only ones showing inclination. VOX- are the only users
that are correlated with bad propriety and disrespect, they use both literal and
metaphorical pragmatic functions and are not only correlated with PP- and
Cs- but also with PSOE-, which suggests that these user are UP+. Cs- are
exclusively showing correlation with sarcasm, ironic, disrespect and incapable
connotations.

Does aggregation show us something different?

If we group tweets under the left-wing and right-wing categories, as well as
populists versus traditional parties, correlations decrease. The top coefficient
correspond to positive sentiment towards left-wing parties with a value of 0.51,
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Fig. 5.50.: Highest correlations between manually-annotated political parties and
emotions.

that translates to medium dependency. However, this cannot be used to draw
any conclusions since the aggregation forces positive-sentiment tweets into
the groups.

The main difference between left- and right-wing parties is capability. Right-
wing+ tend to denote the capacity of their candidates, while left-wing+ users
are correlated with a full range of emotions that do not include capacity.
Samples are quite imbalanced, therefore more annotations are required to
extract conclusions.

If we compare populist with traditional parties, there is a mild correlation
of the former with males and connoted emotions. Traditional parties tend to
be correlated with denoted emotions and literal pragmatic functions, being
populist parties the only ones using functions like metaphorical or verdictive
sentences.
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Fig. 5.51.: Highest correlations between aggregated parties and emotions.

5.3 Frequent Pattern Analysis

Frequent patterns are itemsets that appear in a dataset with a certain fre-
quency [241]. Most common example is market basket analysis, in which
customer’s baskets are mined to find which products are purchased together
(e.g., bread and milk) and, ultimately, build different profiles for buying habits.
Association rules are often used to find and extract such patterns [242].

The first step in the process is to mine frequent itemsets. That means, finding
patterns of item associations or correlations from a database. There are two
popular algorithms to find those itemsets:

• Apriori algorithm, which is based on the principles that non-empty
subsets of a frequent itemsets are also frequent; and that any superset
of a non-frequent itemset is, also, non-frequent. Therefore, it counts
the frequency of itemsets of size ik

i=1 only considering those where all
the subsets of length i − 1 are frequent. However, it present several
drawbacks, such as the number of candidates may be huge and it needs
k iterations over the database.

• FP-Growth (Frequent Pattern Growth), that avoids candidate generation
by using a Frequent-Pattern tree (FP-tree). It first scans the database to
build the data structure and the uses the FP-tree to find recurrent itemsets.
Since it compresses the dataset using a tree and avoid multiple passes
trough the database, it is particularly attractive for large databases.
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Association Rules Quality Measures

Once frequent itemsets have been extracted, association rules are generated.
For each itemset X, let Y ⊂ X : Y ̸= ∅ be the antecedent of the rule, such that
Y ⇒ (X − Y ), with (X − Y ) being the consequent of the rule. The frequency
of the association rule in the database is called support. The robustness of the
implication is call confidence.

Given a rule A ⇒ C extracted from a dataset D, we define support and
confidence such that:

support(A⇒ C) = P (A ∪ C) = |{t ∈ D : A ∪ c ⊆ t}|
|D|

(5.2)

confidence(A⇒ C) = P (C|A) = support(A ∪ C)
support(A) (5.3)

where t are transactions (or instances) of the database D.

In order for an association rule to be considered strong, it has to reach cer-
tain user-defined thresholds of support and confidence. However, confidence
present a major drawback, that is that if two events are unrelated, P (B|A)
can be equal to P (B) [243].

Lift measures the deviation of the rule from the statistical independency of
the antecedent and consequent. Lift will be 1 if A and C are independent.

lift(A⇒ C) = confidence(A⇒ C)
support(C) (5.4)

Leverage measures the difference between the frequency of A and C co-
occurring versus the expected frequency if A and C were independent. A value
of 0 implies independency [244].

leverage(A⇒ C) = support(A⇒ C)− support(A)× support(C) (5.5)

Conviction measures the consequent dependency on the antecedent. If the
clauses are independent, then conviction is 1 [243].
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conviction(A⇒ C) = 1− support(C)
1− confidence(A⇒ C) (5.6)

Political Parties Association Rules

We applied FPGrowth and extracted association rules from frequent itemsets
using our whole dataset of tweets. Table 5.1 ! shows association rules of
one itemset in the antecedent and consequent, and it reveals some expected
behaviour of our expansion algorithm.

Tab. 5.1.: Party-related association rules.

antecedents consequents ant.
supp.

consq.
supp.

supp. conf. lift lvrg. conv.

■ auto UP: positive ■ auto VOX: nega-
tive

.342 .595 .335 .982 1.651 .132 22.421

■ auto PP: negative ■ auto Cs: negative .683 .713 .673 .986 1.382 .186 19.794
■ auto UP: positive ■ auto Cs: negative .342 .713 .336 .983 1.378 .092 16.906
■ auto VOX: posi-
tive

■ auto UP: nega-
tive

.118 .363 .114 .960 2.648 .071 16.127

■ auto VOX: posi-
tive

■ auto PSOE: nega-
tive

.118 .655 .116 .977 1.493 .038 15.273

■ auto VOX: nega-
tive

■ auto Cs: negative .595 .713 .583 .981 1.376 .159 15.181

■ auto PSOE: nega-
tive

■ auto Cs: negative .655 .713 .638 .974 1.365 .171 10.941

■ auto UP: nega-
tive

■ auto Cs: negative .363 .713 .353 .973 1.364 .094 10.660

■ auto UP: positive ■ auto PP: negative .342 .683 .331 .969 1.420 .098 10.325
■ auto UP: positive ■ auto PSOE: nega-

tive
.342 .655 .330 .966 1.476 .106 10.158

■ auto VOX: nega-
tive

■ auto PP: negative .595 .683 .569 .958 1.402 .163 7.466

■ auto PSOE: nega-
tive

■ auto PP: negative .655 .683 .624 .953 1.395 .177 6.696

■ auto VOX: posi-
tive

■ auto Cs: negative .118 .713 .113 .954 1.337 .028 6.206

■ auto Cs: negative ■ auto PP: negative .713 .683 .673 .943 1.382 .186 5.598
■ auto UP: nega-
tive

■ auto PP: negative .363 .683 .340 .937 1.372 .092 5.002

Continued on next page
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Tab. 5.2.: Observed affinity among the candidates during the political debate. +
stands for positive affinity, - for negative affinity, ± for both possibilities.
For example, PSOE followed a strategy in which they were positive towards
Cs and negative towards the rest of the candidates.

affinity UP PSOE Cs PP VOX

UP+ + ± - - -
PSOE+ - + ± - -
Cs+ - ± + ± ±
PP+ - - ± + ±
VOX+ - - - - +

Tab. 5.1.: Party-related association rules.

antecedents consequents ant.
supp.

consq.
supp.

supp. conf. lift lvrg. conv.

■ auto PP: negative ■ auto PSOE: nega-
tive

.683 .655 .624 .913 1.395 .177 3.991

■ auto VOX: posi-
tive

■ auto PP: negative .118 .683 .107 .907 1.328 .026 3.397

■ auto Cs: negative ■ auto PSOE: nega-
tive

.713 .655 .638 .894 1.365 .171 3.252

■ auto VOX: nega-
tive

■ auto PSOE: nega-
tive

.595 .655 .525 .882 1.348 .135 2.936

■ auto PP: negative ■ auto VOX: nega-
tive

.683 .595 .569 .834 1.402 .163 2.441

■ auto UP: nega-
tive

■ auto PSOE: nega-
tive

.363 .655 .310 .855 1.306 .073 2.382

■ auto Cs: negative ■ auto VOX: nega-
tive

.713 .595 .583 .818 1.376 .159 2.226

■ auto PSOE: nega-
tive

■ auto VOX: nega-
tive

.655 .595 .525 .801 1.348 .135 2.041

■ auto UP: nega-
tive

■ auto VOX: nega-
tive

.363 .595 .241 .663 1.115 .025 1.204

Taking some examples, those users that are UP+ are also VOX- with a confi-
dence of 98.2%. Such top confidence also occurs with PP- and Cs-, UP+ and
Cs-, VOX+ and PSOE-. These rules can be summed up with (see table 5.2 !),
that represents the affinity observed among candidates during the political
event.
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However, in order to extract additional rules, it is necessary to restrict the
database to the set of fully-annotated tweets. Since most of our dataset is weak-
labelled, those labels that are not related to political parties are mostly empty
(they cannot be propagated using the same deep relation). This reduces the
support of any itemset related to emotions to levels in which is unfeasible to
manage all frequent itemsets (minimum support under 0.01). Therefore, from
here upon, we will use the subset of tweets that were manually annotated.

Emotion-related Association Rules

If we restrict the subset of tweets to those that were fully annotated, we obtain
several association rules.

Arguably, the most relevant ones evidence a clear relation between mood realis,
implicit connotations and negative sentiment. The connection between negative
sentiment and implicit connotations suggests that both qualities are closely
related in political topics.

Tab. 5.3.: Association rules with non-party antecedents or consequents.

antecedents consequents ant.
supp.

consq.
supp.

supp. conf. lift lvrg. conv.

■ Appreciation de-
notation: no

■ Social Esteem de-
notation: no

.273 .282 .215 .788 2.795 .138 3.382

■ Social Esteem de-
notation: no

■ Appreciation de-
notation: no

.282 .273 .215 .764 2.795 .138 3.080

■ mood: realis
■ document senti-
ment: negative

■ implicit connota-
tions: present

.313 .558 .234 .747 1.340 .059 1.751

■ document senti-
ment: negative
■ implicit connota-
tions: present

■ mood: realis .329 .534 .234 .712 1.333 .059 1.619

■ mood: realis
■ implicit connota-
tions: present

■ document senti-
ment: negative

.356 .518 .234 .657 1.268 .049 1.405

■ mood: realis ■ implicit connota-
tions: present

.534 .558 .356 .667 1.196 .058 1.328

■ implicit connota-
tions: present

■ mood: realis .558 .534 .356 .639 1.196 .058 1.290

Continued on next page
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Tab. 5.3.: Association rules with non-party antecedents or consequents.

antecedents consequents ant.
supp.

consq.
supp.

supp. conf. lift lvrg. conv.

■ document senti-
ment: negative

■ implicit connota-
tions: present

.518 .558 .329 .634 1.137 .040 1.209

■ binary gender:
male

■ implicit connota-
tions: present

.356 .558 .225 .631 1.131 .026 1.198

■ document senti-
ment: negative

■ mood: realis .518 .534 .313 .604 1.131 .036 1.177
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Conclusions 6
Our society is living unprecedented times in which access to information is
easier than ever. The popularisation of Internet through portable devices, such
as smartphones, and the ubiquitous access to Social Networking Sites are
quickly shaping our habits into an hyper-connected, always-online routine.
SNS help people stay informed, organise, collaborate, share knowledge and
keep in touch with each other. Each and every one of these actions can be
logged, and the spike of stored information is the imprint of today’s generation.
But the repercussions do not stop there.

The content that we generate, the likes that we give away, the interactions we
make with each other, our location or even the sensors of our smartphones
can be mined, aggregated and analysed. Machine Learning (ML) is untangling
the knots of our behaviour through millions of databases that are used to
train models who are able to predict things that we might not even know of
ourselves. Our interest and preference can be discovered just by analysing the
data that we produce but, despite that ML techniques and potential use cases
are rapidly growing, they still require a lot of manual work, both to build them
and also to understand them.

Precisely, this is the main goal of our work. This PhD dissertation aimed to
develop techniques, methodologies and tools to detect, track, monitor and
analyse groups of interest in SNS with a reduced effort and high interpretability.
Our work is part of the objectives of a larger venture, The ª Nutcracker Project,
that is a multidisciplinary project in the fields of political science, linguistics
and artificial intelligence. In particular, the project’s intent is to study the
political and ideological radicalisation process and the nature of its discourse,
that is closely related to emotive persuasion. In order to do that, we have
conducted several experiments in three different fields, ranging from weak
supervision to class prevalence estimation.
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In terms of effort reduction, we introduced Similarity Semantic Networks that,
apart from representing knowledge, enable a new way of deductive reasoning
based on similarity measures. We proposed a materialisation of these networks
for Twitter, using a deep relation representing similar ideology with respect to
a topic. In order to obtain a proxy function for that high-level relation, we
introduced the co-retweet graph. We used it to propagate labels from known
users to unknown ones, with the purpose of supervising a dataset. Since
the process is iterative and there may be humans involved, we introduced
our weak-supervision methodology and tested it while producing 4 tweet
databases. Our results show that our tool is able to reduce the initial effort by
two orders of magnitude with an accuracy above 80% in all our experiments.

But that is not the only capability of our tool. ª Nutcracker is able to use
trained models for label prediction or subject of interest detection. The tool
includes a tracking utility that is able to use the co-retweet graph to run a
preliminary property expansion and retrieve content from potentially relevant
users. If any of those users are confirmed as relevant, the tool schedules them
for regular updates. Therefore, it is also able to monitor relevant clusters.
Finally, it is possible to annotate the content, both manually and using trained
models, to obtain a supervised dataset that enables the analysis.

In terms of model comprehensibility, we determine that current interpretable
models result in a large number of complex rules that are difficult for humans
to read and comprehend. Since ML models look for patterns in the input
feature space that are good predictors of the class, we introduce distinguishing
expressions as a new kind of feature. These are sequence of words that are
biased towards one of the classes but not the others. Consequently, it is possible
to use less but more meaningful features to feed the classifier. Since the input
space is smaller, the classifier is able to maintain the same performance while
significantly reducing the complexity of the model by an order of magnitude.

To improve aggregation bias, we ran a comparative study between different
quantifiers and types of data drift. PCC and PACC were the most competitive
quantifiers, with PCC winning when covariate shifts are present and PACC
outperforming the rest for prior probability shifts. We also proposed similarity-
based quantifiers, that tried to adjust the probabilistic posterior addition using
similarity measures. However, results did not improve the baselines, suggesting
that other approaches are necessary.
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When aggregating data using time-based windows, PCC is also the best quan-
tifiers. This was something to expect taking into account that we used data
from a political debate that explored different topics, therefore there would be
a covariate shift present between windows from different topics. We tried a
new approach that consisted on the prediction of true and false positive rates
in order to make a better adjustment in the posterior probabilities with the
purpose of tailoring the prevalence estimates to the specific windows. How-
ever, once again, our results were not good enough. This opens the door to
new research lines, that can benefit from the applications of techniques from
different fields, such as label propagation.

Finally, we also managed to produce 4 weak-labelled dataset in several topics
and languages. We conducted an exploratory analysis on one of them, in terms
of feature distribution, feature co-relations and frequent patterns. We also
conducted a longitudinal study on overall sentiment during the Spanish 2019
Political Debate, and we set the landmarks to integrate such functionality in
ª Nutcracker.

The products of this PhD dissertation are useful for researchers of multiple
disciplines, such as political science, linguistic and cybersecurity. Evidence of
this is that they are being used by our team’s political scientists and linguists,
and that it has raised the attention of the Spanish Civil Guard, that are
considering our platform for a future project. The proposed techniques and
the consequent methodologies and tools constitute an interpretable solution
to retrieve, supervise and analyse social network data with a reduced effort.

6.1 Contributions

The applications of the techniques and methodologies presented in this work
are multiple. We sum up below our main contributions:

• We introduced Similarity Semantic Networks, that are able to represent
knowledge while enabling new reasoning mechanisms based on similar-
ity measures.
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• We developed an interpretable methodology built upon Similarity Se-
mantic Networks with the purpose of producing weak-labelled databases
through property expansion. This methodology is able to considerably
reduce the effort required to assemble the dataset while maintaining an
accuracy of at least 80%.

• We introduce the co-retweet graph, as a materialisation of a similarity
semantic network using a deep relation that approximate the value of
the high-level relation for similar ideas.

• We implemented a proof-of-concept tool that is able to detect, track and
monitor relevant clusters of users. It is also capable of applying the
aforementioned methodology to effortless produce datasets.

• We provided a comparative analysis on how comprehensible are trained
interpretable models, and we established an ideal complexity based on
the capabilities of human working memory.

• We presented a new ranking method for words, CF-ICF, that is able to
model the utility of individual features as class predictors.

• We introduce the concept of expression and distinguishing expression, as
sequence of words that are biased towards a class. These features reduce
the input space and produce less complex models that are as accurate as
the rest but more comprehensible.

• We studied and provided a list of different types of bias that may be
present when using SNS public APIs, and we classified them with respect
to the nature of the bias.

• We reviewed other’s author’s proposal to deal with prevalence estimation
in SNS, particularly in Twitter. We ran a comparative study to determine
which of the quantifiers are suitable to deal with different kinds of data
drift.

• We determined that most straightforward approaches to adjust preva-
lence estimates based on spatial an time similarities are not good enough
to improve the baselines, therefore opening a new line of research.
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6.2 Future Work

Our findings opened up several future lines of work. In this section, we sum
up the most important ones.

In terms of effort reduction, there is still a lot of ground to cover. Similarity
Semantic Networks are able to hold representations using more than one
high-level relation. The expansion of properties can benefit from a multi-layer
graph by propagating labels using compatible relations and ignoring the rest.
We expect that this improvement not only enhances the reach of the expansion
but also the accuracy of the deductions.

As for model comprehensibility, distinguishing expressions may benefit from
the use of simsets and/or embeddings, both for the word and its context. The
algorithm, as is, cannot be applied to work with embeddings, and interpretabil-
ity will be lost in such scenario. However, it is possible to introduce synonyms
to the expressions to improve its relevance and accuracy. Unfortunately, this
would also increase computational time required to extract and select those
features. Experiments on the trade-off between usefulness and computational
time should be conducted to explore whether this is a valid approach.

Quantification methods may also benefit from spatio-temporal similarity mea-
sures. Prevalence count estimations are adjusted taking into account misclas-
sification rates, but these vary depending on the sample. Establishing and
delimiting regions of the input space with different misclassification rates can
improve the adjustment and therefore yield better prevalence estimates.

The full range of applications of the techniques and tool developed during this
dissertation are yet to be established. Potential use cases are wide, including
detection of profiles related to events (such as those users affected by natural
disasters), detection of profiles with certain features (such as those users that
are keen to facilitate the spread of fake news), delimitation of clusters of users
with certain features (such as those that are vulnerable to radical or populist
discourse), size estimation of those clusters, characterisation of the evolution
of sentiment during an event, assessment of the effect of political strategies in
public opinion, and virtually any use that can benefit from the analysis of SNS.
The effort reduction that results from the application of our techniques and
the interpretability of these enable many low-budget research scenarios and
applications in situations that may have a social impact.
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Conclusiones 6
Nuestra sociedad vive un punto de inflexión en el que el acceso a la infor-
mación es más sencillo que nunca. La popularización de Internet a través de
dispositivos portátiles, como nuestros smartphones, y el acceso a las redes
sociales desde cualquier lugar, están modificando nuestros hábitos hacia un
mundo hiperconectado y siempre online. Las redes sociales nos permiten estar
informados, organizarnos, colaborar, compartir conocimiento y permanecer
en contacto. Cada una de estas acciones puede ser registrada, y la explo-
sión de información almacenada es la huella de nuestra generación. Pero las
consecuencias no paran aquí.

El contenido que generamos, los likes que regalamos, las interacciones que
hacemos con otras personas, nuestra localización e, incluso, los sensores de
nuestro smartphone, pueden ser minados, agregados y analizados. El aprendi-
zaje computacional (ML) está desenredando la maraña de nuestro comporta-
miento a través de millones de bases de datos usadas para entrenar modelos
que sean capaces de predecir detalles de los que quizá ni siquiera nosotros
somos conscientes. Nuestros intereses y preferencias pueden ser descubiertos
simplemente analizando los datos que producimos pero, a pesar de que las téc-
nicas y los casos de uso crecen vertiginosamente, requieren una gran cantidad
de trabajo manual tanto para construirlos como para entenderlos.

Este es, precisamente, el objetivo principal de nuestro trabajo. Esta tesis
pretende desarrollar técnicas, metodologías y herramientas para detectar,
rastrear, monitorizar y analizar grupos de interés en redes sociales, con un
esfuerzo reducido y una alta interpretabilidad. Nuestros objetivos se engloban
dentro de un proyecto más grande, llamado ª Nutcracker, que es un proyecto
multidisciplinar entre las ramas de ciencias políticas, lingüística e inteligencia
artificial. En particular, el proyecto intenta estudiar el proceso de radicalización
ideológica y política y la naturaleza de su discurso, que está estrechamente
relacionado con la persuasión emocional. Para ello, hemos llevado a cabo
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numerosos experimentos en tres líneas diferentes, que van desde el etiquetado
asistido de datos hasta la estimación de la prevalencia de las clases en un
conjunto de datos.

En términos de reducción del esfuerzo, hemos presentado las Similarity Seman-
tic Networks que, a parte de representar conocimiento, habilitan un nuevo
mecanismo de razonamiento deductivo basado en medidas de similitud. He-
mos propuesto la concreción de estas redes para Twitter, usando relaciones
profundas que representan la similitud de ideas con respecto a una temática. Para
obtener una función que nos permita estimar dicha relación profunda, hemos
usado el concepto de grafo de co-retweets. Este grafo se usa para propagar
etiquetas de usuarios conocidos a otros de los que no tenemos información,
con el objetivo de facilitar el etiquetado de una base de datos. Como el pro-
ceso es iterativo y puede involucrar oráculos humanos, hemos presentado
una metodología de etiquetado asistido que hemos probado meticulosamente
durante la producción de 4 datasets de tweets. Los resultados muestran que la
herramienta es capaz de reducir el esfuerzo inicial en dos órdenes de magnitud,
con una precisión superior al 80 % en todos los escenarios evaluados.

Las capacidades de nuestra herramienta no acaban ahí. ª Nutcracker es capaz
de usar modelos entrenados para predecir etiquetas o determinar la relevancia
del sujeto (detección). La herramienta incluye un módulo de rastreo que usa
el grafo de co-retweets para ejecutar una expansión preliminar de la etiqueta y
únicamente recuperar contenido de aquellos usuarios que parezcan relevantes,
no solo de manera instantánea, sino que planifica ciclos de recuperación
de información en un tiempo preestablecido. Por consiguiente, es capaz de
monitorizar grupos de usuarios relevantes. Finalmente, es posible etiquetar el
contenido, usando tanto modelos entrenados como oráculos humanos, para
obtener bases de datos etiquetadas que permitan el análisis de los datos.

En términos de mejora de la comprensibilidad, hemos podido comprobar que
los modelos interpretables actuales tienen tal complejidad que entender qué
hacen y por qué lo hacen se convierte en una taréa titánica. Ya que los modelos
de aprendizaje computacional buscan patrones en el espacio de búsqueda
que sean buenos predictores de la clase, hemos presentado las expresiones
diferenciadoras como un nuevo tipo de característica. Dichas expresiones son
secuencias de palabras sesgadas hacia una clase y, consecuentemente, es
posible utilizar una menor cantidad de ellas sin perder información. Como
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el espacio de búsqueda se reduce, la complejidad del modelo es menor. Los
resultados muestran que es posible obtener modelos un orden de magnitud
menos complejos sin perder rendimiento durante la clasificación.

Para mejorar el análisis agregado, hemos ejecutado un estudio comparativo
entre varios cuantificadores y datos de distinta naturaleza. PCC y PACC han
sido los más competitivos, ganando PCC en experimentos donde hay presente
características con diferentes distribuciones de probabilidad y PACC cuando la
variabilidad se presenta en el las distribuciones de las clases. Hemos propuesto
un cuantificador basado en similitud, que intentaba ajustar la suma probabi-
lística de las predicciones utilizando medidas de distancia entre instancias.
Sin embargo, nuestros resultados no han mejorado a los baselines, lo cual
sugiere la necesidad de nuevas aproximaciones y abre una nueva línea de
investigación.

Cuando agregamos datos usando ventanas temporales, PCC arroja los mejores
resultados. Esto era esperable teniendo en cuenta que los datos usados son de
un debate político, donde la temática varía en función al tiempo, por lo que se
encuentran diferentes características de entrada entre ventanas alejadas en el
tiempo. Hemos probado una aproximación que consistía en predecir los fallos
en clasificación (razón de falsos positivos y verdaderos positivos) en función a
la ventana, con el objetivo de ajustar el recuento a las particularidades de la
misma. Sin embargo, una vez más, nuestros resultados no han sido suficientes
para mejorar a las técnicas existentes. Esto abre la puerta a una nueva línea de
investigación que se puede abordar adaptando técnicas de otras áreas, como
la propagación de características.

Por último, hemos producido 4 bases de datos de diferentes temáticas e
idiomas, etiquetadas utilizando nuestra herramienta y con la ayuda de colabo-
radores expertos. Hemos realizado un análisis exploratorio de uno de ellos,
en términos de distribución de características, correlaciones entre las mismas
y patrones frecuentes. También hemos desarrollado un estudio longitudinal
del sentiment durante el debate de las Elecciones Generales de 2019, y hemos
establecido las bases para integrar dicha funcionalidad en la herramienta.

Los resultados de esta tesis son útiles para investigadores de diferentes dis-
ciplinas, como las ciencias políticas, la lingüística computacional y la ciber-
seguridad. Prueba de ello es que ya están siendo usados por politólogos y
lingüistas de nuestro equipo, y que ha llamado la atención de la Guardia Civil,
por su utilidad y potencial de cara a las investigaciones en ciberseguridad. Las
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técnicas propuestas, y las metodologías y herramientas derivadas, constituyen
una solución interpretable para recuperar, etiquetar y analizar datos de redes
sociales con un esfuerzo reducido.

6.1 Aportes

Las contribuciones de las técnicas y metodologías presentadas en este trabajo
son múltiples. A continuación, resumimos las principales:

• Hemos presentado las Similarity Semantic Networks, que son capaces de
representar conocimiento y habilitar una nueva forma de razonamiento
deductivo basado en medidas de similitud.

• Hemos desarollado una metodología interpretable, construida a partir
de una concreción de Similarity Semantic Network, con el objetivo de
producir datasets etiquetados a través de la propagación de característi-
cas. Esta metodología es capaz de reducir significativamente el esfuerzo
requerido para producir una base de datos manteniendo una precisión
superior al 80 %.

• Hemos presentado el grado de co-retweets, como una concreción de
una Similarity Semantic Network, utilizando una relación profunda que
aproxima el valor de la relación de alto nivel compartir ideas.

• Hemos implementado una herramienta como prueba de concepto que es
capaz de detectar, rastrear y monitorizar grupos de usuarios relevantes.
También es capaz de aplicar la metodología mencionada anteriormente
para obtener bases de datos etiquetadas con un menor esfuerzo.

• Hemos aportado un análisis comparativo de cómo de comprensibles son
los modelos interpretables actuales, y hemos establecido una complejidad
idónea basada en las capacidades de la memoria de trabajo humana.

• Hemos presentado un nuevo mecanismo de ponderación de palabras,
CF-ICF, que es capaz de modelar la utilidad, como predictores, de carac-
terísticas individuales.
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• Hemos presentado el concepto de expresión y expresión diferenciadora,
como una secuencia de palabras que actúan como predictor de una
clase. Estas características reducen el espacio de búsqueda y producen
modelos igual de precisos pero menos complejos y, por consiguiente,
más comprensibles.

• Hemos estudiado los diferentes tipos de sesgos que se pueden presentar
en datos recogidos de redes sociales, y los hemos clasificado atendiendo
a la naturaleza de dicho sesgo.

• Hemos revisado las propuestas de otros autores para lidiar con la esti-
mación de la prevalencia de las clases en muestras de datos de redes
sociales y, en particular, en Twitter. Hemos llevado a cabo un estudio
comparativo para determinar cuáles de los cuantificadores actuales se
ajustan mejor a los diferentes sesgos en los conjuntos de validación.

• Hemos determinado que las propuestas más directas para integrar medi-
das de similitud espaciales y temporales no son suficientemente buenas
para mejorar a las técnicas existentes, abriendo así una nueva línea de
investigación.

6.2 Trabajos futuros

Nuestra investigación abre varias líneas de trabajo futuras. En esta sección,
resumimos las más importantes.

En términos de reducción del esfuerzo hay mucho terreno que cubrir. Las Simila-
rity Semantic Networks son capaces de representar distintos conceptos usando
más de una relación de alto nivel. La expansión de propiedades puede benefi-
ciarse de un grafo multicapa, que permita así la propagación de características
de distinta naturaleza utilizando relaciones compatibles e ignorando el resto.
Cabe esperar que dicha mejora no se refleje sólo en el alcance de la expansión
sino también en la precisión de las deducciones.

Con respecto a la comprensibilidad de los modelos, las expresiones diferencia-
doras pueden beneficiarse del uso de simsets y/o embeddings, tanto para las
palabras como para el contexto. El algoritmo, tal y como lo hemos presentado,
no es capaz de trabajar con embeddings y la interpretabilidad se perdería en tal
caso. Sin embargo, sería posible el uso de sinónimos dentro de las expresiones
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para mejorar la relevancia estadística de las mismas, así como su precisión.
Desafortunadamente, esto también aumentaría el coste computacional que
se requiere para extraer y seleccionar dichas características. Así, se vuelve
necesaria la ejecución de un estudio experimental para determinar el mejor
balance entre utilidad y coste computacional.

Los métodos de cuantificación pueden beneficiarse del uso de medidas de
similitud espaciales y temporales. La estimación de prevalencia de clases
se ajusta teniendo en cuenta los fallos de clasificación, pero éstos varían
dependiendo de la muestra. Establecer y delimitar regiones del espacio de
búsqueda con fallos de clasificación similares pueden mejorar el ajuste y, por
consiguiente, arrojar mejores estimaciones.

Los usos potenciales y aplicaciones de nuestras técnicas y herramientas no
están totalmente acotados, y pueden incluir la detección de perfiles relacio-
nados con un evento (como aquellos involucrados en un desastre natural), la
detección de perfiles que cumplan una serie de características (como aquellos
que sean propensos a facilitar la propagación de noticias falsas), la delimi-
tación de grupos de usuarios con ciertas características (como aquellos que
sean vulnerables al discurso de radicalización), la estimación del tamaño de
los grupos de interés, la caracterización de la evolución del sentiment durante
un evento, la evaluación del efecto de las estrategias políticas en la opinión
pública y, virtualmente, cualquier caso de uso que pueda beneficiarse del uso
de datos de redes sociales. La reducción del esfuerzo que resulta de la aplica-
ción de nuestras técnicas abre puertas a escenarios de investigación de bajo
presupuesto, y la interpretabilidad de las mismas habilita el uso en situaciones
que puedan incurrir en un impacto social.
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Guidelines for annotators A
You can find below the initial guidelines used to train the initial set of experts
that collaborated with us in the annotation process. Notice that both the
interface and the process differ from the ones described along this document,
since it was in an early development stage.
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Annotation Guidelines
The Nutcracker Project

Introduction
Nowadays, information flow is huge. From traditional media such as

newspapers and television to blogs and forums, sources of information have
grown to a point where we seem not to be able to conceive of our reality
without them. Social Media has become one of the most important sources of
communication. Users from all around the world can now manifest their
opinions on all sorts of matters and share content regardless of their
socio-economic status. This makes Social Networking Sites (SNS) a baseline
to analyse people's interest and opinion trends.

Microblogging sites are prone to multiple analysis applications. They
can be understood as a combination of blogging (since general public can
access your history of publications) and instant messaging (because
messages are supposed to be short enough to keep a fluid communication).
Messages may be multimodal and include images and videos as well.

When it comes to studying Twitter, we can observe some restrictions as
to how to perform the analysis of their content, which constrains or
impoverishes machine learning (ML) models capacities, namely, lack of
context; abundance of misspelled words, contractions and acronyms; and new
semantic units (like hashtags), among others. On top of that, there is a lack of
annotated public datasets without stripped information regarding relations
between tweets and/or users.

In this context, it is nearly impossible to apply supervised ML algorithms
to classify users and explore clusters. Our project requires an algorithm that is
capable of modelling relations between groups of users in order to identify and
detect accounts that are within the boundaries of our interest (i.e. jihadist
propaganda). To this end, we need to 1) design an algorithm that can explore
those relations and infer knowledge of unknown users taking into account its
environment (deep relations); 2) validate the algorithm so that it can be backed
by the scientific community; and 3) apply this algorithm to known clusters of
jihadist accounts in order to discover new ones. Currently, we are at the
second stage, that is, algorithm validation.

Typically, when we analyse what users publish in SNS, we can only
understand what those users explicitly say. We believe we can use deep
relations in order to discover users’ hidden attributes. The purpose of this work



is to annotate a dataset of tweets to measure our algorithm’s performance in
this respect. The roadmap is as follows:

1. Put together a well-annotated dataset within a stable context (so
accounts do not get banned while we do our work).

2. Split data into several partitions. Some of them will be used to
teach (train) our algorithm.

3. Remove specific features of the remaining partitions and see
how good our algorithm is when trying to infer those features
from the environment.

4. Analyse performance to check if we can trust the output of the
trained model.

This process may (and, in fact, should) be iterative so that we can learn
from the scenarios where our model fails and improve its implementation.

Although the outcome of the annotation process will be used to validate
our proposal, there is nothing that prevents further research in different areas.
Ultimately, we are going to create a dataset that can serve multiple purposes.
We expect that this work is useful for all of our research interests;
subsequently, we expect to to help and participate in other applications of this
base of knowledge. In actual fact, we will make this dataset public for the
scientific community so that further research can be carried out. Please, take
into account that we will need to anonymise everything before publishing,
specially when commenting on the tweets.

Tagging Process
The process of tweet annotation may look simple, nevertheless,

decision making is not an easy task. The app is available at
https://nutracker.ugr.es. Once you enter the website, you will need to sign up.



Notice that there is a link you can follow to create your account. Once
you have an account, it needs to be approved by the administrators. For such
a purpose, please contact Manuel Francisco <removed>.

Once you have signed in, you will see the following main interface:



1. Tags column. You can find here a list of features that we are
going to annotate.

2. Specific attribute and value. You need to select the correct value
for each feature regarding tweet content (8). Based upon the
evidence provided by the user or the user account, you should
decide upon which is the content of the tweet (8); that is, you will
take into account the description of the user (7) and other
authored tweets (9).

3. Save button for a specific attribute. You should toggle this switch
when you want to save the chosen value for an attribute. If the
switch is off, a null value will be saved (this means that the
actual value cannot be determined or that the attribute does not
apply to the context of the tweet). For example, if the user is
FEMALE, you will choose this feature and then, click on SAVE
just on the right hand side; if you do not know which the user’s
gender is, you will leave that feature un-annotated.

4. User’s profile picture.
5. User’s display name.
6. Username.
7. User’s description. You can use the description that users give

about themselves to interpret the content of the tweet as well as
their socio-demographic variables.

8. Tweet content. This is what we are going to annotate in panel 1.
9. Other tweets from the same author. You can use these tweets to

interpret the content of the tweet. Keep in mind that we are not
annotating the user but the tweet (8).

10. Save button. After annotating all the aspects that can be
applied, you should explicitly save the changes to prevent
unwanted annotations. Keep in mind that there is a keyboard
shortcut to do it quickly.

11. Tweet selector. You can navigate through the tweets in our
database with this selector. You can also use keyboard
shortcuts.

12. Ontologies. This panel shows the result of a semantic search
performed with custom ontologies. We can add labels and
categories to these ontologies at your discretion. Please, do not
hesitate to contact us for further information.

13. Keyboard shortcuts. Help with keyboard shortcuts. You can hide
this box.

At the end of panel 1, you can find two additional fields that will be
useful for your work. “Tags” is a folksonomy (see Wikipedia) that can be used



for anything you deem useful. Tags need to be separated with commas and
you can use spaces at your discretion. “Comment” is a free text field. You can
write in here whatever you want (explanations, doubts…). Both fields need to
be explicitly saved (with the save changes button (10) or with its keyboard
shortcut).

In order to avoid overwriting problems, we are going to divide our
database in batches (e.g. from 1 to 200, from 201 to 400, from 401 to 600,
etc.). Please, we ask you not to interfere with other people’s work by only
saving changes in tweets within your assigned batches. You can check your
assigned batches and auto-assign new ones to you in the following document

<removed>

Anyone who has this link can make changes to the document. You
cannot share it with people who do not belong to the Nutcracker Project.

How to Deal With Errors
We run unitary and integration tests with each release of the tool.

However, you may find errors when working with the website. In order to fix
them, we will need a step-by-step guide to reproduce the error. Please, write
down everything you were doing before the error came up and contact us as
soon as possible (<removed>). You should also specify the error you
encountered (attach a screenshot if possible). In the event that we cannot
reproduce the error in our testing computer, we may also ask you for a meeting
(online or face-to-face) so we can identify it in your computer. We apologise
beforehand for any problem this may cause you.

Available Features and Values
In case there might be a drawing or a picture that might be useful to

infer the meaning and function of the tweet, we should retrieve it from Twitter,
annotate the features accordingly and indicate it in the Comment Section.



The features (aspects) that we decided to annotated are listed below:

● Gender (female/male/other). In this case, we will take into account the
name of the user (e.g. “Carmen Fernández” will be annotated as
FEMALE) or how they describe themselves (e.g. “Soy un hombre
comprometido” will be annotated as MALE). Profile pictures may be
confusing and misleading.

● Document Sentiment (negative/neutral/positive). Overall sentiment of
the tweet; in other words, we will annotate the opinions expressed in a
of text, especially in order to determine whether the writer's attitude
towards a topic, a particular product, an individual, an institution, an
event, someone’s attitudes, etc. is positive, negative, or neutral. We
must remember that the annotator’s belief systems are not relevant
here. That is, to kill Muslims or Christians may be something good from
the perspective of those who hate Muslims or Christians, even though
from the perspective of a normal human being, in general, killing is a
wrongful act, unless what we kill is a virus like covid-19.

● Age (several discrete age groups). How old the user is. Try to find
evidence.

● Pragmatic Function (literal/metaphorical/ironic/sarcastic): Given that the
challenge here is perhaps whether one text is ironic or not, we will pay
attention to how hyperbole (e.g. “Es listísimo”), opposition (e.g. “Cuánto
lo amo”) and understatement (e.g. “Es algo malo”) operate in context so
that there is some incongruence between what the intended meaning is
and what the user has actually written. Although sarcasm is a
harsh/sharp form of irony meant to ridicule someone, we can include it
here under the umbrella term “pragmatic function” in those cases when
the author clearly aims to hurt someone else. Finally, let’s indicate as
well those tweets that are metaphorical. We will analyse them manually
later.

● Mood (realis/irrealis): it applies to the main clause. Realis: Factual
information, plain statements, statements of fact (Something has
happened / Something has not happened (both assertive and
non-assertive). Irrealis: A certain situation or action is not known to
have happened at the moment the speaker is talking / Something that
hasn’t yet occurred. TO CUT A LONG STORY SHORT: Irrealis would
apply to any: i) imperative and interrogative clause; ii) any main clause
containing an explicit/implicit epistemic or deontic marker (will, may,
can, think, guess, believe, should, must, have to, etc.); iii) mental
processes which by their very nature are irrealis (e.g. desiderative:



want, would like to, etc.); and iv) conditional clauses (if, unless…).

REALIS IRREALIS

(1) You are happy
(2) You are not happy
(3) You are horrible
(4) You are not horrible
(5) You used to be my friend
(6) I used to be happy (=> I was
in the past, but not anymore!)
(7) She asked me to be her
friend (=> We focus on the main
clause => Given that ask is a
verbal performative process, the
asking is something that really
happened; hence: realis).

Subjunctive:
(8) If I loved you, May you be
happy
Conditional:
(8) I would love you
Optative:
(8) May I be loved!
Jussive (DEONTIC
MODALITY):
(9) Everyone should be loved
Potential:
(10) She probably loves me; she
may hate me
Imperative:
(11) Love me!!!! Do not love me!!
Desiderative:
(12) If wish she loved me! I want
her to love me!
Dubitative:
(13) I think she loves me, I’m not
sure she loves me
Hypothtetical:
(14) I might love you (if…)
Permissive:
(15) You can/may love me!
Hortative:
(16) Let us love each other!
Precative and interrogative:
(17) Will you love me? Does she
love me?

FURTHER EXAMPLES:
(18) I used to think I loved her
(19) Be my friend!
(20) I wanted her to be my friend (cf. however I asked her to be my
friend=> REALIS)

FOR FURTHER INFO ON THE REALIS/IRREALIS DISTINCTION,
PLEASE SEE:

https://en.wikipedia.org/wiki/Irrealis_mood



● PP (negative/positive). If the document is negative or positive towards
this political party.

● PSOE (negative/positive). If the document is negative or positive
towards this political party.

● Cs (negative/positive). If the document is negative or positive towards
this political party.

● UP (negative/positive). If the document is negative or positive towards
this political party.

● VOX (negative/positive). If the document is negative or positive towards
this political party.

● Implicit connotations (none/present). Sometimes one tweet will clearly
be interpreted explicitly as one particular emotion category and
implicitly as another opinion category, or the other way around: it can be
interpreted explicitly as one particular opinion category and implicitly as
one emotion category. In those instances where the example shows a
two-tiered opinion-emotion annotation, the coder will indicate the
presence of IMPLICIT CONNNOTATION and subsequently tag both,
the emotion and the opinion, or the other way around. See below some
examples of explicit opinion and implicit emotion:

a. Ethical judgement about someone’s veracity or normality may
be read as goal achievement emotion_satisfaction or goal
achievement emotion_dissatisfaction, as well as goal relation
emotion_liking or goal relation emotion_disgust. For instance, if
someone claims that “Some politicians are honest or normal”,
they may implicitly mean that they believe in them or that they
like them; if they say, instead, that “Some people are deceptive
or odd”, they may implicitly mean that they feel very insecure
about them, or that they dislike them;

b. Aesthetic appreciation may be read as goal relation
emotion_liking or goal relation emotion_disgust. For instance, if
someone says that “An object is beautiful”, they may implicitly
mean that they love it; if they say, instead, that “One person is
ugly”, they may implicitly mean that they are not very fond of
that particular human being;

c. Ethical judgement about the propriety of someone’s actions with
an impact on the emoter may be read as goal relation



emotion_affection or goal relation emotion_antipathy. For
instance, “They have taken care of his niece” may implicitly
mean that they love her; instead, “They have hurt that old man”
may implicitly mean that they acted that way because they
hated him;

d. Ethical judgement about someone’s tenacity (or capacity) be
read as goal relation emotion_respect or goal relation
emotion_disrespect. For instance, if someone says that “The
young woman was brave”, this may implicitly mean that they
admire her for her courage; if they say, instead, that “The young
woman was lazy”, they may implicitly mean that they feel
contempt for this female on account of her laziness.

● Surprise (no/yes). If X writes “A los del Partido Y les sorprende que el
covid-19 se haya extendido”, we can annotate it as SURPRISE,
because of the presence of the verb “sorprende” (or expressions of
similar meaning).

● Interest (interested/uninterested). If X writes “Los del Partido Y tienen
interés en que el covid-19 no se extienda más”, we can annotate it as
INTERESTED, because of the presence of the expression “tienen
interés”. If X writes “A los del Partido Y les aburre el covid-19”, we can
annotate it as UNINTERESTED, because of the presence of the
expression “aburre” (or expressions of similar meaning).

● Inclination (inclined/disinclined). If X writes “Los del Partido Y quieren
terminar con el covid-19”, we can annotate it as INCLINED, because of
the presence of the verb “quieren”. If X writes “Los del Partido Y no
están dispuestos a terminar con el covid-19”, we can annotate it as
DISINCLINED, because of the presence of the expression “no están
dispuestos” (or expressions of similar meaning).

● Security
(calm/confident/trusting/confused/anxious/fearful/embarrassed/doubtful)
. Within the SECURITY category, we can find subcategorIes that are
summarised in the examples in parenthesis. So, if X writes “Los del
Partido Y están tranquilos porque el covid-19 ya se ha controlado”, we
can annotate it as CALM, because of the presence of the adjective
“tranquilos”. So, if X writes “Los del Partido Y están nerviosos porque el
covid-19 no se ha controlado”, we can annotate it as ANXIOUS,
because of the presence of the adjective“nerviosos” (or expressions of
similar meaning).



NOTE
If it is not possible to identify into which of the SECURITY
subcategories above the tweet falls, but we still think that it may be
one of them, we can use an umbrella term such as SECURITY or
INSECURITY.

● Happiness (happy/angry/sad/frustrated). If X writes “Los del Partido Y
están contentos de que el covid-19 se haya extinguido”, we can
annotate it as HAPPY, because of the presence of the adjective
“contentos”. If X writes “A los del Partido Y les frustra cómo evoluciona
covid-19”, we can annotate it as FRUSTRATED, because of the
presence of the verb “frustra” (or expressions of similar meaning).

NOTE
If it is not possible to identify into which of the UNHAPPINESS
subcategories above the tweet falls, but we still think that it may be
one of them, we can use an umbrella term such as UNHAPPINESS.

● Liking (like/dislike). If X writes “A los del Partido Y les gusta que el
covid-19 se haya extendido”, we can annotate it as LIKE, because of
the presence of the verb “gusta”. If X writes “Los del Partido Y no son
aficionados del covid-19”, we can annotate it as DISLIKE, because of
the presence of the expression “no son aficionados” (or expressions of
similar meaning).

● Love (affection/antipathy). If X writes “Los del Partido Y aman a los
gays”, we can annotate it as AFFECTION, because of the presence of
the verb “aman”. If X writes “Los del Partido Y odian a los gays”, we can
annotate it as ANTIPATHY, because of the presence of the verb “odian”
(or expressions of similar meaning).

● Respect (respect/disrespect). If X writes “Los del Partido Y respetan a
todo el mundo”, we can annotate it as RESPECT, because of the
presence of the verb “respetan”. If X writes “Los del Partido Y le faltan
el respeto a todo el mundo”, we can annotate it as DISRESPECT,
because of the presence of the expression “faltan el respeto” (or
expressions of similar meaning).

● Sympathy (sympathy/indifference). If X writes “Los del Partido Y han
mostrado su compasión hacia los migrantes”, we can annotate it as
SYMPATHY, because of the presence of the noun “compasión”. If X



writes “A los del Partido Y les dan igual los migrantes”, we can annotate
it as INDIFFERENCE, because of the presence of the expression “les
dan igual” (or expressions of similar meaning).

● Tolerance (tolerance/intolerance). If X writes “Los del Partido Y toleran
a otros grupos”, we can annotate it as TOLERANCE, because of the
presence of the verb “toleran”. If X writes “Los del Partido Y son muy
intolerantes”, we can annotate it as INTOLERANCE, because of the
presence of the adjective “intolerantes” (or expressions of similar
meaning).

NOTE
If it is not possible to identify which of the subcategories above the
tweet falls into, but we still think that it may be one of them, we can
use an umbrella term such as ATTRACTION or REPULSION
(attraction encodes instances where X feels positively attracted to Y,
and repulsion refers to cases where the emoter’s aversion is
apparent).

● Impact (fascinating/dull). If X writes “Los discursos del líder del Partido
Y me fascinan”, we can annotate it as FASCINATING, because of the
presence of the verb “fascinan” (or expressions of similar meaning). If X
writes “Los discursos del líder del Partido Y son un coñazo”, we can
annotate it as DULL, because of the presence of the noun “coñazo” (or
expressions of similar meaning). We must remember that this category
tries to answer the question: DID IT GRAB ME? NOTE: MANY OF
THESE EXAMPLES ARE DERIVATIONALLY RELATED TO
EMOTION LEXIS. THE ONLY DIFFERENCE BETWEEN THESE AND
THE ABOVE CATEGORIES IS THAT IN THIS CASE THE FOCUS IS
THE TRIGGER (e.g. This book is interesting) INSTEAD OF THE
EMOTER (e.g. I am interested in this book). See below for more
examples of the category IMPACT:

FASCINATING DULL

arresting, captivating, engaging
fascinating, exciting, moving
lively, dramatic, intense
remarkable, notable, sensational

dull, boring, tedious
dry, ascetic, uninviting
flat, predictable, monotonous
unremarkable, pedestrian

● Quality (lovely/ugly). If X writes “El estadio de fútbol es precioso”, we
can annotate it as LOVELY, because of the presence of the adjective



“precioso” (or expressions of similar meaning). If X writes “El estadio de
fútbol es muy feo”, we can annotate it as UGLY, because of the
presence of the adjective “feo” (or expressions of similar meaning) We
must remember that this category tries to answer the question: DID I
LIKE IT? DID IT INDICATE A PARTICULAR STANDARD? See below
for more examples of both:

LOVELY UGLY

clean, suitable, effective,
conveniente, okay, fine, good
lovely, beautiful, splendid
appealing, enchanting, welcome

bad, yuk, nasty
plain, ugly, grotesque
repulsive, revolting, off-putting

● Balance (harmonious/discordant). If X writes “El argumento del Partido
Y es totalmente lógico”, we can annotate it as HARMONIOUS, because
of the presence of the adjective “lógico” (or expressions of similar
meaning). If X writes “El argumento del Partido Y tiene múltiples
errores”, we can annotate it as DISCORDANT, because of the presence
of the noun phrase “múltiples errores” (or expressions of similar
meaning). We must remember that this category tries to answer the
question: DID IT HANG TOGETHER? See below for more examples of
both:

HARMONIOUS DISCORDANT

balanced, harmonious, unified,
symmetrical, proportioned
consistent, considered, logical
shapely, curvaceous, willowly

unbalanced, discordant, irregular,
uneven, flawed
contradictory, disorganised
shapeless, amorphous, distorted

● Complexity (simple/complicated). If X writes “Es muy fácil de seguir el
discurso del líder del Partido Y”, we can annotate it as SIMPLE,
because of the presence of the adjective “fácil” (or expressions of
similar meaning). If X writes “El discurso del líder del Partido Y es un
jaleo”, we can annotate it as COMPLICATED, because of the presence
of the noun “jaleo” (or expressions of similar meaning). We must
remember that this category tries to answer the question: WAS IT
HARD TO FOLLOW?  See below for more examples of both:

SIMPLE COMPLICATED



simple, pure, elegant
lucid, clear, precise
intricate, rich, detailed, precise

ornate, extravagant, byzantine
arcane, unclear, woolly
plain, monolithic, simplistic

● Significance (important/marginal). If X writes “El Partido Y es clave en
la historia del país”, we can annotate it as IMPORTANT, because of the
presence of the adjective “clave” (or expressions of similar meaning). If
X writes “El Partido Y no pinta nada en historia del país”, we can
annotate it as MARGINAL, because of the presence of the verb phrase
“no pinta” (or expressions of similar meaning). We must remember that
this category tries to answer the question: WAS IT IMPORTANT? See
below for more examples of both:

IMPORTANT MARGINAL

significant, important, notable,
vital, critical, momentous,
noteworthy

peripheral, secondary, minor,
irrelevant, unimportant, incidental

● Benefit (beneficial/destructive). If X writes “La inacción del Partido Y
está matando al país”, we can annotate it as DESTRUCTIVE, because
of the presence of the noun “inacción” (or expressions of similar
meaning). We must remember that this category tries to answer the
question: DID IT ENHANCE OR DESTROY? See below for more
examples of both:

BENEFICIAL DESTRUCTIVE

beneficial, useful, helpful,
advantageous, benign,
expedient, effective

dangerous, threatening, risky,
alarming, hazardous, insecure

● Propriety (good/bad). If X writes “Los del Partido Y son buena gente”,
we can annotate it as GOOD, because of the presence of the noun
phrase “buena gente” (or expressions of similar meaning). If X writes
“Los del Partido Y son un ejemplo de corrupción”, we can annotate it as
BAD , because of the presence of the noun phrase “un ejemplo de
corrupción” (or expressions of similar meaning). We must remember
that this category tries to answer the question: HOW FAR BEYOND
REPROACH? See below for more examples of both:



GOOD BAD

good, moral, ethical
law abiding, fair, just
sensitive, kind, caring
unassuming, modest, humble
polite, respectful, reverent
altruistic, generous, charitable

bad, immoral, evil
corrupt, unfair, unjust
insensitive, mean, cruel
vain, snobby, arrogant
rude, discourteous, irreverent
selfish, greedy, avaricious

● Veracity (honest/deceitful). If X writes “Los del Partido Y nunca nos
mienten”, we can annotate it as HONEST, because of the presence of
the expression “nunca nos mienten” (or expressions of similar
meaning). If X writes “Los del Partido Y son unos mentirosos”, we can
annotate it as DECEITFUL, because of the presence of the noun
“mentirosos” (or expressions of similar meaning). We must remember
that this category tries to answer the question: HOW HONEST? See
below for more examples of both:

HONEST DECEITFUL

truthful, honest, credible
frank, candid, direct
discrete, tactful

dishonest, deceitful, lying
deceptive, manipulative, devious
blunt, blabbermouth

● Normality (normal/abnormal). If X writes “Lo normal es que el Partido Y
gane las elecciones”, we can annotate it as NORMAL, because of the
presence of the noun phrase “lo normal” (or expressions of similar
meaning; see below). If X writes “Los del Partido Y han tenido la buena
suerte de no tener que lidiar con el covid-19”, we can annotate it as
ABNORMAL, because of the presence of the verb “ha tenido la buena
suerte” (or expressions of similar meaning).We must remember that this
category tries to answer the question: HOW SPECIAL? See below for
more examples of both:

NORMAL ABNORMAL

lucky, fortunate, charmed
normal, natural, familiar
cool, stable, predictable
fashionable, avant garde
celebrated, unsung

unlucky, hapless, star-crossed
odd, peculiar, eccentric
erratic, unpredictable
dated, daggy, retrograde
obscure, also-ran



● Capacity (skilled/clumsy). If X writes “Los del Partido Y serán capaces
de parar el covid-19”, we can annotate it as SKILLED, because of the
presence of the adjective “capaces” (or expressions of similar
meaning). If X writes “Los del Partido Y han mostrado su incapacidad
para parar el covid-19”, we can annotate it as CLUMSY, because of the
presence of the noun “incapacidad” (or expressions of similar meaning).
We must remember that this category tries to answer the question:
HOW CAPABLE? See below for more examples of both:

SKILLED CLUMSY

powerful, vigorous, robust
sound, healthy, fit
adult, mature, experienced
witty, humorous, droll
insightful, clever, gifted
balanced, together, sane
sensible, expert, shrewd
literate, educated, learned
competent, accomplished
successful, productive

mild, weak, whimpy
unsound, sick, crippled
immature, childish, helpless
dull, dreary, grave
slow, stupid, thick
flaky, neurotic, insane
naive, inexpert, foolish
illiterate, uneducated, ignorant
incompetent; unaccomplished
unsuccessful, unproductive

● Tenacity (brave/cowardly). If X writes “España está demostrando que
es muy valiente durante el confinamiento”, we can annotate it as
BRAVE, because of the presence of the adjective “valiente” (or
expressions of similar meaning). If X writes “Los del Partido Y son unos
cobardicas”, we can annotate it as COWARDLY, because of the
presence of the adjective “cobardicas” (or expressions of similar
meaning). We must remember that this category tries to answer the
question: HOW DEPENDABLE? See below for more examples of both:

BRAVE COWARDLY

plucky, brave, heroic
cautious, wary, patient
careful, thorough, meticulous
hasty, capricious, reckless
tireless, persevering, resolute
reliable, dependable
faithful, loyal, constant
flexible, adaptable,
accommodating

timid, cowardly, gutless
rash, impatient, impetuous
weak, distracted, despondent
unreliable, undependable
unfaithful, disloyal, inconstan
stubborn, obstinate, wilful



Communication and Discussion
Currently, we use Slack for team communication (both private and

group communications). We invite you to join (using the app or the website) so
you can discuss with your teammates any doubt you may have. You can do it
with the following link:
<removed>

Remember that you cannot share this link with anyone who do not
belong to the Nutcracker Project. We strongly suggest you to use the app
properly (use channels for specific purposes and private chats to keep
conversations that are not relevant to the topic/users in the channels). You can
open new channels if necessary. We may moderate the channels.

If we want the app to be useful for all of us, we need to use it properly.
Take into consideration that it is easy to miss a message, so do not use it as a
substitute for formal emails. We encourage you not to use channels as a
personal/team repository. If you are not familiar with Slack, there are plenty of
materials on how to use it. You can start with the following short video: <removed>

Disclaimer
The annotating process is subject to interpretation and it is biased by your experience.

Normally, we will ask several experts to tag the same content several times, in order to
aggregate the results to delimit the bias. However, the number of tweets is several times bigger
than the number of experts. We do not have the resources to annotate each tweet several times.
We kindly ask you to rely on the textual evidence as much as possible so that there is as less
little researcher bias as possible..

The content of this document, the Nutcracker Tagging Tool, tweet databases, users
information and the use that can be made of them is strictly restricted to members of the
Nutcracker project and we may monitor your interactions and transmissions to ensure it. We may
use cookies. Accessing the website without the proper authorisation is prohibited. You explicitly
accept this disclaimer when logging in. If you encounter any problems when using this site,
please, contact Manuel Francisco <removed> for support.
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Description of Label Sets B
<political party> Possible values: negative, positive
Help text: If the document is negative or positive towards this political party.

binary gender Possible values: female, male, other
Help text: In this case, we will take into account the name of the user (e.g. “Car-
men Fernández” will be annotated as FEMALE) or how they describe themselves
(e.g. “Soy un hombre comprometido” will be annotated as MALE). Profile pictures
may be confusing and misleading.

age Possible values: 13-17, 18-24, 25-34, 35-44, 45-54, 55-64, 65+
Help text: How old the user is. Try to find evidence.

sentence type Possible values: declarative, imperative, interrogative, exclama-
tive
Help text: Declarative sentences make a statement. They tell us something and
give us some information about a particular state of affairs. Normally, the usual
word order for the declarative sentence is Subject + Predicator. Declarative
sentences can appear both in assertive and non-assertive contexts: “Manolo did
not go to the library yesterday”, “Óscar studied a lot”. Interrogative sentences
ask a question. They are used to get information from the addressee, and always
end with a question mark. The usual word order for the interrogative sentence is
as follows: (Wh-word +) Auxiliary verb+ Subject + Main verb...? Interrogative
sentences can appear both in assertive and non-assertive contexts: “Will Katie
come over in September?”,“Why didn’t Encarni explain that concept in the meet-
ing?”
Imperative sentences are used to order your addressee to do, or not to do, some-
thing. They tell us to do something, and they end with a full-stop/period (.) or
exclamation mark/point (!). The usual word order for the imperative sentence
is as follows: base verb.... There is usually no Subject in this type of structures,
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because we understand that the Subject the second person pronoun. They can
also appear both in assertive and non-assertive contexts: “Javi, don’t go to the
Faculty now”, “Come back, Miguel Ángel”.
Exclamative sentences express strong emotion; they generally end with an ex-
clamation mark (!). The usual word order for the exclamative sentence is the
following: “What (+ adjective) + noun + Subject + Predicator!”, “How (+ad-
jective/adverb) + Subject + Predicator!”: “What a great musician Pascual is!”,
“How interesting Azzam” story was!

speech act Possible values: representative, directive, commissive, expressive,
declaration, verdictive
Help text: Representatives: assertions, statements, claims, hypotheses, descrip-
tions, suggestions.
Commissives: promises, oaths, pledges, threats, vows.
Directives: commands, requests, challenges, invitations, orders, summons, en-
treaties, dares.
Declarations: blessings, firings, baptisms, arrests, marrying, juridial speech acts
such as sentencings, declaring a mistrial, declaring s.o.out of order, etc.
Expressives are speech acts that make assessments of psychological states or atti-
tudes (e.g., greetings, apologies, congratulations, condolences, thanksgivings)
Verdictives are speech acts in which the speaker makes an assessment or judge-
ment about the acts of another, usually the addressee. These include ranking,
assessing, appraising, condoning. Verdictive verbs include accuse, charge, excuse,
thank...

pragmatic function Possible values: literal, metaphorical, ironic, sarcastic,
rhetorical question, hyperbole
Help text: Given that the challenge here is perhaps whether one text is ironic or
not, we will pay attention to how hyperbole (e.g. “Es listísimo”), opposition (e.g.
“Cuánto lo amo”) and understatement (e.g. “Es algo malo”) operate in context
so that there is some incongruence between what the intended meaning is and
what the user has actually written. Although sarcasm is a harshsharp form of
irony meant to ridicule someone, we can include it here under the umbrella term
“pragmatic function” in those cases when the author clearly aims to hurt someone
else. Finally, let’s indicate as well those tweets that are metaphorical. We will
analyse them manually later.
Hyperbole is the use of exaggeration as a rhetorical device or figure of speech.

254 Appendix B

Description of Label Sets



In rhetoric, it is also sometimes known as auxesis. In poetry and oratory, it
emphasises, evokes strong feelings, and creates strong impressions. As a figure of
speech, it is usually not meant to be taken literally.

mood Possible values: irrealis, realis
Help text: It applies to the main clause.
Realis: Factual information, plain statements, statements of fact (Something has
happened Something has not happened (both assertive and non-assertive).
Irrealis: A certain situation or action is not known to have happened at the
moment the speaker is talking Something that hasn’t yet occurred.
TO CUT A LONG STORY SHORT: Irrealis would apply to any: i) imperative
and interrogative clause; ii) any main clause containing an explicitimplicit
epistemic or deontic marker (will, may, can, think, guess, believe, should, must,
have to, etc.); iii) mental processes which by their very nature are irrealis
(e.g. desiderative: want, would like to, etc.); and iv) conditional clauses (if,
unless...).

document sentiment Possible values: negative, neutral, positive
Help text: Overall sentiment of the tweet; in other words, we will annotate
the opinions expressed in a of text, especially in order to determine whether
the writer’s attitude towards a topic, a particular product, an individual, an
institution, an event, someone’s attitudes, etc., is positive, negative, or neutral.
We must remember that the annotator’s belief systems are not relevant here. That
is, to kill Muslims or Christians may be something good from the perspective of
those who hate Muslims or Christians, even though from the perspective of a
normal human being, in general, killing is a wrongful act (unless what we kill is
a virus like COVID-19).

implicit connotations Possible values: none, present
Help text: Sometimes one tweet will clearly be interpreted explicitly as one
particular emotion category and implicitly as another opinion category, or the
other way around: it can be interpreted explicitly as one particular opinion
category and implicitly as one emotion category. In those instances where the
example shows a two-tiered opinion-emotion annotation, the coder will indicate
the presence of IMPLICIT CONNOTATION and subsequently tag both, the emotion
and the opinion, or the other way around.
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type of trigger Possible values: inanimate trigger, animate trigger
Help text: This category refers to the entity that is causing some emotional
reaction.

Attention-grabbing Possible values: no, yes
Help text: The following is a general category, just in case you cannot annotate
specific ones. Leave blank otherwise.

surprise Possible values: no, yes
Help text: If X writes “A los del Partido Y les sorprende que el covid-19 se haya
extendido”, we can annotate it as SURPRISE, because of the presence of the verb
“sorprende” (or expressions of similar meaning).

interest Possible values: uninterested, interested
Help text: If X writes “Los del Partido Y tienen interés en que el covid-19 no se
extienda más”, we can annotate it as INTERESTED, because of the presence of the
expression “tienen interés”. If X writes “A los del Partido Y les aburre el covid-19”,
we can annotate it as UNINTERESTED, because of the presence of the expression
“aburre” (or expressions of similar meaning).

inclination Possible values: disinclined, inclined
Help text: If X writes “Los del Partido Y quieren terminar con el covid-19”, we
can annotate it as INCLINED, because of the presence of the verb “quieren”. If X
writes “Los del Partido Y no están dispuestos a terminar con el covid-19”, we can
annotate it as DISINCLINED, because of the presence of the expression “no están
dispuestos” (or expressions of similar meaning).

Satisfaction Possible values: no, yes
Help text: The following is a general category, just in case you cannot annotate
specific ones. Leave blank otherwise.
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security Possible values: calm, confident, trusting, confused, anxious, fearful,
embarrassed, doubtful, distrustful
Help text: Within the SECURITY category, we can find subcategorIes that are
summarised in the examples in parenthesis. So, if X writes “Los del Partido Y
están tranquilos porque el covid-19 ya se ha controlado”, we can annotate it as
CALM, because of the presence of the adjective “tranquilos”. So, if X writes “Los
del Partido Y están nerviosos porque el covid-19 no se ha controlado”, we can
annotate it as ANXIOUS, because of the presence of the adjective“nerviosos” (or
expressions of similar meaning).

happiness Possible values: sad, happy, angry, frustrated
Help text: If X writes “Los del Partido Y están contentos de que el covid-19 se
haya extinguido”, we can annotate it as HAPPY, because of the presence of the
adjective “contentos”. If X writes “A los del Partido Y les frustra cómo evoluciona
covid-19”, we can annotate it as FRUSTRATED, because of the presence of the
verb “frustra” (or expressions of similar meaning).

Goal-relation emotions Possible values: repulsion, attraction
Help text: The following is a general category, just in case you cannot annotate
specific ones. Leave blank otherwise.

liking Possible values: dislike, like
Help text: If X writes “A los del Partido Y les gusta que el covid-19 se haya
extendido”, we can annotate it as LIKE, because of the presence of the verb
“gusta”. If X writes “Los del Partido Y no son aficionados del covid-19”, we
can annotate it as DISLIKE, because of the presence of the expression “no son
aficionados” (or expressions of similar meaning).

love Possible values: antipathy, affection
Help text: If X writes “Los del Partido Y aman a los gays”, we can annotate it
as AFFECTION, because of the presence of the verb “aman”. If X writes “Los del
Partido Y odian a los gays”, we can annotate it as ANTIPATHY, because of the
presence of the verb “odian” (or expressions of similar meaning).
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respect Possible values: disrespect, respect
Help text: If X writes “Los del Partido Y respetan a todo el mundo”, we can
annotate it as RESPECT, because of the presence of the verb “respetan”. If X writes
“Los del Partido Y le faltan el respeto a todo el mundo”, we can annotate it as
DISRESPECT, because of the presence of the expression “faltan el respeto” (or
expressions of similar meaning).

sympathy Possible values: indifference, sympathy
Help text: If X writes “Los del Partido Y han mostrado su compasión hacia los
migrantes”, we can annotate it as SYMPATHY, because of the presence of the noun
“compasión”. If X writes “A los del Partido Y les dan igual los migrantes”, we can
annotate it as INDIFFERENCE, because of the presence of the expression “les dan
igual” (or expressions of similar meaning).

tolerance Possible values: intolerance, tolerance
Help text: If X writes “Los del Partido Y toleran a otros grupos”, we can annotate
it as TOLERANCE, because of the presence of the verb “toleran”. If X writes
“Los del Partido Y son muy intolerantes”, we can annotate it as INTOLERANCE,
because of the presence of the adjective “intolerantes” (or expressions of similar
meaning).

type of appraised Possible values: inanimate appraised, animate appraised
Help text: This category refers to the entity that is assessed either ethically or
aesthetically.

Appreciation Possible values: no, yes
Help text: The following is a general category, just in case you cannot annotate
specific ones. Leave blank otherwise.

impact Possible values: dull, fascinating
Help text: If X writes “Los discursos del líder del Partido Y me fascinan”, we can
annotate it as FASCINATING, because of the presence of the verb “fascinan” (or
expressions of similar meaning). If X writes “Los discursos del líder del Partido
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Y son un coñazo”, we can annotate it as DULL, because of the presence of the
noun “coñazo” (or expressions of similar meaning). We must remember that this
category tries to answer the question: did it grab me?

quality Possible values: ugly, lovely
Help text: If X writes “El estadio de fútbol es precioso”, we can annotate it as
LOVELY, because of the presence of the adjective “precioso” (or expressions of
similar meaning). If X writes “El estadio de fútbol es muy feo”, we can annotate
it as UGLY, because of the presence of the adjective “feo” (or expressions of similar
meaning) We must remember that this category tries to answer the question: did
I like it? Did id indicate a particular standard?

balance Possible values: discordant, harmonious
Help text: If X writes “El argumento del Partido Y es totalmente lógico”, we can
annotate it as HARMONIOUS, because of the presence of the adjective “lógico”
(or expressions of similar meaning). If X writes “El argumento del Partido Y tiene
múltiples errores”, we can annotate it as DISCORDANT, because of the presence of
the noun phrase “múltiples errores” (or expressions of similar meaning). We must
remember that this category tries to answer the question: Did it hang together?

complexity Possible values: complicated, simple
Help text: If X writes “Es muy fácil de seguir el discurso del líder del Partido Y”,
we can annotate it as SIMPLE, because of the presence of the adjective “fácil” (or
expressions of similar meaning). If X writes “El discurso del líder del Partido Y es
un jaleo”, we can annotate it as COMPLICATED, because of the presence of the
noun “jaleo” (or expressions of similar meaning). We must remember that this
category tries to answer the question: was it hard to follow?

significance Possible values: marginal, important
Help text: If X writes “El Partido Y es clave en la historia del país”, we can
annotate it as IMPORTANT, because of the presence of the adjective “clave” (or
expressions of similar meaning). If X writes “El Partido Y no pinta nada en
historia del país”, we can annotate it as MARGINAL, because of the presence
of the verb phrase “no pinta” (or expressions of similar meaning). We must
remember that this category tries to answer the question: was it important?
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benefit Possible values: destructive, beneficial
Help text: If X writes “La inacción del Partido Y está matando al país”, we can
annotate it as DESTRUCTIVE, because of the presence of the noun “inacción” (or
expressions of similar meaning). We must remember that this category tries to
answer the question: did it enhance or destroy?

Social Sanction Possible values: no, yes
Help text: The following is a general category, just in case you cannot annotate
specific ones. Leave blank otherwise.

propriety Possible values: bad, good
Help text: If X writes “Los del Partido Y son buena gente”, we can annotate it as
GOOD, because of the presence of the noun phrase “buena gente” (or expressions
of similar meaning). If X writes “Los del Partido Y son un ejemplo de corrupción”,
we can annotate it as BAD , because of the presence of the noun phrase “un
ejemplo de corrupción” (or expressions of similar meaning). We must remember
that this category tries to answer the question: how far beyond reproach?

veracity Possible values: deceitful, honest
Help text: If X writes “Los del Partido Y nunca nos mienten”, we can annotate
it as HONEST, because of the presence of the expression “nunca nos mienten”
(or expressions of similar meaning). If X writes “Los del Partido Y son unos
mentirosos”, we can annotate it as DECEITFUL, because of the presence of the
noun “mentirosos” (or expressions of similar meaning). We must remember that
this category tries to answer the question: how honest?

Social Esteem Possible values: no, yes
Help text: The following is a general category, just in case you cannot annotate
specific ones. Leave blank otherwis

normality Possible values: abnormal, normal
Help text: If X writes “Lo normal es que el Partido Y gane las elecciones”, we can
annotate it as NORMAL, because of the presence of the noun phrase “lo normal”
(or expressions of similar meaning; see below). If X writes “Los del Partido Y han
tenido la buena suerte de no tener que lidiar con el covid-19”, we can annotate it
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as ABNORMAL, because of the presence of the verb “ha tenido la buena suerte”
(or expressions of similar meaning).We must remember that this category tries to
answer the question: how special?

capacity Possible values: incapable, capable
Help text: If X writes “Los del Partido Y serán capaces de parar el covid-19”, we
can annotate it as CAPABLE, because of the presence of the adjective “capaces” (or
expressions of similar meaning). If X writes “Los del Partido Y han mostrado su
incapacidad para parar el COVID-19”, we can annotate it as INCAPABLE, because
of the presence of the noun “incapacidad” (or expressions of similar meaning). We
must remember that this category tries to answer the question: how capable?

tenacity Possible values: cowardly, brave
Help text: If X writes “España está demostrando que es muy valiente durante el
confinamiento”, we can annotate it as BRAVE, because of the presence of the ad-
jective “valiente” (or expressions of similar meaning). If X writes “Los del Partido
Y son unos cobardicas”, we can annotate it as COWARDLY, because of the pres-
ence of the adjective “cobardicas” (or expressions of similar meaning). We must
remember that this category tries to answer the question: how dependable?
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Frequent itemset mining:
Association Rules

C
Tab. C.1.: Political parties association rules (minimun support 0.5).

antecedents consequents ant.
supp.

consq.
supp.

supp. conf. lift lvrg. conv.

■ auto PP: negative
■ auto PSOE: negative
■ auto VOX: negative

■ auto Cs: negative .514 .713 .510 .993 1.392 .144 40.678

■ auto VOX: negative
■ auto PSOE: negative

■ auto Cs: negative .525 .713 .520 .991 1.389 .145 30.370

■ auto PP: negative
■ auto PSOE: negative

■ auto Cs: negative .624 .713 .617 .990 1.388 .173 28.871

■ auto PP: negative
■ auto VOX: negative

■ auto Cs: negative .569 .713 .564 .990 1.388 .157 28.173

■ auto PP: negative ■ auto Cs: negative .683 .713 .673 .986 1.382 .186 19.794
■ auto VOX: negative
■ auto Cs: negative
■ auto PSOE: negative

■ auto PP: negative .520 .683 .510 .982 1.438 .155 17.252

■ auto VOX: negative
■ auto PSOE: negative

■ auto PP: negative .525 .683 .514 .979 1.434 .156 15.286

■ auto VOX: negative ■ auto Cs: negative .595 .713 .583 .981 1.376 .159 15.181
■ auto VOX: negative
■ auto PSOE: negative

■ auto PP: negative
■ auto Cs: negative

.525 .673 .510 .972 1.445 .157 11.829

■ auto PSOE: negative ■ auto Cs: negative .655 .713 .638 .974 1.365 .171 10.941
■ auto Cs: negative
■ auto PSOE: negative

■ auto PP: negative .638 .683 .617 .969 1.419 .182 10.085

■ auto VOX: negative
■ auto Cs: negative

■ auto PP: negative .583 .683 .564 .966 1.415 .165 9.333

■ auto VOX: negative ■ auto PP: negative .595 .683 .569 .958 1.402 .163 7.466
■ auto PSOE: negative ■ auto PP: negative .655 .683 .624 .953 1.395 .177 6.696
■ auto VOX: negative ■ auto PP: negative

■ auto Cs: negative
.595 .673 .564 .948 1.409 .163 6.263

■ auto PSOE: negative ■ auto PP: negative
■ auto Cs: negative

.655 .673 .617 .943 1.402 .177 5.756

Continued on next page
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Tab. C.1.: Political parties association rules (minimun support 0.5).

antecedents consequents ant.
supp.

consq.
supp.

supp. conf. lift lvrg. conv.

■ auto Cs: negative ■ auto PP: negative .713 .683 .673 .943 1.382 .186 5.598
■ auto PP: negative
■ auto Cs: negative

■ auto PSOE: negative .673 .655 .617 .918 1.402 .177 4.196

■ auto PP: negative ■ auto PSOE: negative .683 .655 .624 .913 1.395 .177 3.991
■ auto PP: negative ■ auto Cs: negative

■ auto PSOE: negative
.683 .638 .617 .904 1.419 .182 3.792

■ auto PP: negative
■ auto Cs: negative
■ auto VOX: negative

■ auto PSOE: negative .564 .655 .510 .905 1.383 .141 3.645

■ auto PP: negative
■ auto VOX: negative

■ auto PSOE: negative .569 .655 .514 .902 1.378 .141 3.539

■ auto PP: negative
■ auto VOX: negative

■ auto Cs: negative
■ auto PSOE: negative

.569 .638 .510 .896 1.406 .147 3.487

■ auto Cs: negative ■ auto PSOE: negative .713 .655 .638 .894 1.365 .171 3.252
■ auto VOX: negative
■ auto Cs: negative

■ auto PSOE: negative .583 .655 .520 .891 1.361 .138 3.165

■ auto VOX: negative
■ auto Cs: negative

■ auto PP: negative
■ auto PSOE: negative

.583 .624 .510 .874 1.402 .146 2.999

■ auto VOX: negative ■ auto PSOE: negative .595 .655 .525 .882 1.348 .135 2.936
■ auto VOX: negative ■ auto Cs: negative

■ auto PSOE: negative
.595 .638 .520 .874 1.371 .141 2.878

■ auto Cs: negative ■ auto PP: negative
■ auto PSOE: negative

.713 .624 .617 .866 1.388 .173 2.802

■ auto VOX: negative ■ auto PP: negative
■ auto PSOE: negative

.595 .624 .514 .864 1.386 .143 2.769

■ auto VOX: negative ■ auto PP: negative
■ auto Cs: negative
■ auto PSOE: negative

.595 .617 .510 .858 1.390 .143 2.694

■ auto PP: negative
■ auto Cs: negative

■ auto VOX: negative .673 .595 .564 .838 1.409 .163 2.495

■ auto PP: negative ■ auto VOX: negative .683 .595 .569 .834 1.402 .163 2.441
■ auto PP: negative ■ auto VOX: negative

■ auto Cs: negative
.683 .583 .564 .825 1.415 .165 2.386

■ auto PP: negative
■ auto Cs: negative
■ auto PSOE: negative

■ auto VOX: negative .617 .595 .510 .826 1.390 .143 2.333

■ auto PP: negative
■ auto PSOE: negative

■ auto VOX: negative .624 .595 .514 .824 1.386 .143 2.301

■ auto PP: negative
■ auto PSOE: negative

■ auto VOX: negative
■ auto Cs: negative

.624 .583 .510 .818 1.402 .146 2.289

■ auto Cs: negative ■ auto VOX: negative .713 .595 .583 .818 1.376 .159 2.226

Continued on next page
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Tab. C.1.: Political parties association rules (minimun support 0.5).

antecedents consequents ant.
supp.

consq.
supp.

supp. conf. lift lvrg. conv.

■ auto Cs: negative
■ auto PSOE: negative

■ auto VOX: negative .638 .595 .520 .815 1.371 .141 2.194

■ auto Cs: negative
■ auto PSOE: negative

■ auto PP: negative
■ auto VOX: negative

.638 .569 .510 .800 1.406 .147 2.156

■ auto Cs: negative ■ auto PP: negative
■ auto VOX: negative

.713 .569 .564 .790 1.388 .157 2.051

■ auto PSOE: negative ■ auto VOX: negative .655 .595 .525 .801 1.348 .135 2.041
■ auto PSOE: negative ■ auto VOX: negative

■ auto Cs: negative
.655 .583 .520 .794 1.361 .138 2.021

■ auto PSOE: negative ■ auto PP: negative
■ auto VOX: negative

.655 .569 .514 .785 1.378 .141 2.001

■ auto PSOE: negative ■ auto PP: negative
■ auto Cs: negative
■ auto VOX: negative

.655 .564 .510 .779 1.383 .141 1.977

■ auto PP: negative
■ auto Cs: negative

■ auto VOX: negative
■ auto PSOE: negative

.673 .525 .510 .758 1.445 .157 1.966

■ auto PP: negative ■ auto VOX: negative
■ auto PSOE: negative

.683 .525 .514 .753 1.434 .156 1.921

■ auto PP: negative ■ auto VOX: negative
■ auto Cs: negative
■ auto PSOE: negative

.683 .520 .510 .747 1.438 .155 1.900

■ auto Cs: negative ■ auto VOX: negative
■ auto PSOE: negative

.713 .525 .520 .729 1.389 .145 1.752

■ auto Cs: negative ■ auto PP: negative
■ auto PSOE: negative
■ auto VOX: negative

.713 .514 .510 .715 1.392 .144 1.707
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