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A B S T R A C T   

This work presents a digital twin framework for structural engineering. The digital twin is conceptualised and 
mathematically idealised within the context of structural integrity, and includes the main attributes to behave as 
a functional digital twin, namely simulation, learning, and management. The manuscript makes special emphasis 
on the autonomous interactions between the physical and digital counterparts along with on the workflow 
modelling of the digital twin, which are both missing aspects in the majority of use cases found in the literature, 
specially within the civil and structural engineering domain. The proposed framework is demonstrated in a proof 
of concept using a laboratory scale test structure monitored using internet-of-things-based sensors and actuators. 
The results reveal that the virtual counterpart can respond in real-time with self-adaptability in liaison to the 
performance of the physical counterpart. Moreover, the tests show that the digital twin is able to provide 
automated decision making for structural integrity.   

1. Introduction 

Structures, regarded as physical infrastructural assets for public use, 
are continuously subjected to loads and environmental actions which 
cause cumulative deterioration along their lifespan. Nowadays, the 
increasing traffic demands on the communication networks along with 
the exposure to variations of environmental variables, make the condi-
tion assessment of structures a necessity to avoid an uncontrolled in-
crease of system failures and unexpected downtimes, whilst keeping 
costs associated with maintenance and inspection under reasonably 
lower levels [1]. During decades, structural health monitoring (SHM) 
systems have produced large amounts of monitoring data to control the 
structural behaviour during operation [2]. With the rampant expand of 
applications of artificial intelligence (AI) to engineering problems, these 
data can be treated by intelligent algorithms capable of mining out in-
formation relevant to the actual and future health state of structures [3]. 
The latter, together with the maturity of the physics-based models of 
structural response reached during decades, have opened the door for 
new condition assessment paradigms which fuse the information from 
the data and the models under a more digital-focused trend. 

The Digital Twin (DT) is one of the fast-evolving digital technologies 
that support the digital transformation of the structural engineering to 
enable optimal decision support for improving the management, reli-
ability, and sustainability of structures [4,5]. The DT concept, originally 

conceived as a digital replica to a physical asset, was first coined in 2002 
by Michael Grieves at the University of Michigan [6] although its first 
practical application to structures took place in 2012 in the aerospace 
sector [7,8]. 

Over the past decade, and coinciding with the Industry 4.0 techno-
logical trend [9], the interest of the DT has rampantly growth across 
different industries with relevant use cases in sectors like the 
manufacturing [10,11], nuclear [12], and the naval [13], to cite but any. 
In the civil structural engineering domain, the DT technology is still in 
its infancy as compared to other industries, with earliest contributions 
found in the literature dating from 2018 [4]. However, nowadays this 
topic is gaining increasing attention, possibly as consequence of a tech-
nology–push by the irruption of the industrial Internet of Things (IoT) 
[14], and a demand–pull, due to modifications in the use of structures, 
climate change, and accumulated ageing [15]. During the last few years, 
the research about DT technology applied to civil or building engi-
neering structures has significantly increased mostly within the areas of 
operation and maintenance (O&M). Table 1 provides a systematic 
overview of the relevant contributions of the DT in the structural engi-
neering sector, whilst recent reviews and discussion about the broader 
application of the DT in civil engineering, are given in [16,17]. In 
Table 1, the revised papers are classified based on how the DT is con-
ceptualised and used, whether the SHM data are used and integrated 
with the IoT, the use of AI algorithms, etc. 
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One of the main aspects that emerge when revising the referred 
literature provided in Table 1 is that there is no consolidated view on the 
concept of the DT within the structural engineering community, which 
coincides with the perspective of other authors about the same topic 
[16,31]. Besides, the majority of the studies only discuss how to build 
the digital representation of the virtual side of the DT for existing 
structural engineering assets. Some of them are mainly Building Infor-
mation Modelling (BIM) models aiming at providing detailed geomet-
rical implementation of the physical asset and enriched with SHM data 
[15,18,20,23]. Only few of them [25,26,31] provide methods and dis-
cussion about the updating and learning of the virtual models with 
respect to the data from the physical counterpart, or provide automated 
decision-making [26,27]. They do not incorporate a management model 
acting as connection system between the physical and virtual counter-
parts to autonomously coordinate the DT tasks like data gathering, 
model updating, or the internal hardware-in-the-loop to control sensors 
and actuators, etc. In general, the referred approaches found in the 
literature contribute with one or some of the functionalities required for 
a DT, however they do not consider all the essential elements of a 
functional DT together, namely: simulation, learning, and management 
[25], as depicted in Fig. 1. 

This paper gives response to the aforementioned missing aspects 
from the literature by providing a technology integration framework of a 
functional DT within the structural O&M context. After a first step of 
conceptualization and mathematical idealization, the DT framework is 
characterized for simulation, learning, and management, which are all 
of them integrated within a web-based platform as modules. The model 
learning module is conceived here under the physics-based Bayesian 
approach for its appropriateness and rigour to quantify the uncertainty 
and for its robustness when dealing with ill-conditioned solutions in 
structural model identification [38,39]. On the other hand, the man-
agement of the entire DT is proposed as a dynamical event-based system 
model, which in this case has been formulated using the Petri net 
paradigm [40]. Petri nets (PNs) are typically regarded as powerful 
system-level workflow modelling tools due to their ability to account for 
resource availability, concurrency, and synchronisation within complex 
processes, which are common aspects that underline the majority of 
workflow models. From a mathematical perspective, PNs are bipartite 
directed graphs (digraphs) used to model and analyse event-based 

systems. The basic concepts relative to the theory of PNs are summarised 
in [41], whereas a tutorial for practical engineering applications of PNs 
can be found in [42]. In particular, High-Level Petri nets (HLPNs) [43] 
are used in this work as variant of the PNs to allow for higher complexity 
in the modelling of DT workflows. 

Besides, this paper also gives technology integration of the DT 
framework, as a response to a generic claim by recent authors about the 
need for examples of practical implementations of DT technology inte-
gration [25,31,44]. To illustrate the proposed framework, a proof of 
concept is presented using a two-story laboratory scale test structure 
monitored using real-time IoT-based sensors and actuators. The pro-
posed DT is applied within a structural integrity context to provide on- 
line decision support towards excessive deformation under the action of 
unknown loads. The results show that the proposed DT is able to 
virtually deal with the time-evolving behaviour of the physical twin 
under different load cases to aid and adopt automated decision-making 
actions. 

The remainder of the paper is organised as follows. Section 2 presents 
the fundamentals and conceptualization of the DT within the structural 
engineering context, after which Section 3 provides mathematical 
idealization and computational aspects. In Section 4, the technology 
integration details are provided and the main attributes of the archi-
tecture of the proposed DT, are described. Section 5 illustrates and 
discusses the approach over an engineering proof of concept, and finally 
Section 6 gives concluding remarks. 

2. The digital twin concept in structural engineering 

After an analysis of the current development and research gap, the 
previous section indicated that there is a need for a consolidated view on 
the concept of DT for structural engineering, to which this section is 
devoted. 

Following the definition by [44], a DT is a technology that enables a 
virtual representation of a physical system (and its associated environ-
ment and processes), which is continuously updated through the ex-
change of information between the physical and virtual world. Indeed, a 
structural DT interactively combines virtual representation models, 
referred to as the virtual entity (VE), with information from its physical 
counterpart, namely the physical entity (PE), within an on-line 

Table 1 
Bibliography synoptic table about DT in civil & building structural engineering applications.  

Ref. Year Field SHM IoT BIM AI MOD INF DIAG PHM UQ WF DS ADM 

[18] 2018 Bridge O&M ✓ – ✓ ✓ ✓ – ✓ – – – – – 
[15] 2019 Bridge assessment ✓ – ✓ ✓ ✓ ✓ – – ✓ – – – 
[19] 2019 Offshore Str. monitoring ✓ ✓ ✓ – ✓ – – – – – – – 
[20] 2019 Bridge assessment ✓ – ✓ ✓ – – – – – ✓ – – 
[21] 2019 Bridge O&M – – ✓ – ✓ – ✓ – – – – – 
[22] 2019 Building monitoring – – ✓ – ✓ – ✓ ✓ – – – – 
[23] 2019 Bridge monitoring ✓ – ✓ – ✓ – ✓ ✓ – – – – 
[24] 2020 Structural assessment ✓ – ✓ ✓ ✓ – – – – – – – 
[25] 2020 Structural assessment ✓ – – – ✓ ✓ ✓ – ✓ – – – 
[26] 2020 Structural assessment ✓ – – ✓ ✓ ✓ ✓ ✓ ✓ ✓ – ✓ 
[27] 2020 Eng. Systems degradation ✓ ✓ – ✓ ✓ – 51 ✓ – ✓ ✓ ✓ 
[28] 2020 Building assessment – – ✓ – ✓ – ✓ ✓ – – – – 
[29] 2020 Bridge assessment ✓ – ✓ – ✓ ✓ ✓ – – – – – 
[30] 2020 Building O&M ✓ – ✓ ✓ ✓ ✓ ✓ – ✓ ✓ ✓ ✓ 
[31] 2021 Structural assessment – – – ✓ ✓ – ✓ – ✓ – – – 
[32] 2021 Structural assessment ✓ – – – ✓ – ✓ ✓ ✓ – – – 
[33] 2021 Bridge assessment ✓ – ✓ ✓ ✓ – ✓ – – – ✓ – 
[34] 2021 Offshore Str. assessment ✓ ✓ – ✓ ✓ – ✓ – ✓ – ✓ – 
[35] 2021 Bridge assessment ✓ ✓ ✓ ✓ ✓ – ✓ – – – ✓ – 
[36] 2021 Bridge assessment ✓ ✓ ✓ ✓ ✓ – ✓ – – – ✓ – 
[37] 2022 Structural assessment ✓ – – ✓ ✓ ✓ ✓ – ✓ – – – 
Author’s work 2022 Structural O&M ✓ ✓ – ✓ ✓ ✓ ✓ – ✓ ✓ ✓ ✓ 

Ref.: Reference; SHM: Use of SHM data; IoT: Use the IoT technology; BIM: Use of Building Information Modelling; 
AI: Use of Artificial Intelligence; MOD: Use model as VE; INF: Makes Bayesian learning (Inference) between VE and PE; 
DIAG: Application in diagnostics; PHM: Application in Prognostics; UQ: Provides uncertainty quantification; WF: Includes a workflow model; 
DS:Provides decision support; AMD: Autonomous decision making. 

M. Chiachío et al.                                                                                                                                                                                                                               



Automation in Construction 140 (2022) 104333

3

connection system (CS) which includes sensors and actuators. 
Within a structural engineering context, the PE comprises the 

structural components and sub-systems of the physical asset in question, 
which interacts with the surrounding environment through physical or 
chemical processes. The surrounding environment accounts for the 
external actions on the structure, like temperature, humidity, and loads, 
to name a few. On the other hand, the VE provides an idealization of the 
PE under a specific level of abstraction through mathematical models 
based on laws of physics, data, or both. The structural performance and 
its evolution over time is described by the models using states and pa-
rameters. The VE is adaptively updated based on the performance of the 
PE measured from the sensors throughout the whole structural life cycle. 
At the same time, it provides a tool to infer the structural health state of 
the structure, perform reliability and risk assessment, predict its 
remaining useful life (RUL), and autonomously obtain scenario planning 
and decision making actions [45]. 

Finally, the CS carries out the physical-to-virtual, yet virtual-to- 
physical, interaction through IoT-based sensors and actuators which 
collect and process data about the structural behaviour and the envi-
ronmental conditions. Through a proper model updating method, the CS 
uses the data to update the VE from the measured PE states and envi-
ronmental variables. Such updated information from the VE can be used 
in the opposite direction to autonomously provide levels of decisions 
and apply actions over the PE that might result in changes of the physical 
states through the actuators. Alternatively, human-in-the-loop actions, 
for example, visual inspection or structural repair actions, can be 
considered within the possible actions, although it implies off-line 
interaction [44]. These bi-directional interactions between the phys-
ical and virtual entities are governed by a management model, which 
also coordinates other lower-level actions such as data collection and 
processing (when needed) or the internal hardware-in-the-loop to control 
sensors and actuators. 

As a final remark of the DT characterization, it is important to note 
that a structural DT cannot perfectly model the absolute real perfor-
mance of the structure, either virtual or physical. This is because not all 
structural states and environmental variables can be directly measured 
with the available sensing methods, nor the whole structural perfor-
mance can be idealised through all possible levels of abstraction within a 
modelling framework due to limitation of either knowledge, technology, 
or economics. Thus, a structural DT framework should be defined by 
using contextual twins, where the context [46] is given by a subset of 
structural parameters, health or damage states, and environmental 
variables of interest, whether certain or uncertain, that can be measured, 
modelled, or both. 

3. Formulation of a structural digital twin framework 

3.1. Mathematical idealization 

From a mathematical perspective, let us consider that the structural 
performance can be represented by a ns-dimensional state vector s(t) ∈
D ⊂ℝns at time t, and also that a vector of environmental variables e(t) ∈
ℝne, is available. Let us also assume that the states s(t) can be measured 
during operation and that, at a certain time t, these states can be man-
ifested through sensors’ measurements s(t) = d(e,w), where d : ℝne ×

ℝnw →D is a measurement equation and w is a nw-dimensional mea-
surement input vector, which accounts for the measurement error. 
Lastly, let us also consider that the virtual representation of the struc-
tural states, referred to as ̂s ∈ M ⊂ℝns , is given through a model m so that 
ŝ = m(θ,u, e), m : ℝnθ × ℝnu × ℝne → ℝns, which depends on a set of nθ 
uncertain model parameters θ ∈ ℝnθ along with a set of model input 
parameters u ∈ ℝnu and the environmental vector e. Model m can be 
based on physical (i.e., structural) laws, can be built using data taken 
from the PE as a data-based model (e.g., through an Artificial Neural 
Network),1 or can come from a combination of both sources of 
information. 

Following this approach, the structural DT can be mathematically 
described under a specific context ℭ, defined as ℭ⊂M × D , as follows: 

m(θ,u, e)
⏟̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅⏟

ŝ

↔CS

ℭ
d(e,w)
⏟̅̅̅ ⏞⏞̅̅̅ ⏟

s

(1)  

where the double-arrow indicates that the correspondence between the 
virtual and physical representation of the structural states s, ŝ ∈ ℭ is 
materialized through the CS. 

3.2. Probabilistic Bayesian approach for model learning 

The model representation of the VE, namely m(θ,u,e), needs peri-
odic updating based on the actual structural states s observed in the PE, 
through the SHM system. Since the models can be either data-based or 
physics-based, their updating will vary depending on such nature. As 
stated in Section 1,this work assumes that the structural response can be 
modelled using a physics-based approach (i.e., the stiffness method, or a 
Finite Element method), thus the model learning proposed here is based 
on a Bayesian approach. 

The updating of a structural model using information gathered from 
sensors can be understood as the inverse problem [47], where there exist 

Fig. 1. Conceptualization of the Digital Twin by features and pillars. Refer to the caption of Table 1 for definition of the acronyms and abbreviations used in this 
figure. Observe that the SHM feature has been depicted into the simulation pillar, which applies when it is used within data-based approaches, although its role is also 
central within the learning pillar (in blue). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

1 Note that in such a case, the SHM of the DT serves for monitoring the 
structural states through a measurement equation d, but also for creating the 
model m through a training set of data. 
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certain parameters to be inferred [48]. If the Bayes’ theorem is followed, 
the prior information p(θ|M ) about those uncertain parameters θ in the 
model class M , is updated using the observed data D , as follows: 

p(θ|D ,M ) =
p(D |θ,M )p(θ|M )

p(D |M )
(2)  

where p(θ|D ,M ) is the posterior PDF of the uncertain parameters, 
p(D |θ,M ) is the likelihood function, and p(D |M ) is known as the evidence. 
In the proposed framework, the model class M is given by m(θ,u,e) and 
the likelihood function is defined by the probability model chosen for 
the error w. 

At this standpoint it is important to note that within a DT context and 
a model-based approach, the posterior PDF not only provides informa-
tion about the uncertain parameters but also helps us to evaluate the 
degree of agreement between the VE and PE. Indeed, the posterior 
p(θ|D ,M ) indicates how plausible are the modelled states ŝ =

m(θ,u, e) ∈ M adopted by the VE to predict the observed outputs s ∈ D 

in the PE, so that the higher the plausibility, the better the agreement. 

3.3. Management modelling through the Petri net paradigm 

This section briefly presents the method adopted to model the 
autonomous workflow of the DT using Petri nets. Petri nets (PNs) are 
bipartite directed graphs (digraph) used for modelling the dynamics of 
systems [40]. The graphical structure of a PN consists of two types of 
nodes, transitions and places, which are connected by arcs, which indi-
cate the direction of the connection. A place, which is graphically 
symbolised using a circle, represents a particular state of the system or 
activity being modelled (e.g. the current damage state of a structural 
component or an inspection activity in progress). Places are temporarily 
visited by tokens, the abstract moving units of a PN. The distribution of 
tokens over the PN at a specific execution time is referred to as marking, 
which is expressed as a vector indicating the state of the PN. The tran-
sitions, represented by boxes, are responsible of the dynamic behaviour 
of the PN, and enable the system to move from one state to another [49]. 
Arcs are labeled with their corresponding weights (1 by default), and the 
firing rule dictate when tokens are created and destroyed to represent 
changes in the marking [50]. 

Mathematically, a PN can be defined as an ordered 5-tuple N as 
follows [41]: 

N≜〈P,T,E,M0,W〉 (3)  

where P and T denote the set of np places and nt transitions of the PN, 
whose connections are expressed through the set of weighted edges E ⊆
(P × T) ∪ (T × P), with weights given in W. Given an initial marking of 
the net, namely M0, the PN dynamics can be described through the 
change of the marking vector, which can be obtained by the following 
equation: 

Mk+1 = Mk +AT uk (4)  

where uk is the firing vector at execution time k, a nt-dimensional vector 
of Boolean values. A ∈ ℕnt×np is the incidence matrix of the graph, whose 
elements are the result of subtracting the backward incidence matrix from 
the forward incidence matrix, thus A = A+ − A− = aij

+ − aij
− , where i = 1, 

…, nt, j = 1, …, np. If transition ti is activated at state k, then ui,k = Ii 
according to the firing rule, where Ii takes the value of 1 if Mk(j) ⩾ aij

− ∀ pj 
∈ •Pti, or 0 otherwise. In this last equation, Mk(j) ∈ ℕ is the marking at 
state k for place pj, and •Pti denotes the set of places that belong to the 
preset of transition ti, i = 1, …, nt. 

More complex Petri net configurations can be found in the literature, 
like those with time synchronisation, where time delays are typically 
assigned to transitions. The resulting PNs are called Timed Petri Nets if 
the delays are deterministic, and Stochastic Petri Nets if the delays are 
specified by a probability model [41,51]. There also exist other PN 

variants that incorporate logical and mathematical predicates within the 
net elements (nodes and arcs), using a more flexible definition of the 
tokens and arcs types, along with the rules for transition firing. Those 
variants are referred to as high-level Petri nets (HLPN) [43] and allow 
for higher complexity in the modelling of systems dynamics as well as 
analysing logic flows in a more versatile manner. 

A HLPN is used in this work by adding an extra transition condition to 
the firing rule, which uses algebraic predicates based on certain DT 
variables. These variables include model parameters, input parameters, 
environmental variables, and data. In mathematical terms, the resulting 
firing rule can be expressed as ui,k = Ii⋅IC i , where: 

IC i =

{
1 if C i = True
0, otherwise (5) 

In our framework, C i = C i(θ,D ) is a boolean variable (Bool → 
{True,False}) and therefore, a transition ti is fired only if it is enabled 
(Ii = 1) and the transition condition C i is true. The following rules 
summarize the algebra of the HLPN used in this work:  

1. Transitions always consume tokens from all the input arcs at the 
same time, and produce the same number of tokens to all out-coming 
arcs;  

2. Transition ti is enabled if every input place pj from its preset •Pti is 
marked with at least aij

− tokens;  
3. An enabled transition ti will fire if the transition condition C i is true;  
4. After firing, transition ti removes aij

− tokens from pj, and adds aij
+

tokens to each j-th output place of ti. 

When representing HPNL graphically, the transition conditions C i 
are shown within the transition box. If no transition condition exists, 
then IC i = 1. 

Example 1. Let us consider the HLPN from Fig. 2 which consists of np 
= 2 places, and nt = 2 transitions. In this example, the transition con-
dition C 2 is based on a sensor measurement s ∈ D , such that C 2 = True 
if {s < 1}, expressed in dimensionless units. Let us now assume that the 
actual measurement of the sensor is s = 0.5 and the initial marking M0 =

(2,0)T, as depicted in Fig. 2. Then, by the HLPN firing rule described 
above, I1 = 1 since M0(1)⩾ a−

11⏟⏞⏞⏟
1

, and IC 1 = 1. Regarding t2, I2 = 1 since 

again, the marking of p1 is higher than its input arc to t2, and IC 2 = 1 
because the transition condition C 2 = {s < 1} is true for the given 
transition variable s = 0.5. Thus, the marking can evolve from M0 to M1 
as depicted in Fig. 2 (a) and (b). 

4. Technology integration 

As mentioned before, DT should not be seen as a single technology 
but as a set of devices, communication tools, and software working 
together, and most importantly, autonomously. Such autonomy implies 
machine to machine (M2M) communication without any direct human 
intervention, effectively achieved by the IoT. In this context, the phys-
ical world is perceived through a sensor network spatially distributed 
around the monitored structure, which means that a large amount of 
data is collected. At the same time, the devices can operate on the 
physical world through actuators when instructed. And that is one of the 
fundamental pillars of an IoT system, the seamless exchange of data 
between heterogeneous devices and their interoperability, achieved 
through a variety of protocols and standards. However, there also exist 
computational and energy constraints, hence the need for careful plan-
ning during the design stage. The best performance of the system is 
therefore achieved only when an efficient interoperability is assured. 

The proposed DT of this work has been devised following these 
principles. Its overall architecture can be divided into three main blocks, 
as indicated in Fig. 3: the smart devices (sensors and actuators with 
micro-controllers and/or micro-processors), the network connection 
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(including the physical media -wired or wireless, gateways, communi-
cation channels, protocols and standards for message transmission), and 
the integration platform, which comprises a front-end (the user interface 
through an API web) and a back-end (performing the data storage, data 
analytic, IoT applications and security, among others), acting as a binder 
of the whole system. The following subsection provides brief description 
of the main aspects of the technology integration through each of the 
referred blocks. To help the reader better understand such integration, a 
more detailed scheme is provided in Fig. 4. 

4.1. Smart devices 

The smart devices obtain data from the physical asset via sensors, 
which convert a physical state or stimulus into a signal. Actuators are 
also found in smart devices, turning signals into physical effects and 
triggering an action when a command is received. Connected to them 
are the micro-controllers and micro-processors, which process the dig-
ital signals for the sensors and actuators respectively, thus converting 
them into information. The choice, number, and location of the sensing 
appliances are critical to capture the essence of the physical asset and its 
environment [52,53], and conform the basis of well-known SHM 

Fig. 2. Sample illustration of a HLPN of two places and two transitions, one of which (t2) is provided with a transition condition named as C 2.  

Fig. 3. Schematic view of the three main blocks comprising the technology integration of the proposed DT.  

Fig. 4. Conceptual scheme of the proposed DT technology integration. The data communication features are drawn using blue colour. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web version of this article.) 
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techniques. In general, a wide range of sensors are available, from smart 
materials to fibre-optic sensors, and their use are case-specific. However 
the most suitable for wireless network communications within an IoT 
environment are the micro-electro-mechanical-systems (also referred to 
as MEMS), as they provide reliability, flexibility and a high digital ca-
pacity while they are low-cost, small, and have a low power consump-
tion [14,54]. Moreover, the recent use of citizen sensors (i.e., through 
smartphones [55]) opens a new door within the DT context since it al-
lows the integration of the sensors, the micro-controller, and commu-
nications within one device [56,57]. 

4.2. Communication and data transmission 

In this work, the exchange of data between the devices inter-
connected within the DT network is enabled by IoT. Currently, there are 
a number of technologies which can be used for connectivity infra-
structure (e.g. 6LowPAN, IPV6/RPL, IPv6), transport and communica-
tion (Wi-Fi, Bluetooth, Satellite -GSM, 3G, 4G, 5G, Radio Frequency, 
NFC, RFID), data transmission (MQTT, CoAP, HTTP), security (DTLS, 
TLS, MTLS, SSL) and device management (OMA-LwM2M, OMA-DM), to 
name a few use cases. Two main standards are used in the imple-
mentation of these communication technologies, namely the OSI model 
(Open Systems Interconnection, ISO/IEC 7498–1) and the TCP/IP model 
(Transmission Control Protocol/Internet Protocol, https://ietf.org/s 
tandards/), which describe the functions and processes deployed in 
each of them. 

In the proposed DT approach two alternative wireless communica-
tion channels, namely wi-fi and and cellular network, are used to ensure 
a fluent communication of encrypted information (of type SSL) between 
the PE and VE. These channels use the MQTT and HTTP transmission 
protocols, which are both of type TCP/IP standard, resulting in low 
power consumption, embedded security, and scalability. MQTT is set as 
the primary communication channel due to its lightweight and fast 
message transmission capability [58]. Through MQTT, bidirectional 
connections can be established with a callback option for the reception 
of events and reconfiguration of the smart devices, if required. Also, it 
allows the data to be collected by a MQTT broker Mosquitto, which makes 
the data available to subscribers depending on the policy applied. 

HTTP is used as the secondary channel, dedicated to the reception of 
events and to support the API web along with the real-time monitoring 
status. Through HTTP, each sensor is assigned a unique IP address to 
facilitate its identification and communication. Data are encapsulated 
into IPv6 packets and forwarded to an Apache server, operated in Linux, 
when a request is made. Here, the Apache server has been devised as an 
open-source server which implements the HTTP/1.1 protocol and works 
as a virtual site according to the RFC 2616 standard [59]. This protocol 
is not as efficient as MQTT for IoT but allows the transmission of heavier 
information, and allows the communication with the API web. Further 

details about the communication and data-transmission aspects are 
shown in Table 2. 

By these communication protocols, data can be transmitted from the 
sensing nodes through the communication network to the digital twin 
API web, described next, where data are stored in a database for further 
processing. The data-interchange formats adopted here are lightweight, 
such as XML or JSON, and considered Open Data Formats by the Open 
Group IoT standard [60]. 

4.3. Web-based integration platform 

The DT requires an inclusive platform to support the interaction of 
devices, networks, and software in an effective, reliable, and secure way. 
To this end, a representational state transfer (REST) software architec-
ture [61], namely RESTful, is adopted to both manage the data coming 
from the IoT devices through HTTP, and provide real-time data access to 
the users [14,27]. By this means, the platform provides a bi-directional 
connection of the DT components, using a web based framework with 
decentralized control [62]. In our DT approach, a Service Oriented Ar-
chitecture (SOA) is adopted for the API, thus the applications are 
conceived as services provided between components through their 
respective APIs and communication protocols, which can be accessed 
remotely, acted upon and updated independently. 

The back-end of the platform is the edge of the IoT deployment, 
supporting the management of the interconnected devices and net-
works, the data storage and processing, along with the connection with 
the workflow model, as further described in Section 4.3.1. Through the 
back-end, the platform and the DT smart devices synchronise their 
clocks using an network time protocol (NTP) to allow real-time response 
and event-synchronisation. In this work, the platform has been hosted in 
a permanent server, although it can be alternatively hosted in a cloud- 
infrastructure should the application requires pervasive monitoring. 

The front-end of the platform offers a user-friendly environment, 
helping end-users to easily manage all the available information. It also 
eases the end-user interaction with the DT nodes and devices, managing 
operations like real-time measurements requests or device reconfigu-
ration. Indeed, since IoT-based monitoring implies supervising the 
operation of the sensors, including communications and data conveyed, 
if a fault is registered in any node of the physical entity, they can be 
remotely reconfigured or rebooted directly from the API. 

4.3.1. Computing at the back-end 
As stated in the previous section, the core computing modules of the 

DT are hosted in the back-end as services. There are three main services 
in the proposed DT, referred to as analytic, workflow, and data- 
processing. These services are hosted by a Python-based kernel, which 
communicates with the database, as depicted in Fig. 4. 

The data processing service manages the DT data and allows these 

Table 2 
Summary of properties of the data transmission technologies and communication channels used in the proposed DT.    

MQTT HTTP   Wi-fi Cellular network 

Message 
Transmitting 
Protocols    

Communication 
channel    

Specification 
ISO/IEC 
20922:2016 

IEEE 802.15.4 Specification 
Based on IEEE 802.11a/ 
b/g 

Based on GSM and GPRS 

Application 
M2M & IoT 
devices 

Wireless LAN, 
broadband Internet 
access 

Application 
Wireless LAN 
connectivity, 
broadband Internet 

Mobile radio 
connectivity, voice and 
data services 

Standard TCP/IP TCP/IP Band 
Worldwide unlicensed 
2.4 GHz 

850/900/1800/ 1900 
MHz (2G) 

Methodology Data-centric Document-centric Topology 
Line, ring, star, tree, or 
mesh 

Cells 

Message size Small Large Transmission 
distance 

approx. 100 m approx. 35 km 

Default port 1883 or 8883 
(over SSL) 

80 and 443 (over 
SSL) 

Max. number of 
nodes 

Unlimited Unlimited  
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data from different smart devices to be combined into a single unified 
format and to be stored into the database. If required, the data pro-
cessing service can also communicate with the connected smart devices 
via MQTT to send data requests and provide data configuration. The 
analytic service provides the structural model simulations of the VE 
along with the learning through probabilistic inference. The latter im-
plies algorithms for producing the simulated structural response ŝ =

m(θ,u, e), and for the Bayesian inference of model parameters θ, as 
stated in Sections 3.1 and 3.2, respectively. 

The outputs of the analytic service are called upon request by the 
workflow service acting as CS of the DT. The workflow service provides 
the autonomous management of the DT through Petri net simulation, as 
explained in Section 3.3. Through the workflow service, the sequence of 
DT events, like performing Bayesian updating of the VE with respect to 
the PE, are envisaged as automated and adaptive actions which depend 
on the current state of the PE, whose information is requested from the 
database. In general, this service manages the interrelations between the 
rest of services and controls the required information or data to be 
exchanged between them. 

5. Proof of concept 

In this section, the proposed DT context and settings are applied to a 
small scale laboratory test structure to support a sample integrity 
management operation based on structural elastic deformation. 

5.1. Description 

As depicted in Fig. 5, the test structure is a two-storey metallic frame 
made of an aluminium alloy which has been designed with fixed sup-
ports (representing the foundations) and rigid joints. The structure is 
subjected to an unknown horizontal point load (F3x) applied to node 3, 
as shown in Fig. 5a. 

Under these settings, a structural integrity scenario is idealised based 
on the value of the applied force, such that when F3x is higher than a 
user-defined threshold force value Fξ, an alarm is triggered. Besides, the 
proposed structural DT should be able to autonomously: (a) sense if a 
force F3x is applied to the structure; (b) determine if the VE needs 
updating based on a pre-established displacement sensitivity; (c) 
perform Bayesian model updating of the VE to mach the state of the PE, 
which includes the inference of the unknown force F3x with quantified 
uncertainty, among others; (d) decide if the integrity alarm should be 
triggered based on the inferred values of F3x; (e) activate a pin led and a 
digital screen connected to a relay should the alarm is triggered and 

rearm the system after the actuator’s notification; (f) keep the virtual 
and physical entities in continuous communication providing visual-
isation of the virtual one in compliance to the state of the PE; (g) provide 
instant information of any of the sensor’s measurements. 

The DT context is determined by both, the measured and modelled, 
elastic displacements of the structural joints. In mathematical terms s =
s(e,w) = [six, siy, siz] and ̂s = ŝ(θ, u, e) =

[
ŝix, ŝiy, ŝiz

]
, respectively, where 

i = 1, …, 6, and x, y, z refer to horizontal, vertical, and rotation 
displacement. In this study, the measured displacements are taken for 
joint 5 using an ultrasound proximity sensor, thus s is specified here as s 
= [0, − , − , − , {s5x, − , − },0]. The measurement error vector w is set 
to w = [10− 4], expressed in meter units, and relates to the sensitivity of 
the distance sensor. These values are used within the Bayesian inference 
module as standard deviation parameter for the likelihood function, 
considered as a Gaussian PDF. In the referred Bayesian inference mod-
ule, the Metropolis-Hastings algorithm is implemented with a total of Ns 
= 5 ⋅ 104 simulations, and a Gaussian PDF as proposal distribution with 
standard deviation given so that the resulting acceptance rate lies be-
tween the recommended interval [0.2,0.4] [63]. 

The modelled joint displacements ŝ for the VE are obtained using a 
beam-element frame model as follows: 

ŝ(θ, u, e) = [K]− 1[F(θ) ]T (6)  

where F(θ) =

⎡

⎣F1, 0,

⎧
⎨

⎩
F3x⏟⏞⏞⏟

θ

, 0,0

⎫
⎬

⎭
, 0,0,F6

⎤

⎦ is the vector of applied forces 

and moments to the joints of the frame structure. In this study, F3x is the 
only force applied to the structure, which is a priori unknown, thus it is 
represented using the model parameter θ. The chosen prior PDF for θ is 
given by a uniform PDF between the interval 0.1 and 5 in [N], namely 
U [0.1 5] [N], which represents our initial degree of belief about the 
possible values of the referred force. Note that F1 and F6 are the forces 
and moments applied to joints 1 and 6, respectively, however their 
values are not needed since these joints are fixed, hence their dis-
placements and rotations are known and equal 0. In Eq. 6, the stiffness 
matrix [K] = [Kij], i, j = 1, …, 6, is a 18 × 18 elastic matrix of a plane 
framed structure with rigid joints. The values of Kij depend on the 
geometrical and material input parameters u = (L1,L2,L3,E,A, I), where 
L1, L2, L3, and A are given in the Fig. 5. The term I is the cross-sectional 
inertia momentum given by I = 10− 9 [m4], whereas E = 9 ⋅ 108 [N/m2] is 
the Young’s modulus of the material. Finally, in this proof of concept, 
the influence of the environmental variables (e.g., temperature, hu-
midity, etc.) over the structural response is not considered, thus e = ∅. 

5.2. Monitoring, communication, and hardware set-up 

As presented in the previous section, the test structure is monitored 
during runtime using two smart devices: one sensor S1 located at joint 5, 
and one relay A1, whose positions are given in Fig. 5. These devices are 
supplied with electricity by a micro USB of 220 V AC to 5 V DC / 500 mA 
power. The main properties of the smart devices used in this example are 
given in Table 3. 

Signals from the devices are integrated into the DT environment by 

Fig. 5. Model and picture of the two-storey test structure used in the proof of 
concept. Units expressed in SI. 

Table 3 
Properties of the sensing and actuator devices used in the proof of concept.  

ID Device Use range Output Electrical 
inputs 

Notes 

S1 HC-SR04-P, 
Ultrasonic 
sensor 

Proximity 
(<4 [m]) 

Distance 
[m] 

3.3–5 [V] / 
15 [mA] 

40 [Hz] pulse- 
echo ultrasonic 
signal. 

A1 SRD-05VDC 
SL-C Relay 

Switch 
(<10 [A]) 

250 [V] 
AC/ 30 [V] 
DC 

5 [V] / 20 
[mA] 

Generates 
electro- 
mechanical 
switch.  
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connecting them to two different IoT boards: (a) an ESP8266 12-e board, 
which communicates to the integration platform via Wi-fi; and (b) an 
ESP32 TTGO T-CALL board providing cellular GSM connection and 
other alternative ways of cellular communication such as SMS 
messaging. Fig. 6 provides an overview indicating how the smart devices 
are connected to the IoT boards and attached to the physical structure. In 
this proof of concept, the main communication channel is the Wi-fi 
through the ESP8266 12-e board, which is based on a system on chip 
(SoC) integrating processor with a 32-bit architecture, working as a host 
for the API. In case of not availability of Wi-fi connection, then the GSM 
channel would provide the connection to the API through the ESP32 
TTGO T-CALL e-board. 

5.3. Workflow model 

The workflow model for autonomous structural integrity decision 
making considered in this proof of concept is depicted in Fig. 7. The 
referred figure shows a HLPN comprising eight places (p1 to p8), seven 
transitions (t1 to t7), and two cold transitions (ε) for data arrival and 
system rearm. The places represent discrete-event states like ‘data 
arrival’, ‘system updated’, ‘waiting mismatch evaluation’, etc. To help 
the visual interpretation of the system states within the HLPN graph, 
coloured text labels are used in Fig. 7. The grey text labels provide 
explanatory information about place p6 and one of the cold transitions. 
Changes in the state of the DT system are the result of a number of 
automated actions, which are triggered by the firing transitions t1 to t7. 
An overview and description of the actions associated to each transition 
are provided in Table 4. Note that the transitions t1, t5 and t6 are based 
on transition conditions C 1,C 5 and C 6, respectively, whose algebraic 
predicates are given in the third column of the aforementioned table. 
The activation of the referred transitions occurs when their variables 
fulfil the respective conditions C i, i = 1, 5,6. 

The dynamics of the HLPN can be described as follows. The system is 
assumed to start at k = 0 when new data arrive from the sensor S1. At this 
stage, the VE is assumed to be updated with respect to the PE. This is 
represented by one token in both p1 and p4, thus M0 = (1,0,0,1,0,0,0,0)T. 
Subsequently, t4 is fired producing one token to place p5 and removing it 
from p4, thus the DT identifies that the structure is subjected to a new 
unknown force and a decision has to be made on whether identifying the 
force and updating the VE. This is carried out via transitions t1 and t5, 
which are based on transition conditions C 1 and C 5, respectively 
(recall Table 4). They are enabled depending on a mismatch evaluation 
given as follows: 

ȷ =
‖ s5x − s̃5x ‖

s̃5x
(7)  

where s5x is the measured horizontal displacement in node 5 and s̃5x 
represents its previously recorded value after the Bayesian inference, 

being ̃s5x = 0 for k = 0. Thus, if the latest measured displacement differs 
by more than a 10% with respect to the previous recorded value 
(physically located in the database, as stated in Fig. 7), then t1 is fired 

Fig. 6. Connection scheme of the smart devices used in the proof of concept.  

Fig. 7. HLPN used as workflow model of the proof of concept of Section 5. The 
dark small rectangles indicate symbolic transitions, whereas the blue and grey 
text labels provide some explanatory information about key places. (For 
interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 

Table 4 
Description of the transitions of the HLPN model shown in Fig. 7. In the third 
row, the symbol τ3 represents the time in seconds required for the VE to process 
the Bayesian inference. The term ȷ refers to the mismatch value, and is given in 
Eq. 7.  

Transition Type Rule Description 

t1 Conditional C 1 : {ȷ⩾0.1} Evaluates mistmach 
t2 Symbolic – Call the BIP module 
t3 Timed Enabled after τ3 Execute the BIP 
t4 Symbolic – Initiates VE–PE mismatch 
t5 Conditional C 5 : {ȷ < 0.1} Evaluates mistmach 
t6 Conditional C 6 :

{
mean(F3x)⩾Fξ

}
Checks value of inferred 
force 

t7 Symbolic – Activates actuator  
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and the DT performs a structural Bayesian updating. This is represented 
through the workflow sequence {p2, t2,p3, t3}, which will finally produce 
one token to p4 and the system turns back to ‘updated’ state. Otherwise, 
t5 will directly produce one token to p4, meaning that the DT does not 
require a Bayesian updating of the VE with respect to the PE, and thus 
the DT keeps its previous ‘updated’ state. 

Note from the HLPN graph depicted in Fig. 7 that while the DT re-
mains in the ‘updated state’, which implies that place p4 is marked, an 
interrogation is performed about the values of the inferred force to check 
whether its mean value exceeds the threshold Fξ, whereupon transition 
t6 is fired. This transition activates a sequence of warning states and 
actions given by nodes {p7, t7,p8}, which autonomously reveal when the 
structure is subjected to a force that can compromise its integrity, then a 
visual alarm is triggered by the LED and screen actuators (through firing 
t7), and the system turns to ‘warning state’. At such standpoint, the 
system is rearmed waiting for new data arrival, represented through the 
cold transition (ε), whereby the warning state is dismissed until new 
evaluation. Finally note also that when the warning sequence is acti-
vated, a token is collected in p6 acting as a buffer of information, which 
can be used for diagnosis purposes as it provides us with the amount of 
times that the structure has been subjected to force values above the 
integrity threshold Fξ. 

5.4. Results and discussion 

Once the smart devices are active and connected to their corresponding 
e-boards, a number of structural integrity scenarios are explored by 
consecutively applying a series of 15 load cases to node 3 of the test 
structure. In every case, the overall DT behaviour is commanded through 
the HLPN shown in Fig. 7, whose dynamics is evaluated through the state 
evolution equation (recall Eq. 4) in confluence with the execution rules 
summarised in Section 3.3 to obtain the sequence of system states described 
by the marking Mk, k > 0. The results for the DT behaviour in terms of the 
applied and inferred loads, are depicted in Fig. 8. In this figure, the actual 
applied forces to the test structure (drawn using grey box-dotted line) have 
been measured through a thin-film force sensor external to the DT, i.e., its 
data are not processed within the DT environment, thus its measured values 

are only revealed visually to validate the inferred values by the DT. 
Moreover, the referred figure provides indication of the cases when the 
main changes of HLPN states happen. 

Note that in every load case requiring updating of the DT, the 
Bayesian module is called to produce a posterior PDF of the inferred 
values of the unknown force θ, whereby the rest of the model response 
(displacements and rotations of nodes) can be reproduced. To serve as 
example of the DT front-end visualisation capabilities, Fig. 9 provides a 
plot of the posterior versus prior PDF of model parameter θ for load case 
# 13, along with the corresponding graphical visualisation of the VE. 
Note that the front-end also shows indication of some key state variables 
from the PE under the referred load case. 

Extended information about the response of the DT to the test loads is 
provided in Table 5. In addition, a summary of the results for the 
behaviour of the HLPN model is provided for test cases 1, 2, and 10 in 
Tables 6, 7 and 8, respectively. In these tables, the fourth column in-
dicates the sequence of main events, like activation of the warning state 
and/or firing of conditional transitions. The right-most column provides 
description of the overall DT behaviour in liaison to the the HLPN states. 

Observe for load case 1 (refer to Table 6) that the transition t1 is fired 
at k = 1 since it is enabled with a token in its preset place p5 and the 
condition C 1 is true. This produces one token to p2 whereupon the 
Bayesian updating of the DT states is carried out, after which the system 
recovers back to the updated state with two tokens in p4. When updated, 
the resulting inferred force results higher than the threshold force Fξ =

1.5 [N], then transition t6 is fired and the warning sequence {p7, t7,p8}, 
along with their corresponding actuators, are activated, as can be 
observed in Table 6 after time step k = 4. 

On the other hand, note that in load case 2, the measured displace-
ment by the ultrasound sensor gives a value of 36 [mm], which differs by 
less than a 10% with respect to the previous one (i.e, 39 [mm]). Thus, 
the HLPN identifies that an updating of the VE with respect to the PE is 
not required, then the system is kept under the system updated state by 
activating t5 to recover two tokens back to p4. Notwithstanding, the 
HLPN detects that the force applied to the structure is still higher than 
the threshold force Fξ = 1.5 [N], then transition t6 is fired again 
whereupon the warning events are activated and the system switches 

Fig. 8. Sequence of applied (in grey) and inferred (in red) loads, along with indication of main DT actions. (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.) 
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from normal operation to warning state mode where the actuator A1 
triggers visual alarms, as explained above. This is reflected in Table 7 
after time step k = 2. 

Finally, the load case 10 represents the situation in which the DT 
detects that an updating of the VE with respect to the PE is required. 
Once updated, the resulting inferred force does not reach the threshold 
value, thus the workflow model stops and awaits for new data. 

In general, these results corroborate that the proposed DT framework is 
able to autonomously respond to the arrival of data through adaptation 
whereby the VE can be updated based on the performance of the PE 
measured from the sensors. Correspondingly, the results also show that PE 
can be influenced by the information from the VE thorough actuators. 
Moreover, the proposed proof of concept has also shown that these in-
teractions can be effectively executed through a HLPN acting as workflow 

Fig. 9. Plot of the front-end Bayesian module for load case 13 (refer to Table 5), with indication of the posterior PDF of the inferred force (right side) along with a 
graphical representation of the updated VE (left side). In the right panel, the pink rectangle represents the uniform prior PDF of the applied force, whereas the 
posterior PDF is given in green colour. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Table 5 
Summary of measured and inferred DT variables for the sequence of 15 load 
cases applied to the test structure. In the third and forth rows, the symbol θ 
represents the unknown parameter, which coincides with the force F3x.  

Load 
case 

Measured 
force [N] 

θmean 

[N] 
θstd 

[N] 
s5x 

[mm] 
ȷ ⩾ 
10% 

Activates 
warning 

1 1.92 1.60 0.13 39 Yes Yes 
2 1.77 1.60 0.13 36 No Yes 
3 0.95 0.75 0.12 20 Yes No 
4 0.53 0.65 0.11 15 Yes No 
5 0.87 0.82 0.12 21 Yes No 
6 0.94 0.82 0.12 19 No No 
7 0.85 0.67 0.12 16 Yes No 
8 1.01 0.77 0.12 18 Yes No 
9 0.83 0.77 0.12 19 No No 
10 0.78 0.88 0.12 23 Yes No 
11 0.94 0.80 0.12 20 Yes No 
12 0.92 0.80 0.12 22 No No 
13 1.37 1.16 0.12 28 Yes No 
14 0.75 1.01 0.12 24 Yes No 
15 0.67 0.66 0.13 16 Yes No  

Table 6 
Summary of events and actions carried out by the PN workflow model under 
load case 1.  

PN 
state 

Marking (Mk) Firing vector 
(uk) 

Main events Description 

k = 0 (1 0 0 1 0 0 0 0)T (0 0 0 1 0 0 0) New data 
arrived 

PN starts 

k = 1 (0 0 0 0 1 0 0 0)T (1 0 0 0 0 0 0) C 1 {→True} Checks to update 
VE & PE {→True} 

k = 2 (0 1 0 0 0 0 0 0)T (0 1 0 0 0 0 0) Update 
required 

Call the BIP 
module 

k = 3 (0 0 1 0 0 0 0 0)T (0 0 1 0 0 0 0) BIP under 
execution 

VE updating 
according to PE 

k = 4 (0 0 0 2 0 0 0 0)T (0 0 0 0 0 1 0) C 6 {→True} System updated; 
F3x ⩾ Fξ→ {True} 

k = 5 (0 0 0 1 0 1 1 0)T (0 0 0 0 0 0 1) Action 
required 

Activates actuator 
A1 

k = 6 (0 0 0 1 0 1 0 1)T (0 0 0 0 0 0 0) Warning 
state 

System rearm; 
awaiting new data  

Table 7 
Summary of events and actions carried out by the PN workflow model under 
load case 2.  

PN 
state 

Marking (Mk) Firing vector 
(uk) 

Main 
events 

Description 

k = 0 (1 0 0 1 0 1 0 0)T (0 0 0 1 0 0 0) New data 
arrived 

PN starts 

k = 1 (0 0 0 0 1 1 0 0)T (0 0 0 0 1 0 0) C 5 

{→True} 
Checks to update VE 
& PE {→False} 

k = 2 (0 0 0 2 0 1 0 0)T (0 0 0 0 0 1 0) C 6 

{→True} 
System previously 
updated; F3x ⩾ Fξ→ 
{True} 

k = 3 (0 0 0 1 0 2 1 0)T (0 0 0 0 0 0 1) Action 
required 

Activates actuator 
A1 

k = 4 (0 0 0 1 0 2 0 1)T (0 0 0 0 0 0 0) Warning 
state 

System rearm; 
awaiting new data  
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model of the DT by providing the event-based basis for system-level syn-
chronisation between the VE and PE. 

6. Concluding remarks 

This article presented a DT framework for structures which was 
conceived from mathematical idealization and applied to the level of 
hardware/software technology integration. The framework was defined 
under a structural integrity context with main objective being the moni-
toring and control of physical and environmental variables affecting the 
structural performance. Within this context, the virtual and physical coun-
terparts interacted within a real-time IoT-based SHM environment. PNs and 
more specifically, HLPNs have been devised as effective tools as workflow 
models to ensure the autonomous management of the DT, and specially, the 
interaction between the physical and virtual counterparts. A proof of 
concept has been provided over a laboratory test structure to conceptualise 
the framework as well as to show some of the challenges faced in a real-world 
application. The following are some concluding remarks:  

(i) The proposed DT framework has demonstrated that the physical- 
to-virtual, yet virtual-to-physical interactions are possible within 
a context of structural integrity;  

(ii) A probabilistic Bayesian approach has been proposed for model 
updating for its maturity within the context of SHM, structural 
control, and structural integrity [38,39]. However, other avail-
able learning methods (e.g., Machine Learning methods) can be 
integrated as complement or as replacer to the Bayesian one, with 
no loss of generality;  

(iii) The framework has been demonstrated in a proof of concept 
using a laboratory test structure to avoid very high forces to 
produce the integrity scenarios (i.e., node displacements). The 
latter might have required unnecessarily heavy experimental set- 
up. However, it is important to remark that the use of a small- 
scale test implies unobserved structural aspects that can only be 
revealed in a large-scale model, thus being one of the limitations 
of this work. Notwithstanding, the proof of concept has enabled 
the conceptualisation, formulation, and technology integration of 
the proposed DT, as a previous step to be applied to larger (even 
real-world) structures;  

(iv) The results have demonstrated that the proposed DT can assist the 
decision making for failure prevention since the VE can be used to 
perform reliability and risk assessment under damage, and also 
because alarms can be automatically triggered under failure 
scenarios; 

(v) More research is needed to explore methods for optimal computa-
tional allocation (like edge or fog computing [64]) within the soft-
ware/hardware integration of the DT to allow an efficient 
application to cases requiring complex structural models, pervasive 
monitoring, and citizen-centered sensors [55]. Also, desirable work 
would also imply demonstration of the proposed DT within a full- 
scale structural application. 

To conclude, the authors remark that another limitation of the pro-
posed work is the need of adaptation of the analytic service to the case 
under study, or in other words, its lack of easy extrapolation to different 
case studies, which is just a limitation of the DT technology itself. In 
addition to the latter, we can add that the IoT technology is under 
continuous development, hence the definition of a long-term monitoring 
scheme of a DT for structural integrity, should be periodically updated 
and supervised to accommodate the changes in the technology, like 
communication and security protocols, to cite but any. 

Notwithstanding, it is important to note that the IoT-based SHM is only 
one, but a major, element within a bigger technology integration of the DT, 
as depicted in Fig. 4. Thus, a framework for formulation and integration 
like the one proposed here contributes to support the required future DT 
development even in the scenario of technology change. 
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