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SCHAUDER BASES IN LIPSCHITZ FREE SPACES OVER

NETS IN BANACH SPACES

PETR HÁJEK AND RUBÉN MEDINA

Abstract. In the present note we give two explicit constructions (based
on a retractional argument) of a Schauder basis for the Lipschitz free
space F(N), over certain uniformly discrete metric spaces N . The first
one applies to every net N in a finite dimensional Banach space, leading
to the basis constant independent of the dimension. The second one
applies to grids in Banach spaces with an FDD.

As a corollary, we obtain a retractional Schauder basis for the Lip-
schitz free space F(N) over a net N in every Banach space X with a
Schauder basis containing a copy of c0, as well as in every Banach space
with a c0-like FDD.

1. Introduction

The structural properties of metric spaces, in terms of the various ex-
tensional or retractional properties of their subsets and Lipschitz functions
thereon, are a very active field of research with many applications in sur-
rounding areas of Banach space geometry, theoretical computer science, geo-
metric group theory and so on. A convenient conceptual framework in this
respect is provided by the notion of a Lipschitz free space F(M) over a
metric space M (also known as the Arens-Eells space). It is a Banach space
containing an isometric copy of the original metric space M , which allows
the natural linearization of Lipschitz mappings between metric spaces. The
structural properties of Lipschitz free spaces F(M) are still very far from
being understood, except for some very special cases of M such as e.g. the
doubling metric spaces, or (separable) uniformly discrete spaces M . In the
former case it was shown by Lancien and Pernecká [LP13] that F(M) has a
λ-BAP for any M ⊂ R

n, where λ is of the order
√
n and independent of M .

It remains an important open problem whether λ can be chosen a constant
independent of n (e.g. [PS15]).

In the latter case, Kalton [Kal12] has shown that F(M) is a Schur space
with the RNP property and the approximation property (AP for short).
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Kalton has posed an important question whether these spaces have the
bounded approximation property (BAP) as well. In fact, in order to solve
this problem it suffices to consider the special case when M is a net in a
Banach space X. A positive answer in the separable case would imply that
every separable Banach space is approximable in the sense defined in [Kal12]
while a counterexample would yield a renorming of ℓ1 without the metric
approximation property (MAP), answering a classical open question.

Kalton went on proving that for a Banach space X with a separable dual
(or a separable dual space itself) the answer is positive. So for every net N
in such X the Lipschitz free space F(N) has the BAP. The case of a general
separable Banach space X still remains open. Let us add the remark that
nets in metric spaces are quite useful (e.g. in theoretical computer science)
and their study is an ongoing topic in the last years (see [HN17], [Dil+08],
[Kal12]).

Our note contains two main results which considerably strengthen the
above mentioned results in some special cases.

We construct an explicit family of Lipschitz retractions for nets in finite
dimensional Banach spaces, which yields a Schauder basis for their Lipschitz
free spaces whose constant is independent of the dimension. Based on this
ingredient, we proceed with the construction of an explicit family of Lipschitz
retractions (again leading to a Schauder basis for the free space) for grids
in Banach spaces with an FDD. Our construction can be applied to obtain
a retractional Schauder basis for F(N), where N is a net in several types
of Banach spaces X. In particular, X can be chosen a separable Banach
space with a Schauder basis, which contains a copy of c0, or a Banach space
admitting a c0-like FDD. Let us now proceed with the necessary backgroud.

Given a, b ∈ R
+ we will say that a subset N of a metric space M is an

(a, b)-net of M whenever it is a-separated and b-dense. More precisely, N
is considered to be a-separated whenever d(x, y) ≥ a for every x, y ∈ N ,
x 6= y, and b-dense if for every x ∈ M there is y ∈ N such that d(x, y) ≤ b.
We will say that N ⊂M is a net whenever there are a, b ∈ R

+ such that N
is an (a, b)-net.

A map T from a metric space M into another metric space N is said to
be Lipschitz if there exists some λ > 0 such that

d(T (x), T (y)) ≤ λd(x, y) ∀x, y ∈M.

We say that λ is a Lipschitz constant for T and we call the infimum of all
Lipschitz constants for T the Lipschitz norm of T , that is,

||T ||Lip = sup
x,y∈M,x 6=y

d
(
T (x), T (y)

)

d(x, y)
.

If λ > 0 is a Lipschitz constant for T then we say that T is λ-Lipschitz.

Definition 1.1. Let N1 and N2 be metric spaces. We say that N1 and N2

are Lipschitz equivalent whenever there is a bijection F : N1 → N2 such
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Figure 1. Giving a retractional basis to a net

that both F and F−1 are Lipschitz. We put dist(F ) = ‖F‖Lip‖F−1‖Lip the
Lipschitz distorsion of F .

In this note, we are mainly interested in finding a retractional structure
in nets. To this end, we are going to order the elements of the net into a
sequence and introduce K-Lipschitz retractions onto the first n points of the
sequence with a conmuting behaviour, as shown in figure 1. More precisely,

Definition 1.2. Let M be a countable metric space and K ≥ 1, a K-
retractional basis of M is a sequence of retractions {ϕn}∞n=1, ϕn : M → M
satisfying,

(1) ϕn(M) = Mn :=
⋃n

j=1{xj},

(2)
⋃∞

j=1{xj} = M ,

(3) ϕn is K-Lipschitz for every n ∈ N,
(4) ϕm ◦ ϕn = ϕmin(m,n) for every m,n ∈ N.

We will say that M has a retractional basis whenever it has a K-retractional
basis for some K ≥ 1.

It is clear that these retractions can be used to extend Lipschitz maps
from a finite number of points {x1, . . . , xn} to the whole net by composition,
keeping the Lipschitz constant under control independently of the number
of points from which the extension is made. By contrast, as shown by Naor
and Rabani [NR17] for every n ∈ N there is an n-point subset S of a metric
space M and a 1-Lipschitz function f from S into a certain Banach space Z
such that the Lipschitz constant of every extension of f to the domain M is
bounded below by a multiple of

√
log n.

The existence of retractional bases has been studied previously (see [HN17]
and [Nov20]). Let us recall that by [BK98] nets of a finite dimenisional space
are not necessarily Lipschitz equivalent, so the problem is non-trivial even
in the case of a fixed normed space (and varying nets).

It is easy to see that retractional bases in nets are clearly preserved under
Lipschitz equivalences. More precisely,

Proposition 1.3. Let N1 and N2 be countable Lipschitz equivalent metric
spaces, with distorsion D. If N1 has a K-retractional basis for some K > 0
then N2 has a DK-retractional basis.
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A Schauder basis for a real Banach space X is a sequence (xn) ⊂ X with
the property that for every x ∈ X, there exists a unique sequence (αn) ⊂ R

such that ∣∣∣∣
∣∣∣∣x−

n∑

i=1

αixi

∣∣∣∣
∣∣∣∣

n→∞−−−→ 0.

If (xn) is a Schauder basis then there is a K > 0 such that
∣∣∣
∣∣∣

n∑
i=1

αixi

∣∣∣
∣∣∣ ≤

K||x|| for every x ∈ X and n ∈ N. In this case we say that (xn) is a
K-Schauder basis. A more general concept, also used in our note is the
following.

Definition 1.4. A sequence (Xn) of finite dimensional subspaces of a Ba-
nach space X is called the finite dimensional decomposition (FDD for short)
if for every x ∈ X there is a unique sequence xn ∈ Xn so that

∣∣∣∣
∣∣∣∣x−

n∑

i=1

xi

∣∣∣∣
∣∣∣∣

n→∞−−−→ 0.

In this case we say that X has an FDD and we call the projections Pn(x) =
n∑

i=1
xi, which are again uniformly bounded, the natural projections of the

FDD.

A retractional basis for a net implies that the Lipschitz-free space over the
net has a Schauder basis, made out of the linearization of the retractions.

Theorem 1.5 ([HN17]). Let M be a countable metric space with a K-
retractional basis {ϕn}∞n=1. Then the Lipschitz-free space over M has a
K-Schauder basis.

In [HN17] a retractional basis in grids of spaces with an unconditional
basis (Theorem 13) was constructed. In section 3 we generalize these results
to spaces with a Schauder basis using a completely different approach.

The paper is divided into two main Sections. In Section 2 we tackle the
problem in finite dimensional spaces. We first define a family of nets in R

n

(we call those nets spiderwebs) such that every net of Rn is Lipschitz equiva-
lent to a spider web with a distorsion independent of n. Then, we construct
a K-retractional basis for an arbitrary (a, b)-net of the family with K de-
pending only on b

a
, leading to our first main result Theorem 2.6. In Section 3

we focus on grids of spaces with a Schauder decomposition (FDD). We prove
our main technical result Theorem 3.9 showing that if X is a space with an
FDD, then some grids of the FDD have a retractional basis (a precise defi-
nition of this kind of grids is given in Section 3). This result, combined with
the coefficient quantization technique in [Dil+08] yields our second main
result, that every net of a Banach space with a Schauder basis containing
a copy of c0, or a Banach space with a c0-like FDD has a retractional basis
(Corollary 3.12).
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Let us remark that the importance of the mentioned coefficient quan-
tization approach can be gleaned from [Dil+08], [Cas+08] and [DD03].
In particular, in [DD03] Fourier series of bandlimited functions (functions
whose Fourier transform has a bounded support) are approximated replac-
ing Fourier series coefficients by quantized coefficients, obtaining a net using
a two-sided version of the Σ−∆ quantization algorithm. It is proved in the
Main Theorem of [Dil+08] that there is a Schauder basis of a space such
that every grid with respect to that basis is a net if and only if the space
has a Schauder basis and contains a copy of c0.

For background on the approximation properties of Banach spaces we
refer to the Handbook article [Cas01]. We will use the standard notation and
terminology of the Banach spaces theory, as in [Fab+11]. For background
on Lipschitz-free spaces and its main properties we refer to [GK03].

2. Finite dimensional nets

Let X be a finite dimensional Banach space. Our aim in this section is
to prove that every (a, b)-net of X has a retractional basis with a bound
depending only on the fraction b

a
(and independent of the dimension of X).

To this end, we will reduce the problem to the special case of nets described
below.

Definition 2.1. Let a, b ∈ R
+. We say that N ⊂ X is a base of an

(a, b)-spiderweb of X whenever there exists a sequence of nonempty subsets
Sn ⊂ nSX with n ∈ N ∪ {0} such that





2S2n ⊂ S2n+1 ∀n ∈ N ∪ {0},
Sn is (a, b)-net of nSX ∀n ∈ N,

Sm = m
2nS2n ∀m ∈ {2n + 1, . . . , 2n+1 − 1} ∀n ∈ N,

where N =
∞⋃
n=0

Sn.

The existence in X of a base of an (a, 2a)-spiderweb for every a ∈ (0, 2)
is proved by induction, taking S1 an (a, a)-net of SX and finding S2n as a
maximal a-separated subset of 2nSX containing 2S2n−1 .

Definition 2.2. Let a, b ∈ R
+. We say that S ⊂ X is an (a, b)-spiderweb

of X if it is an (a, b)-net containing as a subset a base of an (a, b)-spiderweb
of X.

Lemma 2.3. Every (a, b)-net is Lipschitz equivalent to an
(
a
6b , 2

)
-spiderweb

with a distorsion at most
(
2b
a

+ 1
)(

4b
a

+ 1
)
.

Proof. Clearly, every (a, b)-net is bi-Lipschitz equivalent, with a distorsion

1, to an (ã, b̃)-net with b̃ = 1/3 and ã = a
3b . Let Ñ ⊂ X be a base of a (1, 2)-

spiderweb for X and let N ⊂ X be an (ã, b̃)-net for such ã and b̃. We consider

T : Ñ → N the nearest point map (which is not uniquely determined). First,
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let us see that T is injective. By contradiction, if x, y ∈ Ñ are distinct and
such that T (x) = T (y) = z ∈ N then ||x−y|| ≤ ||x−z||+||y−z|| ≤ 2/3 which

is impossible as Ñ is 1-separated. We define the set S = Ñ ∪ (N \ T (Ñ))
and the map F : N → S as

F (x) =

{
x if x ∈ N \ T (Ñ),

T−1(x) if x ∈ T (Ñ).

F is well-defined and it is a bijection satisfying ||F (x) − x|| ≤ b̃ = 1/3
for every x ∈ N . We are going to prove that S is an (ã/2, 2)-spiderweb.

Obviously, S contains Ñ so it remains to prove that S is an (ã/2, 2)-net.
Let us first prove that S is ã/2-separated. Take x, y ∈ S. If x, y ∈ N \
T (Ñ) then obviously ||x − y|| ≥ ã > ã/2 and if x, y ∈ Ñ then clearly

||x − y|| ≥ 3b̃ ≥ ã/2. It remains to deal with the case when x ∈ N \ T (Ñ)

and y ∈ Ñ . In this case, assuming by contradiction that ||x − y|| < ã/2,
we have ||T (y) − x|| ≤ ||T (y) − y|| + ||y − x|| < ã/2 + ã/2 = ã which
is again impossible because N is ã-separated. Finally, let us prove that
S is 2-dense in X. In fact, it is 2/3-dense since for every x ∈ X there

exists a y ∈ S such that ||x − F−1(y)|| ≤ b̃. As N is b̃-dense we have that

||x− y|| ≤ ||x− F−1(y)|| + ||F−1(y) − y|| ≤ b̃+ b̃ = 2b̃ = 2/3. It remains to
prove that F is bi-Lipschitz and compute its distorsion.

||F (x) − F (y)|| ≤ ||F (x) − x|| + ||F (y) − y|| + ||x− y|| ≤ 2b̃+ ||x− y||

≤
(

2b̃

ã
+ 1

)
||x− y|| ∀x, y ∈ N,

and

||F−1(x) − F−1(y)|| ≤ ||F−1(x) − x|| + ||F−1(y) − y|| + ||x− y||

≤ 2b̃+ ||x− y|| ≤
(

4b̃

ã
+ 1

)
||x− y|| ∀x, y ∈ S.

We are done since b̃
ã

= b
a
.

From now on we are going to deal with a fixed (a, b)-spiderweb S through-
out all this section, with a, b ∈ R

+ arbitrary. By assumption there is a
base of an (a, b)-spiderweb N ⊂ S. We will denote Sn =

(
nSX

)
∩ N and

Bn =
(
nBX

)
∩ S for every n ∈ N ∪ {0}. The set Bn is a discrete ball of

radius n onto which we want to retract S. Let ρn : nSX → n
n−1Sn−1 be the

nearest point map when n ≥ 2 and let ρ1 : SX → {0} be constant.
For each n ∈ N we define the ’local’ retraction ψn : Bn → Bn−1 as

ψn(x) =

{
n−1
n
ρn

(
n x
||x||

)
if x ∈ Bn \Bn−1,

x if x ∈ Bn−1.
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Then, we define n(x) = min{n ∈ N : ||x|| ≤ n} for every x ∈ S. Finally,
the global retractions are defined for every n ∈ N ∪ {0} as Ψn : S → Bn

given by

Ψn(x) =

{
ψn+1 ◦ · · · ◦ ψn(x)(x) if x ∈ S \Bn,

x if x ∈ Bn.

See figure 2 for an example on how Ψ works, where the picture refers
to the different concentric spheres in X and the points of the base of the
spiderweb only.

It follows from the definition that Ψn ◦ Ψm = Ψmin(n,m) for every n,m ∈
N ∪ {0}.

Theorem 2.4. If n ∈ N then

(2.1) ||Ψn(x) −Rn(x)|| ≤ 6b ∀x ∈ S,

where Rn : S → nBX is the radial projection.

Proof. Given a point y ∈ S2m for some m ∈ N ∪ {0}, we want to locate the

points from
∞⋃
n=0

S2n that are mapped into {y} by Ψ2m . To this end, we first

define Cy
0 = {y} and proceed inductively for k ≥ 1, letting

Cy
k =

{
x ∈ S2m+k : ρ2m+k(x) ∈ 2Cy

k−1

}
.

One may see in figure 2 a particular example where the sets Cy
k are related

to the behaviour of ψ20 for some y ∈ S20 .
We claim that for every k ≥ 1,

(2.2) S2m+k ∩ Ψ−1
2m(y) = Cy

k .

We prove (2.2) by induction in k. For k = 1, it follows from the fact that
for every x ∈ S2m+1 ,

Ψ2m(x) = ψ2m+1 ◦ · · · ◦ ψ2m+1(x) =

( 2m+1∏

j=2m+1

j − 1

j

)
ρ2m+1(x) =

1

2
ρ2m+1(x).
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For k ≥ 2 by inductive assumption we have that Cy
k−1 = S2m+k−1 ∩ Ψ−1

2m(y).
Since Ψ2m = Ψ2m ◦ Ψ2m+k−1 , we have for x ∈ S2m+k ,

x ∈ Ψ−1
2m(y) ⇔ Ψ2m+k−1(x) ∈ Ψ−1

2m(y) ⇔ Ψ2m+k−1(x) ∈ Cy
k−1.

So it is enough to see that Ψ2m+k−1(x) ∈ Cy
k−1 if and only if x ∈ Cy

k . Indeed,

Ψ2m+k−1(x) =ψ2m+k−1+1 ◦ · · · ◦ ψ2m+k(x)

=

( 2m+k∏

j=2m+k−1+1

j − 1

j

)
ρ2m+k(x) =

1

2
ρ2m+k(x),

which finally proves (2.2). Denoting Cy =
∞⋃
k=0

Cy
k , the following is satisfied.

(2.3) Cy =

( ∞⋃

n=1

S2n

)
∩ Ψ−1

2m(y).

Our goal now is to study the properties of Cy in order to control the preim-
ages of a point y ∈ S2m . In particular, if F y = {x ∈ S||y|| : ||y − x|| ≤ 2b}
and Dy = [1,∞)F y , we are going to show that

(2.4) Cy ⊂ Dy ∀y ∈
∞⋃

n=0

S2n .

To prove (2.4) we first prove the following equation for k ∈ N ∪ {0}.

(2.5) Cy
k+1 ⊂ 2Cy

k + 2bBX ∀y ∈
∞⋃

n=0

S2n .

We proceed by taking the complements in (2.5) for a fixed y ∈
∞⋃
n=0

S2n . If

x ∈ S||y||2k+1 \
(
2Cy

k + 2bBX

)
then d(x, 2Cy

k ) > 2b. As 2S||y||2k is 2b-dense

in ||y||2k+1SX , there exists a z ∈ 2S||y||2k \ 2Ck
y such that ||x− z|| ≤ 2b and

therefore ρ||y||2k+1(x) /∈ 2Cy
k . This means that x ∈ S||y||2k+1 \Cy

k+1 and (2.5)
is proved.

We return to the proof of (2.4). Our goal is to prove that Cy ⊂ Dy for
y ∈ ⋃

n∈N

S2n . To this end we are going to see that
(
Cy
k + 2bBX

)
∩ S||y||2k ⊂

2kF y for every k ∈ N ∪ {0}. We proceed by induction in k. For k = 0
obviously

(
Cy
0 + 2bBX

)
∩ S||y|| = F y. Let us consider the general case when

k+ 1 ∈ N, assuming by induction that
(
Cy
k + 2bBX

)
∩S||y||2k ⊂ 2kF y. Using

(2.5) we have
(
Cy
k+1 + 2bBX

)
∩ S||y||2k+1 ⊂

(
2Cy

k + 4bBX

)
∩ S||y||2k+1

⊂ 2
((
Cy
k + 2bBX

)
∩ S||y||2k

)
⊂ 2k+1F y,

which ends the proof of (2.4).
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We are now ready to prove the statement of the Lemma in two steps.
First, we prove (2.1) for points in N . Let us consider n ∈ N and x ∈ N \Bn

(clearly the statement of the theorem is trivial for x ∈ Bn). Then there are
k1, k2 ∈ N ∪ {0} with k1 ≤ k2 such that

n ∈ {2k1 , . . . , 2k1+1 − 1} , ||x|| ∈ {2k2 , . . . , 2k2+1 − 1}.
Let y = Ψ2k1 (x) and z = R2k2 (x). From (2.3) and Ψ2k1 (z) = Ψ2k1 (x) = y
we see that z ∈ Cy. So thanks to (2.5), we may conclude that z ∈ Dy.
Then, R2k1 (x) = R2k1 (z) = R||y||(z) ∈ R||y||(D

y) = F y which means that

||Ψ2k1 (x) −R2k1 (x)|| = ||y −R2k1 (x)|| ≤ 2b.

Consequently,

||Ψn(x) −Rn(x)|| =
n

2k1
||Ψ2k1 (x) −R2k1 (x)|| < 4b,

so we conclude that

(2.6) ||Ψn(x) −Rn(x)|| ≤ 4b ∀x ∈ N.
Next, we consider the general case when x ∈ S \Bn. Then n(x) ≥ n and
∣∣∣∣
∣∣∣∣Rn

(
ρn(x)

(
n(x)x

||x||

))
−Rn(x)

∣∣∣∣
∣∣∣∣ =

∣∣∣∣
∣∣∣∣
n

n(x)
ρn(x)

(
n(x)x

||x||

)
− n

n(x)

(
n(x)x

||x||

)∣∣∣∣
∣∣∣∣

=
n

n(x)

∣∣∣∣
∣∣∣∣ρn(x)

(
n(x)x

||x||

)
− n(x)x

||x||

∣∣∣∣
∣∣∣∣ ≤ 2b.

By definition we have that Ψn(x) = Ψn

(
ρn(x)

(n(x)x
||x||

))
where n(x)x

||x|| ∈ N . So

taking into account (2.6) and the previous inequality we have that

||Ψn(x) −Rn(x)|| ≤
∣∣∣∣
∣∣∣∣Ψn

(
ρn(x)

(
n(x)x

||x||

))
−Rn

(
ρn(x)

(
n(x)x

||x||

))∣∣∣∣
∣∣∣∣

+

∣∣∣∣
∣∣∣∣Rn

(
ρn(x)

(
n(x)x

||x||

))
−Rn(x)

∣∣∣∣
∣∣∣∣ ≤ 4b+ 2b.

Corollary 2.5. Every (a, b)-spiderweb S of a finite dimensional Banach
space X has a K-retractional basis where

K =
12b+ 2

a
+ 2.

Proof. Denote B−1 = ∅ and kn = #(Bn \ Bn−1) for every n ∈ N ∪ {0}.
Recall that

S = {x(n,i)}n∈N∪{0}
i=1,...,kn

,

where {x(n,1), . . . , x(n,kn)} = Bn \ Bn−1 is an arbitrary order of Bn \ Bn−1

for every n ∈ N ∪ {0}. Order S lexicographically according to the previous
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notation and define the retractions of the retractional basis ϕ(n,i) : S →
S(n,i) := {x(m,j)}(m,j)≤(n,i) as

ϕ(n,i)(x) =

{
Ψn(x) if Ψn(x) ∈ S(n,i),

Ψn−1(x) if Ψn(x) /∈ S(n,i).

It is easy to see that ϕ(n,i) is a well defined retraction. Also, a straightforward
computation gives ϕ(n,i) ◦ϕ(m,j) = ϕmin((n,i),(m,j)) so that it only remains to
prove that ϕ(n,i) is Lipschitz. Indeed, by Lemma 2.4, if x ∈ S then

||ϕ(n,i)(x)−Rn(x)|| ≤ max{||Ψn(x)−Rn(x)||, ||Ψn−1(x)−Rn(x)||} ≤ 6b+1.

Then for every x, y ∈ S,

||ϕ(n,i)(x)−ϕ(n,i)(y)|| ≤ 2(6b+1)+||Rn(x)−Rn(y)|| ≤
(

12b + 2

a
+2

)
||x−y||.

Theorem 2.6. Every (a, b)-net of a finite dimensional Banach space X has
a K-retractional basis where

K =

(
2b

a
+ 1

)(
4b

a
+ 1

)(
156b

a
+ 2

)
.

Proof. Let N be an arbitrary (a, b)-net of X. By Lemma 2.3 N is Lipschitz
equivalent to a

(
a
6b , 2

)
-spiderweb S of X, with distorsionD =

(
2b
a

+1
)(

4b
a

+1
)
.

By corollary 2.5, S has a K̃-retractional basis where

K̃ =
12 · 2 + 2

a
6b

+ 2 =
156b

a
+ 2.

Finally, thanks to Proposition 1.3 we know that N has a K-retractional
basis where

K = DK̃ =

(
2b

a
+ 1

)(
4b

a
+ 1

)(
156b

a
+ 2

)
.

Remark 2.7. It is worth mentioning that b/a may serve as a measure of
homogeneity of an (a, b)-net. We have not strived to obtain an optimal
value of K in the previous theorem.

3. FDD grids

In the present section we will study the retractional basis when N is
a certain grid in a Banach space X admitting an FDD. In general, such
grids are not necessarily nets in X (i.e. they may not be sufficiently dense
in X), unless X has some additional c0-like structure. Our retractional
technique is a spin-off of our methods in [HM21]. In the mentioned paper
we have constructed a diamond shaped generating convex compact set in
X, with fast decreasing sequence of ”heights”, which served as a target for
a Lipschitz retraction from X. In the present paper we proceed on the
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contrary by blowing up the generating diamond, creating an inverse-limit
type of situation based on diamond-like (but discrete, in fact finite) subsets
of the grid of a growing size. The diamond shapes are precisely tuned
to match the grid in X, in the sense that every element of the grid is in
some sense a ”boundary” point of a certain diamond and then it becomes
an ”interior” point for all larger diamonds. The main mechanism of the
construction of our retractions consists roughly speaking of reducing the
last non-zero coordinate (whose norm is an integer) of an element of the
grid to a coordinate of norm smaller by one. In this way, the element is
moved from its boundary position, with respect to a specific diamond, to an
interior position thereof. The crucial ingredient is also the independence of
the retractional constant from the previous finite dimensional case on the
dimension.

Definition 3.1. Let X be a Banach space with an FDD (Xn) and a, b ∈ R
+.

A subset S ⊂ X is an (a, b)-spiderweb grid with respect to the FDD if

S =
⋃

n∈N

n∑

m=1

Sm,

where Sm is a base of an (a, b)-spiderweb of Xm, for every m ∈ N.

From now on X will be a Banach space with an FDD (Xn) and S =
⋃
n∈N

n∑
m=1

Sm an (a, b)-spiderweb grid with respect to this FDD. We denote

the nth coordinate of x ∈ X by xn =
(
Pn − Pn−1

)
(x), where (Pn) is the

sequence of the natural projections of the FDD. We proceed by defining the
diamond-shaped sets needed for our construction.

For every s ∈ N ∪ {0} we let

Ds = co

( ⋃

k∈N

rskBXk

)
,

where the sequence (rsk)k∈N satisfies
{
rs1 = s,

rsk+1 = 1
k2k+2 r

s
k.

Notice that D0 = {0} and every Ds is compact since rsn
n→∞−−−→ 0. Through-

out we will agree that
m∑
i=n

ai = 0 for every sequence (ai) and n,m ∈ Z such

that n < m. From the definition of the sequences (rsn)n∈N it follows easily
that

(3.1)
rsn
rsm

=
rtn
rtm

∈ N ,
rsn
rtn

=
s

t
, ∀n,m, s, t ∈ N , n ≤ m.
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Ds+1

ϕs+1

Ds Ds

φs

Figure 3. The lines of the picture refer to the different di-
amond shaped sets covering the space.

We begin the construction of the retractional basis for S by defining an
increasing sequence of finite subsets (Ns)s∈N∪{0} of S as

Ns = Ds ∩ S ∀s ∈ N ∪ {0}.
The set Ns is a discrete diamond whose highest length is s ∈ N ∪ {0}.
Obviously, N0 = {0} and for aesthetic purposes we set N−1 = ∅. For each
n ∈ N we consider the sequence of retractions (Ψn

s )s∈N∪{0} where Ψn
s : Sn →

sBXn ∩ Sn is the retraction defined in Section 2, but now the radius of the
discrete ball onto which we retract is given by s ∈ N ∪ {0} (in section 2 we
used n). Recall that

(3.2) ||Ψn
s (x) −Rs(x)|| ≤ 6b ∀x ∈ Sn,

where Rs : X → sBX is the radial projection. To simplify the notation we
will abbreviate Ψn

s as Ψs since the superindex n only indicates the changing
domain. For every x ∈ ⋃

n∈N
Pn(X) \ {0}, we are going to denote n(x) =

max{n ∈ N : xn 6= 0}. Next, we define the ’local’ retractions ϕs : Ns →
Ns−1 as

ϕs(x) =

{
x if x ∈ Ns−1,

Pn(x)−1(x) + Ψ||xn(x)||−1(xn(x)) if x ∈ Ns \Ns−1.

For each x ∈ S let us define s(x) as the unique s ∈ N ∪ {0} such that
x ∈ Ns \Ns−1. Finally, we are ready to define the retractions φs : S → Ns

for every s ∈ N ∪ {0} as

φs(x) =

{
ϕs+1 ◦ · · · ◦ ϕs(x)(x) if x ∈ S \Ns,

x if x ∈ Ns.

One may see in figure 3 the action of ϕs+1 and φs. Given n ∈ N we are

going to denote qn = 1
r1n

=
rs1
rsn

∈ N and q0 = 0.

Lemma 3.2. For every x ∈ S \ {0} the following properties are satisfied.

i)

s(x) =

n(x)∑

i=1

||xi||qi,
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ii)
n(x)∑

i=1

||xi||
r
s(x)
i

= 1,

iii)

s(φs(x)−1(x)) = s(ϕs(x)(x)) = s(x) − qn(x).

Proof. Let us prove both i) and ii) together by induction in n(x). If
n(x) = 1 it is trivially satisfied. We assume that it is true for every
x ∈ S such that n(x) ≤ k − 1 for a fixed k ∈ N \ {1}. Now, if x ∈ S

is such that n(x) = k then s(Pk−1(x)) =
k−1∑
i=1

||xi||qi and
k−1∑
i=1

||xi||
rt
i

= 1,

where t = s(Pk−1(x)). It is then enough to prove that ii) is satisfied for

s(x) = t + ||xk||qk. By (3.1) we know that r
t+||xk||qk
k = (t + ||xk||qk)r1k,

so
1

r
t+||xk||qk
k

=
qk

t + ||xk||qk
.

If t 6= 0 then by (3.1) and the previous equality,

k∑

i=1

||xi||
r
t+||xk||qk
i

=

(
t

t+ ||xk||qk

k−1∑

i=1

||xi||
rti

)
+

||xk||
r
t+||xk||qk
k

=
t

t+ ||xk||qk
+

||xk||qk
t+ ||xk||qk

= 1.

Otherwise, if t = 0 then

k∑

i=1

||xi||
r
t+||xk||qk
i

=
||xk||

r
||xk||+qk
k

=
||xk||qk
||xk||qk

= 1,

finishing the proof of i) and ii). Finally, to prove iii) we let y =
φs(x)−1(x) = ϕs(x)(x). If y = 0 then by i) we know that s(x) = qn(x)
and trivially y = 0 ∈ N0 = Ns(x)−qn(x)

\ Ns(x)−qn(x)−1. Otherwise,

s(x) − qn(x) > 0 so similarly to the argument used in i) and ii),

n(y)∑

i=1

||yi||
r
s(x)−qn(x)

i

=

( n(x)−1∑

i=1

||xi||
r
s(x)−qn(x)

i

)
+

||xn(x)|| − 1

r
s(x)−qn(x)

n(x)

=
s(x)

s(x) − qn(x)

( n(x)∑

i=1

||xi||
r
s(x)
i

)
− 1

r
s(x)−qn(x)

n(x)

=
s(x)

s(x) − qn(x)
−

qn(x)

s(x) − qn(x)
= 1,

and we are done.
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X1 X2 X3 X4 X5

x

φs1(x)(x)

1

2

3

X1 X2 X3 X4 X5

x

φs4(x)(x)

1

2

3

Figure 4.

Let us point out that ii) in Lemma 3.2 means that every point of S \ {0}
lies on the boundary of a diamond Ds for some suitable s ∈ N (in fact the
suitable s for x is s(x)).

It follows from the definition that

(3.3) φm ◦ φn = φmin(m,n) ∀m,n ∈ N ∪ {0}.
Every point x ∈ S gets iteratively mapped by the local retractions when it is
retracted by some φs. Some of these local retractions act like an identity on
x and others (which we will call nontrivial local retractions) do not. In order
to obtain the precise information on how a point gets mapped throughout the
nontrivial local retractions we define for each x ∈ S the sequence (sn(x))∞n=0

by {
s0(x) = s(x),

sn(x) = s(φsn−1(x)−1(x)) ∀n ∈ N,

where we set φ−1 : S → {0} to be constant.
Notice that the retractions φsk(x)(x) k-times iteratively substract 1 from

the norm of the last nonzero coordinate. See the examples of figure 4,
where the graph refers to the norms of the coordinates. It is clear that
the sequence (sn(x)) ⊂ N ∪ {0} is strictly decreasing until it reaches 0 and
becomes constant. See (4) of the next Lemma 3.3 for a detailed analysis of
this behaviour.

Lemma 3.3. Let x ∈ S and k ∈ N ∪ {0}. Then the following equations are
satisfied:

(1)

φsk(x)−1(x) = φsk+1(x)(x),

(2)

sj(φsk−j(x)(x)) = sk(x) ∀j ∈ {0, . . . , k},
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(3)
(
ϕs◦· · ·◦ϕsk(x)

)(
φsk(x)(x)

)
= ϕsk(x)

(
φsk(x)(x)

)
= φsk+1(x)(x) ∀s ≥ sk+1(x)+1,

(4)
sk+1(x) = sk(x) − qn(φsk(x)(x)).

Proof. By the definition of sk+1(x) we know that φsk(x)−1(x) ∈ Nsk+1(x). So

φsk(x)−1(x) =
(
ϕsk+1(x)+1 ◦ · · · ◦ ϕsk(x)

)
◦ φsk(x)−1(x)

=
(
ϕsk+1(x)+1 ◦ · · · ◦ ϕsk(x)

)
◦
(
ϕsk(x) ◦ · · · ◦ ϕs(x)

)
(x) = φsk+1(x)(x),

which proves (1). To prove (2) we proceed by induction in k. If k = 0
it is straightforward to see that s0(φs0(x)(x)) = s0(x). Inductive step from
k− 1 to k. If j ∈ {1, . . . , k} then we let y = φsk−j(x)(x), so by the inductive
assumption we know that

sj−1(y) = sj−1

(
φsk−1−(j−1)(x)(x)

)
= sk−1(x).

In this case we compute

sj(φsk−j(x)(x)) = sj(y) = s(φsj−1(y)−1(y)) = s(φsk−1(x)−1(φsk−j(x)(x)))

= s(φsk−1(x)−1(x)) = sk(x).

Otherwise, if j = 0 then by (1)

s0(φsk(x)(x)) = s(φsk−1(x)−1(x)) = sk(x),

which finishes the proof of (2).
We turn our attention to the point (3). This shows the amount of trivial

local retractions that act in between the nontrivial ones.
Consider s ≥ s1(x)+1. By the definition of s1(x) we have that ϕs(x)(x) =

φs(x)−1(x) ∈ Ns1(x). Hence,
(
ϕs ◦ · · · ◦ ϕs(x)

)
(x) = ϕs(x)(x) =

(
ϕs1(x)+1 ◦ · · · ◦ ϕs(x)(x)

)
= φs1(x)(x),

that is,

(3.4)
(
ϕs ◦ · · · ◦ ϕs(x)

)
(x) = ϕs(x)(x) = φs1(x)(x) ∀s ≥ s1(x) + 1.

This is exactly the equation (3) for k = 0. Now, for an arbitrary k ∈ N, just
take y = φsk−1(x)−1(x) = φsk(x)(x) so that by definition sk(x) = s(y) and by

(2) it follows that s1(y) = sk+1(x). Using (3.4) with y instead of x we finish
the proof of (3).

Next, let us prove (4). If y = φsk−1(x)−1(x) = φsk(x)(x) 6= 0 then using

property iii) of Lemma 3.2 we have that

sk+1(x) = s
(
φsk(x)−1(x)

)
= s
(
φsk(x)−1(y)

)
= s
(
φs(y)−1(y)

)

= s(y) − qn(y) = sk(x) − qn(φsk(x)(x)).

In the case when y = 0 (4) is trivially true as sk(x) = s(y) = 0 and q0 = 0.
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The main feature of the definition of φs : S → S is that it is a discretiza-
tion of the Lipschitz retraction defined in [HM21] (Section 3). To be more
precise, we need to recall some definitions of [HM21]:

For every m, s ∈ N we define the function f sm : X → R as

f sm(x) = rsm

(
1 −

m−1∑

i=1

||xi||
rsi

)
.

For a given x ∈ ⋃
n∈N

Pn(X) and s ∈ N we setm(x, s) = max
{
k ∈ {1, . . . , n(x)+

1} :
k−1∑
i=1

||xi||
rsi

≤ 1
}

. Next, we define the constant mapping F 0 : X → {0},

and we also define the map F s : X → Ds as the unique extension of the

map F̃ s :
⋃
n∈N

Pn(X) → Ds given by

F̃ s(x) =

{
Pm(x,s)−1(x) +

xm(x,s)

||xm(x,s)||
f s
m(x,s)(x) if m(x, s) ≤ n(x),

x if m(x, s) = n(x) + 1.

In [HM21] it is proved that F̃ s is well-defined and Lipschitz, with a Lipschitz
norm independent of s. We would like to point out that F s is defined in
[HM21] as a limit of retractions but the definition given here is equivalent
(see page 13 of [HM21]). Also, it is important to mention that

F s ◦ F t = Fmin(s,t) ∀s, t ∈ N.

Lemma 3.4. For every k ∈ N and x ∈ S,

(3.5) ||F sk(x)(x) − φsk(x)(x)|| ≤ 6b.

Proof. If x = 0 then the above is trivially true, so we may assume that
x ∈ S \ {0}. We proceed by giving first an alternate definition of φsk(x) and

F sk(x) which will be later convenient for the proof of the Lemma. One has
to view k ∈ N as the number of nontrivial local retractions that act on x

when it is mapped by φsk(x). In fact
n(x)∑
i=1

||xi|| is the amount of nontrivial

local retractions needed to map x to the origin, see figure 4. We need a
couple of definitions before we get on to the equivalent definitions of φsk(x)
and F sk(x).

For every x ∈ S \ {0} and k ∈ N such that k ≤
n(x)∑
i=1

||xi|| we claim that

there is only one pair I, J ∈ N ∪ {0} satisfying that 1 ≤ J ≤ ||xn(x)−I ||

and k = J +
I∑

i=1
||xn(x)−i+1||. We will use the notation I = i(k, x) and

J = j(k, x), respectively. Indeed, if I1, J1 and I2, J2 were two suitable pairs

for x ∈ S \ {0} and k ∈ {1, . . . ,
n(x)∑
i=1

||xi||}, then assuming I1 + 1 ≤ I2 we
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φs1(x)(x)
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φs4(x)(x)
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j(1, x)

i(1, x) = 0
i(4, x) = 3

j(4, x)

Figure 5.

obtain

k =J2 +

I2∑

i=1

||xn(x)−i+1|| ≥ J2 +

I1+1∑

i=1

||xn(x)−i+1||

≤J2 + J1 +

I1∑

i=1

||xn(x)−i+1|| = k + J1 > k,

which is a contradiction. So I1 = I2 and therefore J1 = J2, proving our
claim.

The meaning of i(k, x) is the count of how many xi’s are retracted to
zero by φsk(x), while j(k, x) tells us the difference between the norm of x
and φsk(x)(x) in their first different coordinate. See the examples shown in
figure 5.
With these two new quantities we obtain a more convenient definition of
both φsk(x) and F sk(x).

Claim 3.5. For every k ∈ N and x ∈ S such that k ≤
n(x)∑
i=1

||xi|| the equalities

(3.6) φsk(x)(x) = Pn(x)−i(k,x)−1(x) + Ψ||xn(x)−i(k,x)||−j(k,x)(xn(x)−i(k,x)),

(3.7) F sk(x)(x) = Pn(x)−i(k,x)−1(x) +R||xn(x)−i(k,x)||−j(k,x)(xn(x)−i(k,x)),

are satisfied.

Proof. Equation (3.6) for k=1 follows inmediately after realizing that i(1, x) =
0 and j(1, x) = 1 for every x ∈ S \ {0}. Now we prove (3.7) for k = 1. Since
s
(
ϕs(x)(x)

)
= s1(x), using ii) of Lemma 3.2 with ϕs(x)(x) instead of x we

obtain that
n(x)−1∑

i=1

||xi||
r
s1(x)
i

+
||xn(x)|| − 1

r
s1(x)
n(x)

= 1.
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Then,
n(x)−1∑

i=1

||xi||
r
s1(x)
i

≤
n(x)−1∑

i=1

||xi||
r
s1(x)
i

+
||xn(x)|| − 1

r
s1(x)
n(x)

= 1.

Also, using now ii) of Lemma 3.2 with x we get that

n(x)∑

i=1

||xi||
r
s1(x)
i

>

n(x)∑

i=1

||xi||
r
s(x)
i

= 1.

This means that m(x, s1(x)) = n(x). Now, as

n(x)−1∑

i=1

||xi||
r
s1(x)
i

+
||xn(x)|| − 1

r
s1(x)
n(x)

= 1 ⇒
||xn(x)|| − 1

r
s1(x)
n(x)

= 1 −
n(x)−1∑

i=1

||xi||
r
s1(x)
i

,

it follows that

F s1(x)(x) = Pn(x)−1(x) +
xn(x)

||xn(x)||
f
s1(x)
n(x) (x)

= Pn(x)−1(x) +
xn(x)

||xn(x)||
r
s1(x)
n(x)

(
1 −

n(x)−1∑

i=1

||xi||
r
s1(x)
i

)

= Pn(x)−1(x) +
xn(x)

||xn(x)||
r
s1(x)
n(x)

( ||xn(x)|| − 1

r
s1(x)
n(x)

)

= Pn(x)−1(x) +
||xn(x)|| − 1

||xn(x)||
xn(x) = Pn(x)−1(x) +R||xn(x)||−1(xn(x)).

Hence, both (3.6) and (3.7) are established for k = 1. We proceed with the
inductive step from k−1 to k ≥ 2. We focus on (3.6) since the proof of (3.7)
is essentially the same. Let y = φsk−1(x)(x) so that φsk(x)(x) = φs1(y)(y). If
y = 0 then both sides of the equation (3.6) are 0 so we may assume that
y 6= 0. Then,

y = Pn(x)−i(k−1,x)−1(x) + Ψ||xn(x)−i(k−1,x)||−j(k−1,x)(xn(x)−i(k−1,x)).

We distinguish two cases. First, let us assume that ||xn(x)−i(k−1,x)|| = j(k−
1, x). In this case y = Pn(x)−i(k−1,x)−1(x) meaning that if ∃i ∈ N such that
n(y) + 1 ≤ i ≤ n(x) − i(k − 1, x) − 1 then ||xi|| = 0. Equivalently, if ∃i ∈ N

such that i(k− 1, x) + 2 ≤ i ≤ n(x)−n(y) then ||xn(x)−i+1|| = 0. With that
in mind we deduce that

k − 1 =

i(k−1,x)+1∑

i=1

||xn(x)−i+1|| ⇒ k = 1 +

n(x)−n(y)∑

i=1

||xn(x)−i+1||,

with 1 ≤ n(y) = n(x)−(n(x)−n(y)). It follows that i(k, x) = n(x)−n(y) and
j(k, x) = 1 since ||xn(x)−(n(x)−n(y))|| = ||xn(y)|| = ||yn(y)|| ≥ 1. Computing
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φsk(x)(x) we have that

φsk(x)(x) =φs1(y)(y) = Pn(y)−1(y) + Ψ||yn(y)||−1(yn(y))

=Pn(x)−i(k,x)−1(x) + Ψ||xn(x)−i(k,x)||−j(k,x)(xn(x)−i(k,x)).

In the second case 1 ≤ j(k − 1, x) ≤ ||xn(x)−i(k−1,x)|| − 1. We claim that
i(k, x) = i(k − 1, x) and j(k, x) = j(k − 1, x) + 1. Indeed,

k−1 = j(k−1, x)+

i(k−1,x)∑

i=1

||xn(x)−i+1|| ⇒ k = (j(k−1, x)+1)+

i(k−1,x)∑

i=1

||xn(x)−i+1||,

with j(k − 1, x) + 1 ≤ ||xn(x)−i(k−1,x)||. As y = Pn(x)−i(k−1,x)−1(x) +
Ψ||xn(x)−i(k−1,x)||−j(k−1,x)(xn(x)−i(k−1,x)) with ||xn(x)−i(k−1,x)||−j(k−1, x) ≥ 1

it follows that n(y) = n(x) − i(k − 1, x) = n(x) − i(k, x) and

||yn(y)|| =
∣∣∣∣Ψ||xn(x)−i(k−1,x)||−j(k−1,x)(xn(x)−i(k−1,x))

∣∣∣∣

=||xn(x)−i(k−1,x)|| − j(k − 1, x) = ||xn(x)−i(k,x)|| − j(k, x) + 1.

Now, it is only a matter of computing φsk(x)(x) again,

φsk(x)(x) =φs1(y)(y) = Pn(y)−1(y) + Ψ||yn(y)||−1(yn(y))

=Pn(x)−i(k,x)−1(y)

+ Ψ||xn(x)−i(k,x)||−j(k,x)(Ψ||xn(x)−i(k,x)||−j(k,x)+1(xn(x)−i(k,x)))

=Pn(x)−i(k,x)−1(x) + Ψ||xn(x)−i(k,x)||−j(k,x)(xn(x)−i(k,x)).

We return to the proof of (3.5). In fact, taking into account Claim 3.5,

if k >
n(x)∑
i=1

||xi|| = t then i(t, x) = n(x) − 1 and j(t, x) = ||xn(x)||. So

φst(x)(x) = 0 = F st(x)(x) and we are done as φsk(x)(x) = φsk(x)(φst(x)(x)) =

φsk(x)(0) = 0 = F sk(x)(F st(x)(x)) = F sk(x)(x). Otherwise, if k ≤
n(x)∑
i=1

||xi||
then by Claim 3.5 and equality (3.2),
∣∣∣∣φsk(x)(x) − F sk(x)(x)

∣∣∣∣

=
∣∣∣∣(Ψ||xn(x)−i(k,x)||−j(k,x) −R||xn(x)−i(k,x)||−j(k,x)

)
(xn(x)−i(k,x))

∣∣∣∣ ≤ 6b.

Remark 3.6. If X has a Schauder basis, then one may see from claim 3.5
that φsk(x)(x) = F sk(x)(x) for every k ∈ N.

The following lemma is needed for the case when s 6= sk(x) in the state-
ment of Lemma 3.4.
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Lemma 3.7. Suppose that n ∈ N and t, s ∈ N ∪ {0} are such that t ≤ s. If
x−F t(x) = xn

||xn||
for some x ∈ X with ||xn|| > 0, then there exists λ ∈ [0, 1]

such that
(
F s − F t

)
(x) = λ xn

||xn||
.

Proof. By density we may assume that x ∈ ⋃
n∈N

Pn(X) \ {0}, so there exists

an n(x) ∈ N. Let us assume first that t ≥ 1. Obviously, as F t(x) 6= x
we deduce that x /∈ Dt so then m(x, t) ≤ n(x) ∈ N. Now, looking at the
definition of F t it is clear that

xn
||xn||

= x− F t(x) =

( n(x)∑

i=m(x,t)+1

xi

)
+ xm(x,t)

(
1 −

f t
m(x,t)(x)

||xm(x,t)||

)
.

Sincem(x, t) ≤ n(x) by the definition ofm(x, t) it is deduced that Pm(x,t)(x) /∈
Dt so 1 − f t

m(x,t)
(x)

||xm(x,t)||
> 0. Then, m(x, t) = n(x) = n and

(3.8) xn − xn
||xn||

f tn(x) =
xn

||xn||
,

by the linear independence of the blocks of the FDD. Clearly m(x, s) ≥
m(x, t) = n. As n(x) = n there are only two possibilities, namely m(x, s) =
n or m(x, s) = n+ 1, equivalently x ∈ Ds. In the case when m(x, s) = n we
have that

F s(x) − F t(x) = F s
k (x) − F t

k(x) =
xn

||xn||
(
f sn(x) − f tn(x)

)
.

Here just looking at the definitions and taking into account that m(x, s) = n

implies
n∑

i=1

||xi||
rsi

> 1, it is easy to see that 0 ≤ f tn(x) ≤ f sn(x) < ||xn||. Now

by (3.8) we have that ||xn|| − f tn(x) = 1. This finishes the argument in this
case since

0 ≤ f sn(x) − f tn(x) = f sn(x) − ||xn|| + 1 < 1.

In the remaining case when x ∈ Ds, F s
k (x) = x so we have F s(x) −F t(x) =

x− F t(x) = xn

||xn||
and we are done.

Finally, if t = 0 then x − F t(x) = x = xn

||xn||
. In particular, ||xn|| = 1 and

we may assume s ≥ 1 because s = 0 is trivially true with λ = 0. Again,
m(x, s) = n or x ∈ Ds. If m(x, s) = n then 0 ≤ f sn(x) < ||xn|| = 1 and

F s(x) − F t(x) = F s(x) = f sn(x)
xn

||xn||
,

so the statement of the Lemma is satisfied. Otherwise, if x ∈ Ds then again
F s(x) − F t(x) = x = xn

||xn||
.

Lemma 3.8. For every s ∈ N,

||φs(x) − F s(x)|| ≤ 1 + 6b ∀x ∈ S.
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Proof. Take x ∈ S \Ns. It is clear that s ∈ {1, . . . , s0(x)− 1} so there exists
a k ∈ N ∪ {0} such that s ∈ {sk+1(x), . . . , sk(x) − 1}. Then, by Lemma 3.3,
equation (3),

φs(x) = ϕs+1 ◦ · · · ◦ϕs(x)(x) =
(
ϕs+1 ◦ · · · ◦ϕsk(x)

)(
φsk(x)(x)

)
= φsk+1(x)(x).

Thanks to equations (3.6) and (3.7) we know that for every x ∈ S, s
(
φsk(x)(x)

)
=

s
(
F sk(x)(x)

)
. Now, if we denote y = F sk(x)(x) then, again by equation (3.7)

we have that

y − F s1(y)(y) =y −
(
Pn(y)−1(y) +R||yn(y)||−1(yn(y))

)

=yn(y) −R||yn(y)||−1(yn(y)) =
yn(y)

||yn(y)||
.

Then, thanks to Lemma 3.7 with t = s1(y) we know that there is a λ ∈ [0, 1]
such that

F s(x) − F sk+1(x)(x) = F s(y) − F s1(y)(y) = λ
yn(y)

||yn(y)||
.

Finally,

||φs(x) − F s(x)|| =||φsk+1(x)(x) − F s(x)||
≤||φsk+1(x)(x) − F sk+1(x)(x)|| + ||F sk+1(x)(x) − F s(x)||
≤6b+ λ.

Theorem 3.9. If X is a Banach space with an FDD, then every spiderweb
grid respect to the FDD has a retractional basis.

Proof. First we claim that for every x ∈ X and s ∈ N

(3.9) ||F s+1(x) − F s(x)|| ≤ 1.

In fact, it is enough to prove that ||x − F s(x)|| ≤ 1 for every x ∈ Ds+1

by the conmutativity of F s. If x ∈ Ds then the inequality is trivial since
x = F s(x). Then, let us assume that x ∈ Ds+1 \Ds. As x ∈ Ds+1 we obtain
the following,

(3.10)

n(x)∑

i=m(x,s)

||xi|| ≤ rs+1
m(x,s)

n(x)∑

i=m(x,s)

||xi||
rs+1
i

=rs+1
m(x,s)

( n(x)∑

i=1

||xi||
rs+1
i

−
m(x,s)−1∑

i=1

||xi||
rs+1
i

)

≤rs+1
m(x,s)

(
1 −

m(x,s)−1∑

i=1

||xi||
rs+1
i

)
= f s+1

m(x,s).
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Next, since x /∈ Ds we know that 1− fs
m(x,s)

(x)

||xm(x,s)||
> 0 so that we may compute

using (3.10),

||x− F s(x)|| =

∣∣∣∣
∣∣∣∣
( n(x)∑

i=m(x,s)

xi

)
− xm(x,s)

||xm(x,s)||
f sm(x,s)(x)

∣∣∣∣
∣∣∣∣

≤
( n(x)∑

i=m(x,s)+1

||xi||
)

+

∣∣∣∣
∣∣∣∣xm(x,s)

(
1 −

f s
m(x,s)(x)

||xm(x,s)||

)∣∣∣∣
∣∣∣∣

=

( n(x)∑

i=m(x,s)

||xi||
)
− f sm(x,s)(x) ≤ f s+1

m(x,s)
(x) − f sm(x,s)(x)

=rs+1
m(x,s) − rsm(x,s).

By (3.1) we know rs+1
m(x,s) = s+1

s
rs
m(x,s) so then

||x− F s(x)|| ≤ rs+1
m(x,s) − rsm(x,s) =

rs
m(x,s)

s
= r1m(x,s) ≤ 1

and (3.9) is proved. Now, we are going to proceed as in Corollary 2.5. Let
us consider S to be the (a, b)-spiderweb grid fixed at the beginning of the
section. Denote N−1 = ∅ and ks = #(Ns \ Ns−1) for every s ∈ N ∪ {0}.
Recall that

S = {x(s,i)}n∈N∪{0}
i=1,...,ks

,

where {x(s,1), . . . , x(s,ks)} = Ns \ Ns−1 is an arbitrary order of Ns \ Ns−1

for every s ∈ N ∪ {0}. Order S lexicographically according to the previous
notation and define the retractions of the retractional basis ϕ(s,i) : S →
S(s,i) := {x(m,j)}(m,j)≤(s,i) as

ϕ(s,i)(x) =

{
φs(x) if φs(x) ∈ S(s,i),
φs−1(x) if φs(x) /∈ S(s,i).

It is easy to see that ϕ(s,i) is a well defined retraction. Also, a straightforward
computation gives ϕ(s,i) ◦ ϕ(m,j) = ϕmin((s,i),(m,j)) so that it only remains to
prove that ϕ(s,i) is Lipschitz. Indeed, by Lemma 3.8 and equation (3.9), if
x ∈ S then

||φs−1(x) − F s(x)|| ≤ ||φs−1(x) − F s−1(x)|| + ||F s−1(x) − F s(x)|| ≤ 6b+ 2

so it follows that

||ϕ(s,i)(x) − F s(x)|| ≤ max{||φs(x) − F s(x)||, ||φs−1(x) − F s(x)||} ≤ 6b+ 2.

Then for every x, y ∈ S,

||ϕ(s,i)(x)−ϕ(s,i)(y)|| ≤ 2(6b+2)+||F s(x)−F s(y)|| ≤
(

12b+ 4

a
+||F s||Lip

)
||x−y||.



REFERENCES 23

We are done since ||F s||Lip is independent of s and S was fixed but arbitrary.

Corollary 3.10. Every grid respect to a Schauder basis of a Banach space
has a retractional basis.

Definition 3.11. A Banach space X is said to be griddable respect to a
sequence of finite dimensional subspaces (Xn) ofX whenever (Xn) is an FDD

of X and for every sequence of (a, b)-nets Gn ⊂ Xn the set G =
⋃
n∈N

n∑
k=1

Gk

is a net of X.
We will say that X is griddable if it is griddable for some sequence (Xn).

If a Banach space X has a c0-like FDD (Xn), i.e. X = ⊕c0

∑
Xn, then

it is clearly griddable. If X has a Schauder basis and contains a copy of
c0 →֒ X then it is griddable (with respect to possibly different Schauder
basis) by Theorem 4.1 of [Dil+08].

Corollary 3.12. If X is griddable, then every net N of X has a retractional
basis. In particular, if X is a Banach space with a Schauder basis containing
a copy of c0, or if X has a c0-like FDD (Xn) then F(N) has a retractional
basis.

Remark 3.13. Let us point out that separable L1-preduals, as well as sub-
spaces of c0 admitting an shrinking FDD, meet the conditions of Corol-
lary 3.12. In fact, by Theorem 1 of [JZ72] every subspace of a quotient of(∑

Gn

)
c0

with shrinking FDD, where the Gn are finite dimensional spaces,

admits a c0-like FDD.
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matics/Ouvrages de Mathématiques de la SMC. The basis for lin-
ear and nonlinear analysis. Springer, New York, 2011, pp. xiv+820.
isbn: 978-1-4419-7514-0. doi: 10.1007/978-1-4419-7515-7. url:
https://doi.org/10.1007/978-1-4419-7515-7.

[GK03] G. Godefroy and N. J. Kalton. “Lipschitz-free Banach spaces”.
In: vol. 159. 1. Dedicated to Professor Aleksander Pe lczyński
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