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## Abstract

In this thesis we study the long term dynamics of some models of celestial mechanics including dissipative effects. Our objective is to characterize solutions with physical relevance from a theoretical point of view. We deal with three models derived from the Two-Body problem. First, we consider the Kepler problem with a biparametric family of dissipative forces, with a singularity at the origin. This family represents several physical phenomena. Here we give a fairly complete description of the qualitative asymptotic behavior of the solutions for a wide range of the parameters. Additionally, we discuss the existence of an asymptotic first integral in some cases. Second, we investigate the spin-orbit problem with a family of dissipative tidal torques. We do so using its full non-autonomous form and allowing large orbital eccentricities. Specifically, we are interested in the existence and asymptotic stability of a particular periodic solution that represents the capture into the synchronous spin-orbit resonance. Our quantitative results are in correspondence with real data of systems such as the Earth-Moon system. Third, we develop a planar version of the Full Two-Body Problem model that generalizes the dissipative spin-orbit model for two extended bodies with mutual spin interaction: the spin-spin model. Following the analogy, we characterize with analytical tools an asymptotically stable periodic solution that represents the double synchronous resonance. Likewise, our results are applied to real bodies such as the Pluto-Charon system and the binary asteroid 617 Patroclus. Our results are based upon analytical methods from dynamical systems, nonlinear analysis, theory of real analytic functions, etc., combined with numerical simulations to validate the results.

## Resumen

En esta tesis estudiamos la dinámica a largo plazo de algunos modelos de mecánica celeste que incluyen efectos disipativos. Nuestro objetivo es caracterizar soluciones con relevancia física desde un punto de vista teórico. Consideramos tres modelos derivados del problema de los dos cuerpos. En primer lugar, nos centramos en el problema de Kepler con una familia biparamétrica de fuerzas disipativas. Esta familia incluye distintos fenómenos físicos. Nuestros resultados dan una descripción bastante completa del comportamiento asintótico de las soluciones para un amplio rango de los parámetros del problema. Además, discutimos la existencia de una integral primera asintótica en algunos casos. En segundo lugar, analizamos el problema spin-orbit con una familia de torques disipativos causados por fuerzas de marea. Aquí estudiamos el modelo completamente no autónomo y consideramos órbitas con altas excentricidades. Concretamente, nos interesa la existencia y la estabilidad asintótica de una solución periódica particular que representa la captura en el estado de rotación sincrónica del sistema. Nuestros resultados cuantitativos son consistentes con medidas de casos reales, como el sistema Tierra-Luna. En tercer lugar, desarrollamos un modelo plano del problema completo de dos cuerpos: el modelo spin-spin. Este modelo generaliza el problema spinorbit disipativo para dos cuerpos extensos cuyas rotaciones están en influencia mutua. Siguiendo la analogía, utilizamos herramientas analíticas para caracterizar una solución periódica asintóticamente estable que representa la rotación sincrónica doble. Asimismo, aplicamos nuestros resultados a sistemas reales como es el caso del sistema Plutón-Caronte y el asteroide binario 617 Patroclo. Nuestro resultados se basan en métodos analíticos de sistemas dinámicos, análisis no lineal, teoría de funciones analíticas, etc., en combinación con simulaciones numéricas para contrastar los resultados.

## Sintesi

In questa tesi studiamo le dinamiche a lungo termine di alcuni modelli di meccanica celeste che includono gli effetti dissipativi. Il nostro obiettivo è di caratterizzare da un punto teorico le soluzioni che hanno rilevanza fisica. Ci occupiamo di tre modelli derivati dal problema dei due corpi. In primo luogo, consideriamo il problema di Keplero con una famiglia bi-parametrica di forze dissipative e con una singolarità all'origine. Questa famiglia e' rappresentativa di diversi fenomeni fisici. In questo lavoro forniamo una descrizione piuttosto completa del comportamento asintotico qualitativo delle soluzioni per un'ampia gamma di parametri. Inoltre, in alcuni casi discutiamo l'esistenza di un integrale primo asintotico. In secondo luogo, analizziamo il problema spin-orbita con una famiglia di coppie di marea dissipative. Per questo studio utilizziamo la forma non autonoma del modello e consententiamo elevate eccentricità orbitali. In particolare, siamo interessati all'esistenza e alla stabilità asintotica di una particolare soluzione periodica che rappresenta la cattura nella risonanza sincrona spin-orbita. I nostri risultati quantitativi sono in corrispondenza con dati reali di sistemi fisici come il sistema TerraLuna. In terzo luogo, sviluppiamo una versione planare del modello "Full Two-Body Problem" che generalizza il modello dissipativo spin-orbita per due corpi estesi e che include l'interazione reciproca degli spin' ci riferiamo a questo caso come il modello spin-spin. Seguendo l'analogia con gli altri modelli, caratterizziamo con strumenti analitici una soluzione periodica asintoticamente stabile che rappresenta la doppia risonanza sincrona. I nostri risultati vengono poi applicati a corpi reali come il sistema Plutone-Caronte e l'asteroide binario 617 Patroclo. I risultati ottenuti si basano su metodi analitici derivati dalla teoria dei sistemi dinamici, analisi non lineare, teoria delle funzioni analitiche reali, ecc., combinati con simulazioni numeriche utilizzate per convalidare i risultati.
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## Chapter 1

## Introduction

### 1.1 The scope of this thesis

In this thesis we study the asymptotic dynamics of some low dimensional models related to the Two-Body problem involving a dissipative phenomenon. We consider three problems, that are described as follows.

In the first problem, a dissipative Kepler problem, developed in Chapter 2, we consider the orbital evolution of a particle in a Keplerian potential created by another particle fixed at the origin. The moving particle is affected by a large family of dissipative forces that are proportional to its velocity and have a singularity at the origin. These forces depend on two parameters whose values distinguish several physical phenomena, such as viscous friction and the Poynting-Robertson effect. Our results give a general theoretical description of the global asymptotic dynamics as time goes to infinity. Particularly, we analyse the changes in the qualitative asymptotic behavior when we vary the parameters of the dissipative force. Additionally, in some cases we discuss the existence and further properties of a first integral that is an asymptotic Runge-Lenz vector. This research is developed in the following paper.
A. Margheri and M. Misquero, A dissipative Kepler problem with a family of singular drags. Celest. Mech. Dyn. Astr. 132, 17 (2020). https://doi.org/10.1007/s10569-020-9956-7

In the second problem, the spin-orbit problem in Chapter 3, we study the spin evolution of an extended body, when it moves in a Keplerian potential created by a point mass. Here we include a family of dissipative tidal torques, generalizing the well-known MacDonald torque, [75]. We deal with the synchronous spin-orbit resonance of the problem, say, when the spin is $T$-periodic, where $T$ is the orbital period. More precisely, we deal with the existence and asymptotic stability of a particular periodic solution of the
full non-autonomous problem, that has a complicated pendulum-like structure. This study includes large orbital eccentricities. Our results, both for the conservative and the dissipative problem, are rigorous and have a direct application to real systems. Particularly, our quantitative results on the dissipative mechanism are consistent with data from the Earth-Moon system. The corresponding article is the following.
M. Misquero and R. Ortega, Some Rigorous Results on the 1:1 Resonance of the Spin-orbit Problem. SIAM J. Appl. Dyn. Syst. (In press) (2020). Preprint available at https://www.ugr.es/~ecuadif/files/MisqueroOrtega.pdf

In the last problem, the spin-spin problem in Chapter 4, we deal with two extended bodies orbiting around each other in Keplerian orbits. Here we are focused on the mutual spin interaction and consider only the MacDonald dissipative torque that they exert on each other. We develop the model in an analogous way as the spin-orbit model, and we study it following an outline similar to the one in Chapter 3. That is, we are interested in a particular solution with physical relevance, the double synchronous resonance: when both spins have the same period as the orbital one. We want to prove that such solution exists and it is asymptotically stable. The main difference with respect to the spin-orbit model is that now we deal with one more degree of freedom.
M. Misquero, The spin-spin model and the capture into the double synchronous resonance Submitted. Preprint available at https://www.ugr.es/ ~ecuadif/files/Misquero.pdf

The rest of the current introductory chapter is organized as follows.
Section 1.2 contextualizes the topics included in this thesis. It is of optative reading since it does not include original content, but it gives a general overview of three important aspects. First, Section 1.2.1 discusses the role of the dissipation in celestial mechanics, a discipline historically linked to the conservative point of view. Second, Section 1.2.2 reviews some remarkable previous works that have contributed to dissipative celestial mechanics, with special stress on theoretical studies. Third, Section 1.2.3 introduces some concepts used along the rest of the text and defines, from a physical perspective, the dissipative forces that this thesis is concerned with.

The reader interested in the results of the thesis can directly go to Section 1.3. Each of its subsections corresponds to each of the models and all of them have the same structure. In the first subsection we describe the model and cite some results existing in the literature. The second subsection is dedicated to enumerate specific objectives of our research dealing with the
presented model. The third subsection is devoted to make a general exposition of the results achieved in this thesis. The results are in correspondence with the mentioned objectives. The fourth subsection contains the most important specific methods that led us to our results. This can serve as a guide to follow the steps of the proofs given in the dedicated chapters: Chapter 2 - The Kepler problem with singular drags, Chapter 3 - Stability of the 1:1 spin-orbit resonance and Chapter 4 - The spin-spin model. In the last subsection there is a discussion of the results compared to the literature and we present some future work as a continuation of our research.

### 1.2 The context of this thesis

### 1.2.1 Dissipation in celestial mechanics

Dissipation and its role. This thesis is devoted to the study of the effect of certain dissipative forces in the motion of stars, planets, natural and artificial satellites, etc. This motion is primarily dictated by their mutual gravitational influence. However, the force of gravity alone is not enough to explain how celestial bodies move in the space as we observe today. In a few words we can say that, there are many physical processes beyond gravity that transform mechanical energy into heat (dissipation of energy). This heat is ultimately transferred from the hot parts of the system to the cold ones, leading to a balance of temperature. In this context, dissipative effects embody the fact behind the second law of thermodynamics: as time goes forward, nature tends to specific states of equilibrium. Or in other words, gravitation makes some motions possible, but dissipation chooses which ones become permanent.

Celestial mechanics in the old times and today. Celestial mechanics includes the mathematical methods that help us to understand how the celestial bodies move. It is indeed a very old discipline. In the search to explain the harmony of the heavens, Kepler discovered the laws that rule the motion of the planets. In this way we learned that their orbits were ellipses instead of perfect circles. Later, celestial mechanics was well established thanks to the Newtonian foundations of dynamics. In that moment we learned that the force that attracts everything to the ground was the same that moves the huge bodies up in the sky. Further developments of celestial mechanics have always been guided by the fact that the skies were not as ideal as we thought before. The timeless question of the stability of the solar system received an unexpected answer by Poincaré at the end of the 19th century. We learned then that the Three-Body problem is chaotic ${ }^{1}$, say, its behavior is almost impossible to predict. This is far from the ideally steady universe conceived by Kepler. Later, the actual observation of chaos in the solar system and the possibility of performing advanced numerical simulations confirmed us the vast complexity of the dynamics of the celestial bodies. At present, we have a particularly challenging situation due to the astonishing development of astronomy, astrophysics and space science, in general. In one hand, astrophysics has conceived very elaborated theories on the formation of stars, planetary systems, galaxies, etc. Such theories are well based on the classi-

[^0]fication of the huge variety of observed astronomical objects. On the other hand, the expansion of the aerospace industry of the last decades provide many practical problems involving the dynamics of artificial satellites and space mission design. In fact, we have to deal with new dynamical situations that were hardly imagined before, but are becoming real now. All this discussion confronts us with the need of developing new and powerful dynamical models adapted to the description of the evolving worlds of astronomy and the special circumstances of the space exploration. In this context, a huge computational power is necessary, but we also need to develop theoretical tools that optimize the available resources.

Theoretical approach. At this point, it is worth mentioning that, although the motivation is practical, the approach of this thesis is mainly theoretical. More specifically, we will deal with very simplified models and prove rigorous results with physical significance. This means that our intention is not to provide realistic answers, but to be precise in the mathematical formulation of some physical problems including dissipation and in the results. As a consequence, the applicability of this research relies on the fidelity of the models that we have chosen. Indeed, in this thesis not only the mathematical techniques have a central role, but also the models themselves. For example, in this thesis we will deal with a model (we call it spin-spin model) that has not been studied much so far, but we think it has great potential. This is an elementary model that helps us to understand the rotational dynamics of two extended bodies interacting gravitationally. Apart from this model, in line with classical models of celestial mechanics, we will put the emphasis on how the dissipation is integrated in the dynamics of the bodies.

Conservative celestial mechanics. The theory of Hamiltonian systems is nowadays the fundamental theoretical framework of celestial mechanics. This is a very rich mathematical field, widely used in the past, as well as in modern physics. Its predominant role in celestial mechanics was mainly due to the advances in perturbative techniques developed in the second half of the 20th century. Their suitability for numerical implementation have reinforced the relevance of these methods. Normal forms, KAM theory, Nekhoroshev's theory, Arnold diffusion, etc. have been the core of the theoretical methods used in celestial mechanics, see for example [23]. It is remarkable the application of KAM theory to the question of the stability of the solar system. Actually, many of these tools have entered into the language of astronomy and astrophysics. The book Modern celestial mechanics [94], by A. Morbidelli, has been an important contribution in this sense because it shows


Figure 1.1: Remarkable attractors. Left: The Van der Pol limit cycle. Right: The Lorenz attractor. Source: Wikipedia.
the considerable applicability of the tools of celestial mechanics. Hamiltonian dynamics is a natural framework when we consider conservative systems, as those determined by gravity. However, more realistic systems require a more general treatment. For these kind of systems it is necessary to consider dissipative effects, that, although much smaller than the gravitational interaction, contribute to its long-term behavior.

Dissipative dynamics. Although the conservative approach in celestial mechanics is widely spread, here we want to remind that Poincaré developed the general methods of dynamical systems precisely motivated by celestial mechanics, [107]. Dissipative dynamics is a fruitful branch of dynamical systems whose central objects of study are called attractors. Later we will make a precise definition, but in a few words we can say that an attractor is the endpoint of the evolution of a dissipative system in the phase space. In some cases the attractor of a system is just an equilibrium point, meaning that the system does not change anymore once the equilibrium is reached. For example, the lower equilibrium of a pendulum with dissipation. In other cases the attractor is a periodic orbit, meaning that, the system will continue to evolve resembling a specific periodic motion more and more. This is the case of the limit cycles like that of the Van der Pool oscillator. There are more complicated attractors with intricate topologies, such as the celebrated Lorenz attractor, that is an example of the so-called strange attractors. See Figure 1.1. The following question arises in our context: Many of the objects that we see through a telescope have been exposed to dissipative forces and have evolved for a very long time. Can we identify them with physical representations of attractors of certain dissipative problems of celestial mechanics? There have been several attempts trying to explain the astronomical struc-
tures with attractors. For instance, planetary systems in [6], or the presence of spiral structure and bars in some galaxies [104].

### 1.2.2 A selected historical review

Some old examples. The consideration of non-conservative effects in celestial mechanics is not new at all. For example, in one of the lectures of Jacobi in 1842-43 [59], he considers the dynamics of a body orbiting around a center within a resistive medium. In 1884 H. Gyldén considered timevariation in the mass of the Kepler problem, [55]. This is a time-dependent Hamiltonian model that was proposed to explain the secular acceleration of the Moon's longitude due to a mass increase. J. Mestschersky found out in 1902 [90] that the resulting orbit would be a spiral leading to a collision or to a distancing. The problem was addressed from a theoretical point of view by J. Littlewood in 1964 [74], he gave some results involving adiabatic invariants. Although it is questionable that the model is useful for the initial purpose, it has been used in different situations such as the evolution of comets, binary stars, pulsating stars, among others. See for example [64, 38], and the references therein. On the other hand, in 1904, J.H. Poynting described an interesting effect on small particles in the solar system arising from the solar radiation [108]. This is the so-called Poynting-Robertson effect and it acts as a dissipative force. Here Poynting studies this dissipative Kepler problem and concludes that the particle would fall in a spiral orbit and hit the Sun at some point. This effect was later addressed by H.C. Plummer [105] and H.P. Robertson [110]. These are just some interesting old examples among others, but it is not our intention to give a complete review.

Hypotheses on the formation of the solar system. The dissipative effects in celestial mechanics started to be relevant in the search of a theory of the formation of the solar system in consistence with the observations. The specific dynamical structure of the solar system has always intrigued scientists: The circularity and planarity of the orbits, the resonant structure appearing between the orbital and spin periods of many bodies and their particular distribution must have a dynamical explanation. In 1911, Poincaré published his Leçons sur les hypothéses cosmogoniques ${ }^{2}$, [106]. There, he summarizes several theories on the formation of the solar system available at that time and exposes them mathematically whenever possible. There is a very detailed discussion on the nebular hypothesis of Laplace. The hypothesis

[^1]of R. du Ligondès is remarkably modern in some parts, such as the role of the dissipation and the gravitational instabilities in the formation of the Sun, the protoplanetary disk, the rings and the planets. The hypothesis of T.J.J. See that the planets were captured by the solar nebula is quite obsolete, but is used by Poincaré to illustrate that the friction with the viscous nebula leads to circularization and shrinking of the orbits of the planets. He explains this by arguing that the friction force is proportional to the velocity, then, its effect on the periapsis is stronger than in the apoapsis, resulting in orbits that are more and more circular. Besides, Poincaré pays special attention to the tidal theory of G.H. Darwin on the origin of the Moon and considers that tides should have a predominant role in the evolution of the whole solar system. Although all these theories have been widely surpassed by modern theories, the global intuitions of Poincaré exposed along the book are very valuable in our context so we can speak about dissipative celestial mechanics.

Early dissipative celestial mechanics. The decade of 1960's, in the midst of the so-called Space Race, was a stimulating period in the study of the space. As far as this thesis is concerned, there are two main topics that acquired much relevance at that time. In one hand, the motion of artificial satellites exposed to atmospheric drag, and on the other hand, the understanding of the role of dissipative tides in the phenomenon of capture into spin-orbit resonances. The effects of the atmospheric drag in the evolution of the orbital elements for different models of drags were addressed in $[62,15,10]$. How to model the atmospheric drag has been always a problem because it is desirable a high accuracy in the computation of orbits of real satellites. Particularly, in [10], V.V. Beletsky pays also special attention to the spacial orientation of the satellite in the orbit, including the spin-orbit interaction. He even proposes some ways to implement dissipative devices (involving viscous fluids or magnetic dampers) in artificial satellites to stabilize their orientation. He argues that dissipation would lead to asymptotically stable states of relative equilibrium, for circular orbits, and forced eccentricity oscillations, for eccentric orbits. The theory of tidal dissipation proposed by G.J.F. MacDonald [75], modifying the tidal theory of G.H. Darwin, had a great impact in the theory of the evolution of natural satellites. In [51], P. Goldreich and S.J. Peale investigate the capture into spin-orbit resonances due to the action of dissipative torques and derive the probabilities of such captures. Then, not only relative equilibria are stabilized by dissipation, but also more complicated motions such as the 3:2 spin-orbit resonance of Mercury (it completes three rotations every two orbital revolutions), considered as an orbiting body around the Sun. In fact, in 1970 [65], W.T. Kyner ex-
plains that the KAM tori structure of the conservative problem of Mercury is destroyed by the dissipation and convert some stable periodic orbits into attractors that are asymptotically stable periodic solutions. In this way, instead of using the concept of capture probability, he proposes the capture measure, i.e., the (relative) measure of the basin of attraction of the attractor. Although both concepts are intimately related, the second one deepens into the dissipative dynamics. A few more papers follow this line [97, 111]. On the other hand, there are some other studies dealing with the dissipative effects on orbit-orbit resonances in the solar system, such as [93, 54]. In [127], orbit-orbit and spin-orbit resonances are studied with a unified damped pendulum-like model. The need for a theoretical development of dissipative celestial mechanics following the previous papers is pointed out in [66]. It is worth mentioning that the Hamiltonian framework has been present in many of the studies above.

Dissipative celestial mechanics: a practical approach. The tidal interaction was the major dissipative phenomenon considered in celestial mechanics, but many other dissipative perturbations were also taken into account. See for example the following two papers with an ample view. In one hand, [123] focuses the effect of different friction forces in the solar nebula during the formation of the solar system. The size of the particle (from dust to protoplanets) is the main parameter for the type of motion it performs. On the other hand, in [17], there is an extensive study on forces produced by the Sun radiation acting on dust and small bodies. Among these forces we have the solar radiation pressure, the Poynting-Robertson effect, the differential Doppler effect and the so-called Yarkovsky effect. Thus, at this moment we consider more realistic situations. For example, the interaction between stable resonances and non-gravitational forces was investigated in [53], for large bodies affected by gas drag or collisions with small bodies, and [52], for small bodies for which the Poynting-Robertson effect is not negligible. At this point the numerical experiments acquire much relevance due to the immediate practical application to the theories that were consolidating. The commensurability of orbital periods has been constantly revisited with new models, see [103]. In particular, the capture into resonances in the solar system due to dissipation is studied in [8], for planetesimals, and [9], for dust. See also [78, 98, 73]. For a more analytical study see [70].

The particular context of this thesis. In the last decades there has been an increasing interest in the dissipative dynamics of celestial bodies. Advances have been produced both from the analytical and the numerical
points of view. The co-supervisors of this thesis are involved in this current development. A. Celletti and her collaborators have elaborated a series of articles considering weakly dissipative and nearly integrable Hamiltonian systems, $[27,20,25,22,24,26]$. There are both numerical and theoretical works. These works characterize different kinds of attractors (periodic and quasi-periodic orbits, strange attractors). Their theoretical techniques include the theory of conformally symplectic system, dissipative versions of KAM results, normal forms, exponential stability estimates, among others. In these papers, the spin-orbit problem is taken as a paradigmatic dissipative model in celestial mechanics. On the other hand, R. Ortega and his collaborators have contributed with analytical studies of the dissipative Kepler problem and the dissipative Three-Body problem, [80, 81, 82, 83]. In these works they find results on the continuation of periodic orbits to the dissipative regime, characterization of the asymptotic behavior of solutions, existence of asymptotic first integrals, etc. Their techniques have a geometrical approach and come from the general qualitative theory of ordinary differential equations.

### 1.2.3 Preliminaries

In this thesis we will provide some theoretical results on ordinary differential equations given by celestial mechanics. They are of the type

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{f}(t, \mathbf{x}, \mathbf{p}) \tag{1.1}
\end{equation*}
$$

where the dot indicates derivation with respect to $t \in \mathbb{R}$, the time variable, $\mathbf{x} \in \mathbb{R}^{n}$, and $\mathbf{p} \in \mathbb{R}^{d}$ is a vector containing some parameters of the problem. The vector function $\mathbf{f}: \mathbb{R} \times \mathbb{R}^{n} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{n}$ is usually an analytic function in all the entries.

In the next subsection we discuss when equation (1.1) is called dissipative.

## The definition of dissipative systems

There are many definitions of what a dissipative system is, and not all of them are equivalent. The simplest definition in physics is the following. Let $E_{\text {mec }}$ be the mechanical energy of the system, $E_{\text {mec }}=E_{\text {kin }}+E_{\text {pot }}$, where $E_{\text {kin }}$ is the kinetic energy and $E_{p o t}$ is the potential energy. If $E_{\text {mec }}$ is a constant of motion, then, the system is conservative, otherwise, it is non-conservative. Furthermore, if there is a loss of energy, i.e., $\dot{E}_{\text {mec }}(t) \leq 0$ for any $t$, then, the system is dissipative. Indeed, physics generally considers that, if we take into account all the degrees of freedom involved in a phenomenon, then, the system is always conservative. Thus, in non-conservative systems we are disregarding some of the degrees of freedom and make an effective description of them. For example, if we have a block moving on a surface, normally we describe the mutual friction as an effective external force exerted by the surface, instead of taking into account the transfer of energy between the atoms/molecules of the block and the surface. In mathematics we usually avoid the description of physical phenomenology and focus on rigorous definitions. The mathematical definitions of dissipative systems are varied as well and, again, there is not always a correspondence between them and with the physical definition. Let us cite some of them.

The first one is a simple definition for autonomous differential equations.
Definition 1.1 (From Def. 13.9 in [57]). An equation $\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}), \mathbf{x} \in \mathbb{R}^{n}$ is said to be dissipative if there exists a bounded subset $B$ of $\mathbb{R}^{n}$ such that, for any $\mathbf{x}^{0} \in \mathbb{R}^{n}$, there is a time $t_{0}$, which depends on $\mathbf{x}^{0}$ and $B$, so that the solution $\mathbf{x}=\mathbf{x}(t)$ with $\mathbf{x}^{0}=\mathbf{x}\left(t_{0}\right)$ satisfies $\mathbf{x}(t) \in B$ for all $t \geq t_{0}$.

This means that any solution ends up entering in a bounded subset of the phase space at some moment. A consequence of this definition is stated in Theorem 13.10 in [57]. It says that there exists a set $D \subseteq \mathbb{R}^{n}$ diffeomorphic
to a ball such that the vector field at the boundary of $D$ points inside $D$. Note that for this definition it was not necessary the concept of energy. The following definition is based on the contraction/expansion of the phase space.

Definition 1.2 (from [23]). Let $\mathbf{x}(t)=\phi\left(t ; \mathbf{x}^{0}\right)$ be the solution (flow) of $\dot{\mathbf{x}}=$ $\mathbf{f}(\mathbf{x}), \mathbf{x} \in \mathbb{R}^{n}$, such that $\mathbf{x}^{0}=\mathbf{x}(0)=\phi\left(0 ; \mathbf{x}^{0}\right)$. The equation is dissipative if $\left|\operatorname{det} J_{t}\right| \neq 1$, where the Jacobian matrix $J_{t} \in \mathbb{R}^{n \times n}$ is given by $J_{t}=\partial_{\mathbf{x}} \phi(t ; \mathbf{x})$. If $\left|\operatorname{det} J_{t}\right|>1$ for all $t$, it is called expansive. On the other hand, if $\left|\operatorname{det} J_{t}\right|<$ 1 for all $t$, it is called contractive.

Here, the elements of the Jacobian matrix are $\frac{\partial \phi_{i}}{\partial \mathrm{x}_{j}}$, where $\phi_{i}$ are the components of $\phi(t ; \mathbf{x})$ and $\mathbf{x}_{j}$ are the components of $\mathbf{x}$. Definition 1.2 is quite general because all the systems that are not conservative ( $\left|\operatorname{det} J_{t}\right|=1$ for all $t$ ) are called dissipative. In [50] there is an example that is sometimes contractive and sometimes expansive.

There are other advanced definitions. To give some examples, see the concept of contraction of the phase space on average [72], or the entropy approach to dissipation [109], or conformally symplectic systems [20], that produce a uniform contraction of the phase space in all the directions.

Despite the different characterizations of dissipative systems, the related concepts of attractor and basin of attraction are quite standard. First we need to define positive invariance and the $\omega$-limit set associated to an initial condition.

Definition 1.3. Let $\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}), \mathbf{x} \in \mathbb{R}^{n}$, be an equation whose flow is given $b y \phi(t ; \mathbf{x})$.

1. We say that a set $U \subseteq \mathbb{R}^{n}$ is a positively invariant set if, for all $t \geq 0$ and $\mathbf{x} \in U$, we have that $\phi(t ; \mathbf{x}) \in U$.
2. The $\omega$-limit set of $\mathbf{x}^{0} \in \mathbb{R}^{n}$ is given by

$$
\begin{array}{r}
\omega\left(\mathbf{x}^{0}\right)=\left\{\mathbf{x} \in \mathbb{R}^{n}: \text { there exists a sequence }\left\{t_{k}\right\} \rightarrow \infty, k=1,2, \ldots,\right. \\
\text { such that } \left.\phi\left(t_{k} ; \mathbf{x}^{0}\right) \rightarrow \mathbf{x} \text { as } k \rightarrow \infty\right\} .
\end{array}
$$

An attractor is a positively invariant set that is the $\omega$-limit of some set of initial conditions. Attractors are sets of the phase space that attract the nearby solutions as time increases. The basin of attraction associated to some attractor is the union of all the possible initial conditions that it attracts. If the basin of attraction of some attractor is the whole phase space we will call global attractor. Thus, the global attractor of a dissipative system contains the most important information of the long-term behavior of it.

Attractors can have a very complicated topology. In general, we can associate a dimension to the attractor that can be non-integer (fractal dimension). In this thesis we will not enter into the existence of attractors with fractal dimension (strange attractors), but rather, on simpler ones. The following definition characterizes asymptotically stable solutions (local attractors). Let $\|\cdot\|$ be any norm in $\mathbb{R}^{n}$.

Definition 1.4 (From [56]). Assume that $\mathbf{x}^{*} \in \mathbb{R}^{n}$ is an equilibrium point of $\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x})$, whose flow is given by $\phi(t ; \mathbf{x})$. We will call $\mathbf{x}^{*}$ asymptotically stable if it is Lyapunov stable and there exists $b>0$ such that $\left\|\mathbf{x}^{0}-\mathbf{x}^{*}\right\|<b$ implies that $\left\|\phi\left(t ; \mathbf{x}^{0}\right)\right\| \rightarrow \mathbf{x}^{*}$ as $t \rightarrow \infty$.

The same definition can be extended to a more general solution of the equation instead of an equilibrium point. In this thesis we deal particularly with asymptotically stable periodic solutions.

## Dissipative forces

In this section we introduce, from a physical point of view, the dissipative forces that are relevant for the models of this thesis. For a more general and detailed discussion we refer to the book Dissipative forces in celestial mechanics by S. Ferraz-Mello et al. [47].

Fluid drag. A body that moves in a viscous fluid is influenced by a friction force that points in the opposite direction to its velocity ${ }^{3}$. This force can be modelled as

$$
\begin{equation*}
\mathbf{F}=-k_{D}\|\mathbf{v}\|^{m-1} \mathbf{v}, \tag{1.2}
\end{equation*}
$$

where $\mathbf{v} \in \mathbb{R}^{3}$ is the velocity vector of the body and $\|\cdot\|$ is the Euclidean norm in $\mathbb{R}^{3}$. It implies $\|\mathbf{F}\| \propto\|\mathbf{v}\|^{m}$. The parameter $k_{D}>0$ takes into account different types of behavior between the fluid and the body depending on the density, the size and the shape of the body. This is an empirical law and the value of $m$ is associated to a specific range of velocities. For example, according to [96], experiments have shown that, for a satellite moving in the Earth's atmosphere, we can take $m=1$ for velocities $\|\mathbf{v}\|<3 \mathrm{~m} / \mathrm{s}, m=2$ if $3 \mathrm{~m} / \mathrm{s}<\|\mathbf{v}\|<300 \mathrm{~m} / \mathrm{s}$, and approximately $m=3$ if $\|\mathbf{v}\|>300 \mathrm{~m} / \mathrm{s}$. For the case of an atmosphere whose density that decays with the altitude we can include a factor $\exp \left[-\alpha_{0} h\right]$, where $\alpha_{0}>0$ is a parameter and $h>0$ is the altitude, [15]. This atmosphere model has been corrected in later works

[^2]including oblateness of the body with the atmosphere, periodic variations, rotation, etc. See [121].

According to [123], we can distinguish between two models depending on the size of the moving body with respect to the mean free path $\bar{\lambda}$ of the particles of the fluid. These models describe the motion of bodies of all sizes, from dust particles to protoplanets. Let us consider that the moving body is spherical with radius $s$ and is moving in a fluid with density $\rho$.

1. Gas regime: $s \ll \bar{\lambda}$. It is applicable to a dust particle that moves in a gaseous medium and the force takes the form

$$
\begin{equation*}
\left.\mathbf{F}=-\frac{4}{3} \pi s^{2} \rho \bar{v}_{T} \mathbf{v} \quad \text { (Epstein law }\right) \tag{1.3}
\end{equation*}
$$

where $\bar{v}_{T}$ is the mean thermal velocity of the gas particles.
2. Fluid regime: $s \gg \bar{\lambda}$. We have a law

$$
\begin{equation*}
\mathbf{F}=-\frac{1}{2} C_{D} \pi s^{2} \rho\|\mathbf{v}\| \mathbf{v} \tag{1.4}
\end{equation*}
$$

where $C_{D}$ is the drag coefficient that depends on the Reynolds number $R_{e}$, defined by

$$
R_{e}=\frac{\text { inertial force }}{\text { drag force }}=\frac{2 s \rho\|\mathbf{v}\|}{\eta}
$$

here $\eta=\rho \bar{v}_{T} \bar{\lambda} / 3$ is the dynamic viscosity of the fluid. It is usual to take $C_{D}$ proportional to a power of $R_{e}$. For $R_{e}<1$ we take $C_{D} \approx 24 R_{e}^{-1}$, which reproduces the Stokes law $\mathbf{F}=-6 \pi \eta s \mathbf{v}$. If $1<R_{e}<800$ we take $C_{D} \approx 24 R_{e}^{-3 / 5}$, whereas for $R_{e}>800$ we take $C_{D} \approx 0.44$. The Stokes law and the Epstein law coincide when $\bar{\lambda} / s=7 / 9$, that is defined as the transition point between the two of them.

The cited article [123] studies the motion of several bodies in the solar nebula. The nebula is considered as an ideal gas with a pressure gradient and a temperature gradient. It takes simple laws for the pressure $P \propto r^{-a}$, and for the temperature $T \propto r^{-b}$, where $r$ is the distance to the Sun and $a, b>0$. With these laws, the pressure of the gas has a conservative effect on the dynamics.

The effect of the drag force on the motion of the particle depends on its size. For small bodies, tangential velocity decreases rapidly and they are dragged by the rotating nebula and fall to the Sun gradually. Larger objects


Figure 1.2: Schematic behavior of the relative radial velocity of fall depending on the size of the particle. We see that the smallest and the largest bodies fall very slow to the Sun with respect to intermediate sizes. The peak (Upper Limit) depends on the nebular structure. Taken from [123].
spiral into the Sun without being dragged. However, very small and very large objects also fall to the Sun, but with radial velocities much smaller. This explains the presence of large bodies like planets and the interplanetary dust in our solar system. Figure 1.2 shows very well this behavior.

Tidal dissipation. The effect of the tides exerted by the Moon on the Earth is a very well known phenomenon because it produces a periodic variation of the sea level. The physical mechanism involved is very common in celestial mechanics and it appears when we consider gravitational forces between extended bodies that are close enough to each other. The closest points experience a stronger attraction than those that are further away, so the tides are caused by this difference of forces. If the bodies are rigid or elastic, the tidal effects are conservative due to gravity. However, if the bodies are viscous, there are inelastic deformations that have a dissipative effect.

Consider an elastic body that has a spherical shape in absence of any external influence. If there is an external perturbing body, the tides deform the main body generating a new figure of equilibrium of oblate shape. The new shape is elongated in the direction to the perturber. The elastic response to the perturbation is immediate, but this is not the case for viscous bodies. A simple way to model the viscoelastic behavior in this context is to consider that there is a small delay between the perturbing force and the actual deformation of the body. This approach is synthesized in the following, with [42] as reference.

Let us take a system planet-satellite, where the satellite is an extended


Figure 1.3: Schematic figure of the tides raised on the satellite by the delayed position of the planet.
body and the planet acts as a point mass. See Figure 1.3. Let R be the position vector of a point at the surface of the satellite with respect to its center, and let $\mathbf{r}$ be the position vector of the planet. Let $R$ and $r$ be the moduli respectively of $\mathbf{R}$ and $\mathbf{r}$. Assume that $\mathbf{R}$ and $\mathbf{r}$ form an angle $\gamma$. The leading term of the potential created by the planet on the point of the surface has the usual expression $-G M / r$. Here $M$ is the mass of the planet and $G$ is the gravity constant. The next term in the expansion of the potential is the one responsible of the tides and is given by

$$
\Phi_{2}(r, \gamma)=-G \frac{M R^{2}}{r^{3}} P_{2}(\cos \gamma)
$$

where $P_{2}(x)=\left(3 x^{2}-1\right) / 2$. If the satellite is deformable, this potential gives rise to a displacement of the point $\mathbf{R}$ to a point $\tilde{\mathbf{R}}$. If the satellite is viscous we can consider that the deformation is caused by the potential $\Phi_{2}$ evaluated in a delayed position of the planet, that is given by $r_{\text {del }}(t)=r(t-\Delta t)$, $\gamma_{\text {del }}=\gamma+\alpha$, where $\Delta t$ is the time delay and $\alpha$ is the lag angle. As a result, the point $\tilde{\mathbf{R}}$ generates another potential onto a generic point $\mathbf{r}_{*}$. If the effect is small, we can assume a linear deformation that amends the potential with an additional term proportional to $\Phi_{2}\left(r_{\text {del }}, \gamma_{\text {del }}\right)$ and to the elastic Love number $k_{2}$. Since $\Phi_{2}$ is proportional to $P_{2}$, from potential theory we know that the new potential must decrease with the distance as a power 3 . Then, the new potential has the form

$$
\begin{equation*}
U=k_{2}\left(\frac{R}{r_{*}}\right)^{3} \Phi_{2}\left(r_{\mathrm{del}}, \gamma_{\mathrm{del}}\right)=-G k_{2} \frac{M R^{5}}{r_{*}^{3} r_{\mathrm{del}}^{3}} P_{2}\left(\cos \gamma_{\mathrm{del}}\right), \tag{1.5}
\end{equation*}
$$

where $r_{*}$ is the modulus of $\mathbf{r}_{*}$. Here we assumed that the deformation is negligible with respect to the changes in $r$ and $\gamma$, then, $\tilde{\mathbf{R}} \approx \mathbf{R}$. We can compute the force associated to this potential at the position of the planet. This force has a dissipative effect on the system as we can see in Section 1.3.2.

It is worth mentioning that the tidal force affects both to the orbital motion as well as to the spin motion of the bodies. However, in this thesis we will only focus on the tidal influence on the spin motion, i.e., the torque produced by the tidal force.

Dissipative forces of electromagnetic origin. For bodies that are small enough, electromagnetic forces become important with respect to the force of gravity. Probably, the main phenomenon considered in celestial mechanics that is of electromagnetic nature is the pressure exerted by the radiation emitted by stars. This pressure acts on the surface of the objects and produces a repulsive force. Thus, the larger is the surface of the object and smaller is its mass, the more important is such force. The emitted photons carry a momentum $p$ and an energy $E_{p}=p c$, where $c$ is the speed of light. Besides, the radiation flux of a star is given by $\frac{L}{4 \pi\left\|\|^{2}\right.}$, where $L$ is the star luminosity (energy emitter per unit of time) and $\mathbf{x}$ is the position vector with respect to the center of the star. Then, the force associated to the radiation pressure over a surface $A$ oriented orthogonal to the direction of the light is

$$
\mathbf{F}_{r}=\frac{A L}{4 \pi c\|\mathbf{x}\|^{3}} \mathbf{x}=-\operatorname{grad} \frac{\mu_{r}}{\|\mathbf{x}\|}
$$

here grad is the gradient operator with respect to the coordinates of $\mathbf{x}$ and $\mu_{r}=\frac{A L}{4 \pi c}$ is a constant. Note that the force $\mathbf{F}_{r}$ has exactly the form of the gravity force (inverse square law) but points in the opposite direction. Then, the effect of the radiation pressure can be included into the Keplerian part of the gravity force by changing the standard gravitational parameter $\mu$ of the star to $\mu-\mu_{r}$. This effect can be considered in other situations, for example, in a planet-satellite system we can assume that the star is so far away that the radiation pressure is constant. In any case, the effect of the radiation pressure alone is conservative.

However, an object can reflect, absorb or re-emit the radiation after it receives it. If there is total reflexion, the force we have to consider is twice the force $\mathbf{F}_{r}$ we defined, because in the previous paragraph it was assumed a total absorption of the radiation. The case of the re-emission requires a more specific treatment, because it produces the dissipative effects, [17].

As already mentioned in Section 1.2.2, the Poynting-Robertson effect was studied in $[108,105,110]$. Consider the rest frame of a particle that is orbiting around a star. The re-emission of the radiation is isotropic assuming thermal equilibrium. However, as shown in Figure 1.4, in the rest frame of the Sun, the radiation become anisotropic due to the Doppler effect. In fact, the particle re-emits a factor $2\|\mathbf{v}\| / c$ times more radiation in the forward


## in particle's frame


in rest frame of Sun

Figure 1.4: The Poynting-Robertson effect. Left: In the particle's frame, there is re-emission of photons with momentum $p$ in all directions. Right: Due to the Doppler effect, the photons are emitted with momentum $p(1+$ $\|\mathbf{v}\| / c)$ in the forward direction, whereas in the backwards direction they have momentum $p(1-\|\mathbf{v}\| / c)$. Taken from [47].
direction than in the opposite direction. Here $\mathbf{v} \in \mathbb{R}^{3}$ is the velocity of the particle. By conservation of momentum in the rest frame of the particle, there exists a force that acts opposite to the velocity given by

$$
\begin{equation*}
\mathbf{F}=-\frac{2 \mu_{r}}{c\|\mathbf{x}\|^{2}} \mathbf{v} \tag{1.6}
\end{equation*}
$$

This force will be referred to as Poynting-Plummer-Danby (PPD) drag as in [14] and [39]. Since this dissipation occurs as an approximation of the Poynting-Robertson (PR) drag when the Doppler shift component is neglected, it is sometimes still called PR drag in the literature (see for example [47], pag. 115, [28], and [80]). To take into account the shape of the particle, its capacity to absorb, reflect or re-emit radiation there are some other constant factors that can be added to this force. A variant of this effect is produced by the solar wind, say, emission of massive particles instead of photons. The Yarkovsky effect is a similar phenomenon that arises if we consider that the particle rotates and it is not in thermal equilibrium.

According to [17], for particles of around $0.1 \mu \mathrm{~m}$ composed by iron, magnetite or graphite, the radiation force is larger than the force of gravity and those particles are blown out the solar system. Dust particles with sizes between $1 \mu \mathrm{~m}-1 \mathrm{~mm}$, the Poynting-Robertson effect dominates and particles fall spiralling into the star. Larger particles usually collide between them before completing their orbits. Finally, the Yarkovsky effect dominates for particles of sizes of the order of meters, such as comets, metoroids or asteroids.

### 1.3 The content of this thesis

### 1.3.1 The Kepler problem with singular drags

## Model

The first problem we want to address is the dissipative Kepler problem. That is to say, we want to describe the motion of a particle moving in a Keplerian potential with an additional dissipative force. We take a family of dissipative forces opposed to the particle's motion and with a singularity at the origin. Let us take the family

$$
\begin{equation*}
\mathbf{F}_{\beta}(\mathbf{x}, \dot{\mathbf{x}})=-\frac{k}{\|\mathbf{x}\|^{\beta}} \dot{\mathbf{x}} \tag{1.7}
\end{equation*}
$$

where $k>0$ and $\beta>0$ are parameters. We assume that $k$ is a fixed positive number, $\mathbf{x} \in \mathbb{R}^{3} \backslash\{0\}$ is the position vector of the particle and $\dot{\mathbf{x}} \in \mathbb{R}^{3}$ is its velocity. The parameter $\beta$ distinguishes different models. For example, (1.7) has the form (1.6) if $\beta=2$. This case, the PPD drag for dust particles, has attracted much attention from the theoretical point of view, see $[108,110,105,92,39]$. There are also numerical experiments, see [63]. If $\beta=0,(1.7)$ has the form (1.4) for bodies with small Reynolds numbers moving in homogeneous viscous fluids. This is the so-called linear drag or Stokes law. Note that in this case we do not have a singularity anymore. The linear drag has already been studied in several papers like [80, 81]. The linear drag and the PPD drag generate two very different global dynamics, whose main features we will recall below. Finally, (1.7) has the form (1.3) for a body moving into a gaseous solar nebula. Particularly, (1.7) represents different models depending on the density of the solar nebula as a function $\rho=\rho(\|\mathbf{x}\|)$, i.e., with radial symmetry. If, as in [123], we assume that the pressure and the temperature vary as $P \propto r^{-a}, T \propto r^{-b}$, where $r=\|\mathbf{x}\|$, the density $\rho$ will vary as a negative power of $r$ as well. Then, to each model of the solar nebula, we would have a corresponding value of $\beta$. The equation of motion is then given by

$$
\begin{equation*}
\ddot{\mathbf{x}}+\frac{k}{\|\mathbf{x}\|^{\beta}} \dot{\mathbf{x}}=-\frac{\mathbf{x}}{\|\mathbf{x}\|^{3}} . \tag{1.8}
\end{equation*}
$$

For simplicity, we study this normalized equation, in which all the quantities are dimensionless. Particularly, for a given $\beta$, the parameter $k$ represents the strength of the dissipative force relative to the gravitational force, whose constant is normalized to 1 . In our results we will see that the value of $k$ is relevant for the asymptotic dynamics only in the case $\beta=3 / 2$.

We note that (1.8) is a member of the larger class of dissipative Kepler problems considered by Poincaré in [106] when discussing the cosmogonique hypothesis of T.J.J. See (Section 1.2.2), namely,

$$
\begin{equation*}
\ddot{\mathbf{x}}+P_{\alpha, \beta}(\mathbf{x}, \dot{\mathbf{x}}) \frac{\dot{\mathbf{x}}}{\|\dot{\mathbf{x}}\|}=-\frac{\mathbf{x}}{\|\mathbf{x}\|^{3}} \tag{1.9}
\end{equation*}
$$

where $P_{\alpha, \beta}(\mathbf{x}, \dot{\mathbf{x}})=h \mid\|\mathbf{x}\|^{-\beta}\|\dot{\mathbf{x}}\|^{\alpha}, h$ is a positive fixed real number, and the parameters $\alpha$ and $\beta$ are positive. The family (1.9) can be included also in the general form of the drag forces (1.2) and (1.4) when the parameters depend on a power of the distance, as we mentioned for (1.7). Essentially, Poincaré found that orbits with negative energy spiral towards the singularity with increasing velocity ${ }^{4}$. Moreover, for $\alpha$ and $\beta$ sufficiently large, after each revolution the eccentricity decreases, leading to the circularization of orbits. Poincaré presented also a qualitative argument supporting that this effect occurs for a more general dissipative force opposed to the velocity, see Section 1.2.2. However, it turns out that such circularization of orbits does not take place for the particular cases that we mentioned: the linear drag $(\alpha=1, \beta=0)$ and the PPD drag $(\alpha=1, \beta=2)$.

In the first case, the fact that the linear drag does not circularize orbits was observed in [58]. Besides, the results presented in [82] and [83] show the following. Although some orbits circularize as they spiral down toward the singularity, for an open set of initial conditions, the value of the eccentricity of the corresponding orbit converges to a positive constant, being all values in ] 0,1 [ attainable. Geometrically, these trajectories are spirals made of asymptotically self similar ellipses that shrink to the singularity. Moreover, it turns out that the angular velocity of these spirals increases exponentially with time. These results are obtained from the existence and continuity on the phase space of a first integral $\mathbf{I}$, defined as the limit, along the solutions, of the Runge-Lenz vector. We recall that this vector, also called eccentricity vector, is a first integral of the conservative Kepler problem, and defines the type of conic section corresponding to the orbit (its modulus is the eccentricity of the orbit) as well as its orientation (it is parallel to the axis containing the focus). Then, we can think of $\mathbf{I}$ as an asymptotic eccentricity vector.

In [83] it is proved that the range of $\mathbf{I}$ is the closed unit disk in the plane. This property expresses that all the non rectilinear orbits are of elliptic type, meaning that, eventually, their energy becomes negative. This last fact is stated in [81], where it is also established that the singularity is a global attractor, reached in infinite time by non rectilinear motions and in finite

[^3]time by rectilinear ones. In each case, it is proved that the velocity tends to infinity.

In the case of the PPD drag (see [14], [17], [35], [39]), all the orbits which tend to the singularity, spiral only a finite number of times around it and achieve an asymptotic direction. This last property implies that their eccentricity tends to one. Moreover, all collisions occur in finite time and with finite velocity. Also, for this drag there exist solutions which escape to infinity. Essentially, these results are obtained in [39] by means of a qualitative study of (1.8). The fact that collision orbits are asymptotically rectilinear was previously observed in [14], where a more a general class of drags is treated using a suitable transformation (called generalized Robertson transformation) to find explicit analytic solutions. The first step of such transformation is the Binet change of variables, exploited in [85], [92] to transform (1.8) with $\beta=2$ into a forced harmonic oscillator, that leads to a closed form for the orbit equation.

The PPD drag was studied also in other frameworks, such as the dissipative restricted Three-Body problem. In [28] and [80] the authors study the existence of periodic attractors. The actual Poynting-Robertson drag ${ }^{5}$ was considered, for example in [9] to study its effect on the orbital evolution of grains of dust captured in mean motion resonances. Besides, in [71], the stability of motions near the Lagrangian points $L_{4}$ and $L_{5}$ was investigated.

## Objectives

In Chapter 2, we want to study the forward dynamics of the solutions of (1.8) with special emphasis on the following points.

1. We will try to characterize the asymptotic behavior of the solutions as much as we can for all $\beta>0, k>0$. Recall that $\beta$ distinguishes different models, and $k$ gives the relative strength of the dissipation with respect to the gravitational force. We would like to find threshold values of the parameters such that the qualitative asymptotic behavior of the solution changes. Particularly, since the linear drag $\beta=0$ and the PPD drag $\beta=2$ generate two very different global dynamics, we want to explore if there are transitions of qualitative behavior for the different values of $\beta$ in between.
2. We would like to know if, apart from the collisions with the singularity,

[^4]there are escape orbits or even oscillatory solutions, say,
$$
\limsup _{t \rightarrow \omega^{-}}\|\mathbf{x}(t)\|=+\infty, \quad \infty>\liminf _{t \rightarrow \omega^{-}}\|\mathbf{x}(t)\| \geq 0
$$

For example, we know that for $\beta=0$ all the solutions are collisions, but for $\beta=2$ there are also escapes. We would like to classify the resulting orbits.
3. We want to characterize the behavior of the collisions. Does a collision happen in infinite time? What is the energy and the velocity when the collision is reached? Is the number of turns around the singularity finite or infinite? Can we answer these questions for all the values of the parameters?
4. Also, we want to see if the first integral existing for $\beta=0$, that is an asymptotic Runge-Lenz vector, is present for other values of $\beta$. Does it have the same properties as for $\beta=0$ ? The case $\beta=2$ seems a good candidate to start because the problem is integrable by quadratures.

## Results

The main results concerning the Kepler problem with a singular family of dissipations (1.8) are stated in Section 2.2 and Section 2.3. The problem has a planar structure (we restrict ourselves to $\mathbf{x} \in \mathbb{C}$ ) and naturally divides into rectilinear solutions and non rectilinear ones. Regarding this division, there are some common and some particular results. Unless there is an explicit reference (for example, to the polar angle $\theta$ ), the results would be valid for all the solutions. In the following, $\omega$ denotes the supremum of the maximal interval of definition of a solution $\mathbf{x}(t)$ of (1.8). Sometimes $\omega$ appears as subscript of some quantity, for example, the limit of the polar angle $\theta_{\omega}=\lim _{t \rightarrow \omega^{-}} \theta(t)$. Analogous definitions hold for the energy $E$, the angular momentum $M$, the radial velocity $u$, etc.

In Section 2.1 we present a preliminary result, in Theorem 2.1. It states that, for non rectilinear collision orbits of (1.8), the energy and the angular momentum tend respectively to the values $E_{\omega}=-\infty$ and $M_{\omega}=0$.

In Section 2.2 we present an analysis of the dynamics as $\beta$ increases. In particular, we detect some thresholds for different global behaviors.

In Theorems 2.2 and 2.5, we show that the global attractiveness of the singularity and the unboundedness of the angular velocity of solutions, which hold for $\beta=0$, can be continued, respectively, for $\beta \in(0,1]$ and for $\beta \in$ $(0,1)$. Particularly, in Theorem 2.2 we claim that escapes are possible only
for $\beta>1$. Recall that we already knew this for $\beta=2$. Actually, it takes infinite time for a particle to escape, and it does with finite velocity and a non-negative finite energy. On the other hand, Theorem 2.5 determines that we can find a sequence $\left\{t_{n}\right\}_{n=0}^{\infty}$ converging to $\omega$, such that the angular velocity of a non rectilinear collision becomes unbounded, say, $\dot{\theta}\left(t_{n}\right) \rightarrow+\infty$. These results suggest that, when $\beta \in(0,1)$, all solutions collide with the singularity winding faster and faster infinite times around it, as they do in the case of the linear drag.

In Theorem 2.4 we show the variation of their polar angle $\theta$ for different type of orbits. Escapes are only possible during the first turn around the origin, otherwise, if the solution makes more turns, it has to be a collision. Moreover, for escapes, the limit angle is bounded, $\theta_{\omega}<\alpha_{0}+\pi$, where $\alpha_{0} \in$ $(0, \pi)$ is the angle that forms the initial velocity $\mathbf{v}(0)$ with the initial position vector $\mathbf{x}(0)$.

Theorem 2.3 allows us to classify the solutions because it rules out the possibility of oscillatory solutions. Here we show that escape and collision solutions are the only kind of solutions that can occur for (1.8). In consequence, the phase space associated to non rectilinear motions, $\Omega^{+}$, can be partitioned in the following three sets: the set of initial conditions of collisions orbits

$$
\Omega_{C}^{+}:=\left\{(\mathbf{x}, \mathbf{v}) \in \Omega^{+}: E_{\omega}=-\infty\right\}
$$

the set of initial conditions of hyperbolic escapes, and the set of initial conditions of parabolic escapes, defined respectively by

$$
\Omega_{H}^{+}:=\left\{(\mathbf{x}, \mathbf{v}) \in \Omega^{+}: E_{\omega}>0\right\} \quad \text { and } \quad \Omega_{P}^{+}:=\left\{(\mathbf{x}, \mathbf{v}) \in \Omega^{+}: E_{\omega}=0\right\} .
$$

The last two sets are empty when $\beta \in[0,1]$.
The case $\beta \in\left[\frac{3}{2},+\infty\right)$ for non rectilinear collisions is addressed in the next theorem, that we show explicitly.

Theorem (Theorem 2.6). The following properties hold for non rectilinear collision orbits:
i) If $\beta>\frac{3}{2}$, or if $\beta=\frac{3}{2}$ and $k>2 \sqrt{2}$, there exists a limit polar angle at collision, achieved with zero angular velocity.
ii) If $\frac{3}{2}<\beta<3$, or if $\beta=\frac{3}{2}$ and $k>2 \sqrt{2}$, collisions occur in finite time, whereas if $\beta \geq 3$ they occur in infinite time.
iii) If $\frac{3}{2}<\beta<2$, or if $\beta=\frac{3}{2}$ and $k>2 \sqrt{2}$, the limit velocity at collision is infinite, if $\beta=2$, the limit velocity is finite and with modulus $\frac{1}{k}$, and if $\beta>2$ the limit velocity is zero.

Here we give a fairly complete description of the qualitative dynamics of non rectilinear collision orbits. Namely, we show that when $\beta>\frac{3}{2}$ such orbits are asymptotically rectilinear, a behavior that, as already mentioned above, was observed for $\beta=2$ in [14] and [39]. Moreover, we prove that the approach to zero occurs in finite time if $\beta \in\left(\frac{3}{2}, 3\right)$, and that $\beta=2$ is the threshold for the value of the terminal velocity. When $\beta$ crosses this value, the terminal velocity passes from $-\infty$ to 0 . We extended these results to $\beta=\frac{3}{2}$, but only imposing that $k>2 \sqrt{2}$.

Unfortunately, we could not provide any result about the rotational properties, collision time or terminal velocity of non rectilinear solutions when $\beta \in\left[1, \frac{3}{2}\right)$. However, in Section 1.3.1 we will present some conjectures about the dynamics at collision for $\beta \in\left(0, \frac{3}{2}\right)$.

Theorem 2.7 gives a complete description of the rectilinear motions. We describe their collision time $\omega$ (discussing whether it is finite or not), and the asymptotic behavior of their velocity, $u_{\omega}$, and energy, $E_{\omega}$. The results are summarized in the following table:

| $\beta$ | ]0, 1/2[ | [1/2, 2[ | 2 | ]2,3[ | $[3, \infty$ [ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega$ | finite |  |  |  | $+\infty$ |
| $u_{\omega}$ |  |  | $-\frac{1}{k}$ |  | 0 |
| $E_{\omega}$ | finite |  |  |  |  |

In Section 2.3, we show an interesting difference between the linear drag and the PPD drag. First note that equation (1.8) can be written as

$$
\left\{\begin{array}{l}
\dot{\mathbf{x}}=\mathbf{v} \\
\dot{\mathbf{v}}=-\frac{k}{|\mathbf{x}|^{\beta}} \mathbf{v}-\frac{\mathbf{x}}{|\mathbf{x}|^{3}}, \quad(\mathbf{x}, \mathbf{v}) \in \Omega=(\mathbb{C} \backslash\{0\}) \times \mathbb{C} .
\end{array}\right.
$$

Let us define $\mathbf{R}$, the Runge-Lenz vector

$$
\mathbf{R}(\mathbf{x}, \mathbf{v})=\mathbf{v} \wedge(\mathbf{x} \wedge \mathbf{v})-\frac{\mathbf{x}}{|\mathbf{x}|}
$$

The result of this section is contained in Theorem 2.8 and deals with the existence of a first integral $\mathbf{I}$ for $\beta=2$, like in $[82]$ for $\beta=0$. The vector field $\mathbf{I}$ is an asymptotic Runge-Lenz vector, say, to each solution $t \mapsto(\mathbf{x}(t), \mathbf{v}(t))$, defined on the right maximal interval $[0, \omega)$, it corresponds the vector

$$
\mathbf{I}\left(\mathbf{x}\left(t^{\prime}\right), \mathbf{v}\left(t^{\prime}\right)\right)=\lim _{t \rightarrow \omega^{-}} \mathbf{R}(\mathbf{x}(t), \mathbf{v}(t))
$$

for each $t^{\prime} \in[0, \omega)$.

Theorem 2.8 is analogous to Theorem 2.1 in [82], where the properties of $\mathbf{I}$ for $\beta=0$ are described. In such case, $\mathbf{I}$ is continuous on $\Omega$. Moreover, Theorem 4.2 in [83] shows that the range of $\mathbf{I}$ is the closed unit disk. When $\beta=2$, Theorem 2.8 shows that $\mathbf{I}$ has significantly different properties: $\mathbf{I}$ is not continuous on $\Omega$, and its range is the exterior of the open unit disk. The discontinuity arises along any fixed parabolic orbit since such orbit is the limit of hyperbolic and collision orbits. We prove this fact only for $\beta=2$, because in this case the problem is integrable. As to the range of $\mathbf{I}$, it expresses that, unlike the case $\beta=0$, there are parabolic and hyperbolic orbits, and there are no elliptic motions winding infinite times around the singularity as they approach it.

## Methodology

Section 2.1 is devoted to introduce some preliminaries that are useful along Chapter 2. Here we show that our problem (1.8) has an intrinsic planar structure (the direction of the angular momentum is conserved) that can be split into rectilinear and non rectilinear motions. Also, the energy $E$ and the angular momentum $M$ are strictly decreasing functions of the time (except for rectilinear motions: $M=0$ ). This is used for the proof of the preliminary result, in Theorem 2.1, about the value of $E_{\omega}$ and $M_{\omega}$ for collisions.

In Section 2.2, we present several results on how the asymptotic behavior of the solution changes for different values of $\beta$. The first result, Theorem 2.2, deals with the existence of collision and escape orbits. Here we use some results that characterize the attractivity of the singularity. Using Lemma 6 in [33] we prove, with the family of functions (2.14), that all the solutions are bounded for $0<\beta \leq 1$. Then, we apply Lemma 2.1, that says that any bounded solution is a collision. This is based on a generalization of La Salle's principle to singular systems, [83]. To prove the existence of escape orbits for $\beta>1$, we use a family of unbounded positively invariant sets (2.17) that do not include the singularity. Then we prove the non existence of oscillatory solutions in Theorem 2.3 with similar arguments as in Lemma 2.1.

The following results deal only with non-rectilinear solutions. We rewrite (1.8) with the Binet transformation, that leads to a forced linear oscillator equation on $\rho=1 / r$, where $r$ is the distance to the singularity. Using the variation of constants formula we obtain an expression for $\rho$ (2.21), in terms of an integral that involves the angular momentum (2.23). Lemma 2.2 shows that the integral (2.23) increases after each turn. Its proof takes advantage of the monotonicity of the angular momentum. This is enough to prove Theorem 2.4, that characterizes the number of turns and the limit angle depending on the type of orbit (escape/collision). The second result is Theorem 2.5,
that states that for $\beta \in(0,1)$, the angular velocity gets unbounded when reaching the singularity. This result is proved borrowing arguments from [81] on elementary inequalities using the equations of the system. Here we work on the regularized system (2.24) given by a time scaling $\mathrm{d} t=r^{2} \mathrm{~d} \mu$. To prove the next result we regularize with another time scaling $\mathrm{d} t=r^{\beta} \mathrm{d} \tau$. Theorem 2.6 gives a rather complete description for $\beta>3 / 2$ and $\beta=3 / 2$, $k>2 \sqrt{2}$. It shows the asymptotic value at the collision of the limit polar angle, the endpoint of the maximal time interval and the limit velocity. For the proof we apply repeatedly previous results on the behavior of the solutions. At the end of the proof of the item ii) of Theorem 2.6 we explain that in our problem we can eliminate the parameter $k$ by a scaling of the solutions except when $\beta=3 / 2$. In this case and with our tools we are able to characterize only solutions for $k>2 \sqrt{2}$. We do not know if this constraint on $k$ is just a technical condition which arises due to our technique of proof, or if it reflects some deeper aspects of the dynamics.

The rectilinear problem is a planar problem that we study with analogous tools than those of $[81,83]$. Theorem 2.7 gives a thorough description of the behavior of the rectilinear solutions for each range of the parameter $\beta$. In the proof, the phase space is divided by the isocline curves in different regions and we look for positively invariant regions that prove the results. For this purpose we define several families of curves and study how the vector field behaves on them. This theorem implies that the asymptotic expansions of solutions around the collision time given for $\beta=0$ in [81] still hold when $\beta \in\left(0, \frac{1}{2}\right)$. However, we show that, unlike for the case $\beta=0$, the presence of the singularity in the dissipation does not allow to regularize collisions by means of a generalized Levi-Civita transformation (2.49).

Section 2.3 is dedicated to prove Theorem 2.8 on the existence of the first integral $\mathbf{I}$. We focus the proof on the discontinuity of such integral on the set of parabolic orbits (escapes whose energy tends to zero), because it is the main difference with respect to [81]. We base our proof on the fact that the limit polar angle $\theta_{\omega}$ is a discontinuous function of the initial conditions. Particularly, the discontinuity arises when we continuously change from elliptic orbits (collisions) to hyperbolic ones (escapes whose energy tends to a positive value) passing through parabolic ones. We prove this by applying the expression of $\rho=1 / r$ integrating the forced linear oscillator equation from the Binet transformation. For $\beta=2$, the angular momentum has an explicit expression, so we have an explicit dependence on the polar angle $\rho=\rho(\theta)$. With this expression it is rather clear that $\theta_{\omega}$ is different for elliptic orbits than for hyperbolic ones. In the proof we make a detailed description of the diffeomorphisms to undo the change of variables and get the desired result. Incidentally, we also show the range of $\mathbf{I}$ : for rectilinear solutions, collisions
and parabolic escapes, I lies in the boundary of the unit disk, whereas for non rectilinear hyperbolic escapes, I lies in the exterior of it.

## Discussion and perspectives

In this research we have considered a family of dissipative Kepler problems with drags of the form $-\frac{k}{\|\mathbf{x}\|^{\beta}} \dot{\mathbf{x}}$, and studied the changes in the forward dynamics as $\beta$ increases. This family includes two physically meaningful dissipations: the Stokes drag $(\beta=0)$ and the Poynting-Plummer-Danby drag ( $\beta=2$ ).

We were able to detect a threshold value for the existence of escape orbits, namely $\beta=1$, and we gave a fairly complete description of non rectilinear collision orbits for $\beta \geq \frac{3}{2}$, showing in particular that they are asymptotically rectilinear. Moreover, the integrability of the equation for $\beta=2$ allowed us to prove that the asymptotic Runge-Lenz vector, which is a non-trivial first integral, is not continuous on the phase space, unlike for the case $\beta=0$. We think that the jump discontinuity in the parabolic orbits is a general property for those values of $\beta$ for which there are hyperbolic escapes and asymptotically rectilinear collisions. The reason is that discontinuity follows essentially from the fact that $\theta_{\omega}$ is defined by $\rho\left(\theta_{\omega}^{-}\right)=0$ for hyperbolic escapes, whereas for collisions $\rho\left(\theta_{\omega}^{-}\right)=+\infty$.

The dynamical behavior of non rectilinear collisions for the values of $\beta$ in the complementary interval $\left(0, \frac{3}{2}\right)$ remains an open question. Our only contribution in this direction is the unboundedness of angular velocity of these solutions when $\beta \in(0,1)$. However, the following informal argument, which we were not able to make rigorous, leads to a conjecture: substituting the third equation of (2.21) into the first, we obtain a fixed point equation of the form $\rho=T(\rho)$. From the results in [82], we see that, when $\beta=0$, any fixed point defined for every $\theta \geq 0$, satisfies $\rho(\theta) \approx \theta^{2 / 3}$ for large $\theta$. Then, if we look for fixed points defined for every $\theta \geq 0$ when $\beta>0$, we can try to find a space of functions satisfying $\rho(\theta) \approx \theta^{\alpha}, \alpha>0$, for large $\theta$, and which is invariant under $T$. We are led, heuristically, to $\alpha=\frac{2}{3-2 \beta}$, which is correct for $\beta=0$. Now, if $\beta \in\left(0, \frac{3}{2}\right)$, it is not difficult to see that the previous asymptotic growth for $\rho(\theta)$ implies that the collision time $\omega$ is finite and that $\dot{\theta}(t) \rightarrow+\infty$ as $t \rightarrow \omega^{-}$. This last property is consistent with Theorem 2.5. Due to the difficulty of numerical integration of singular systems, the simulations made to support our conjecture were inconclusive.

Finally, in our work we gave a complete description of the rectilinear collisions as $\beta$ increases, including their asymptotic expansion for $\beta \in\left(0, \frac{1}{2}\right)$. As a consequence, we were able to show that the presence of the singularity in the dissipation is an obstruction to the regularization of collisions.

We think that this research contributes to the understanding of the dissipative dynamics for more general dissipations. Particularly, as mentioned in the description of the model, we deal with a member of a larger family of dissipative Kepler problems

$$
\ddot{\mathbf{x}}+k \frac{\|\dot{\mathbf{x}}\|^{\alpha-1}}{\|\mathbf{x}\|^{\beta}} \dot{\mathbf{x}}=-\frac{\mathbf{x}}{\|\mathbf{x}\|^{3}}, \quad \alpha, \beta>0
$$

that was considered by Poincaré and include very general drag forces (1.2). Here we considered the case $\alpha=1$ and it would be interesting to study other values, such as $\alpha=2$ because this is a common dependence for a body moving in a fluid, such as the atmosphere. In this way, another possibility is to study other dependence with respect to $\|\mathbf{x}\|$, such as the simple atmospheric model in [15] given by the factor $\exp \left[-\alpha_{0}(\|\mathbf{x}\|-R)\right], \alpha_{0}>0,\|\mathbf{x}\|>R$, where $R$ is the radius of the body.


Figure 1.5: The spin-orbit problem

### 1.3.2 Stability of the $1: 1$ spin-orbit resonance

## Model

The spin-orbit model is the most elementary model to study the rotational dynamics of a satellite about its center of mass when it orbits around a planet. Consider a satellite whose center of mass is moving around a planet in a Keplerian elliptical orbit of eccentricity $e$. We are interested in the spin of the satellite around its center of mass, so, we will identify the satellite with a tridimensional object and the planet with a point mass. Let the satellite be triaxial, with principal moments of inertia $\mathcal{A}<\mathcal{B}<\mathcal{C}$. The parameter $\epsilon=\frac{3}{2} \frac{\mathcal{B}-\mathcal{A}}{\mathcal{C}}$ measures the equatorial oblateness of the satellite. For this ordering of moments of inertia, $\epsilon \in(0,3 / 2)$. Assume that the spin axis of the satellite is perpendicular to the orbital plane and coincides with the smallest of its physical axes, which is associated to $\mathcal{C}$. This planar setting is a major simplification that reduces the problem to one degree of freedom (spin) plus time-dependence (orbit), allowing us to focus the study on the spin-orbit resonances.

Let us identify the orbital plane with the complex plane $\mathbb{C}$. Consider the planet fixed at the origin and let the position of the center of mass of the satellite be $\mathbf{r}=r \exp [i f] \in \mathbb{C}$, where $r>0$ and $f$ are real and smooth functions of the time. Note that this point describes an ellipse with focus at the origin and eccentricity $e \in[0,1)$, so, the polar coordinates $r$ and $f$ vary periodically with time and are known by the Kepler problem. Let us take convenient units of time so that the period is $2 \pi$. In the usual terminology, $f$ is called true anomaly and the time $t$ is the mean anomaly. There is a third useful angle $u$, the eccentric anomaly, which is defined by the famous


Figure 1.6: Some geometrical relations in a Keplerian ellipse.

Kepler's equation

$$
\begin{equation*}
t=u-e \sin u \tag{1.10}
\end{equation*}
$$

and let us determine the Keplerian ellipse simply by

$$
\begin{equation*}
r=a(1-e \cos u), \tag{1.11}
\end{equation*}
$$

where $a$ is the semimajor axis of the ellipse.
Also, using the graphical definition of the eccentric anomaly, see Figure 1.6, we can write $\mathbf{r}$ in terms of the eccentric anomaly as

$$
\begin{equation*}
r \exp [i f]=a\left(\cos u-e+i \sqrt{1-e^{2}} \sin u\right) \tag{1.12}
\end{equation*}
$$

Note that for $t=0$ we assumed that $f=u=0$, and consequently, $f=u=\pi$ when $t=\pi$. We can take convenient units of length so that $a=1$. The expressions eqs. (1.11) and (1.12) relate the true and eccentric anomalies. Moreover, Equations (1.10) to (1.12) define $u=u(t, e), r=r(t, e)$ and $f=f(t, e)$ as analytic functions in both entries.

Let $\theta$ be the angle that determines the direction of the body's axis of the major elongation with respect to the major axis of the ellipse. See Figure 1.5. According to [51], the motion of the satellite is modelled by the following biparametric equation

$$
\begin{equation*}
\ddot{\theta}+\frac{\epsilon}{r(t, e)^{3}} \sin [2(\theta-f(t, e))]=\mathcal{T}_{d}(t, \dot{\theta}), \quad e \in[0,1), \epsilon \in(0,3 / 2) \tag{1.13}
\end{equation*}
$$

where $\mathcal{T}_{d}$ is a dissipative torque, which has different forms depending on the model. The popular model introduced by MacDonald in [75] has been extensively used, taking as reference [51] or [99], for example. Although MacDonald studied only the case $\mathcal{T}_{d}$ constant, later approaches, like [51] and
[115], suggest that it is more physically reasonable to take a MacDonald's torque with a linear dependence

$$
\begin{equation*}
\mathcal{T}_{d}(t, \dot{\theta})=-\frac{C_{M}}{r(t, e)^{6}} \sin [2 \Delta t(\dot{\theta}-\dot{f}(t, e))] \approx-\frac{\delta}{r(t, e)^{6}}(\dot{\theta}-\dot{f}(t, e)), \tag{1.14}
\end{equation*}
$$

where $1 \gg \delta=2 C_{M} \Delta t \geq 0$, and $C_{M}$ is a constant depending on the parameters of the bodies,

$$
C_{M}=\frac{3 G M^{2} R^{2} k_{2}}{2 \mathcal{C} a^{6}}
$$

where $M$ is the mass of the planet, $R$ and $k_{2}$ are the mean radius and the Love number of the satellite. Here $a$ is the semimajor axis of the orbit, that in our units equals 1. Hereafter (1.14) will be referred to as the linear MacDonald torque. According to [42], to obtain (1.14), the dissipation is modelled by assuming that there is a time delay between the deforming disturbance and the actual deformation of the body. This was explained in Section 1.2.3 and the delay was denoted by $\Delta t$ (time lag). In our planar configuration, the torque $\mathcal{T}_{d}$ can be derived from (1.5) by $\mathcal{T}_{d}=-\frac{M}{C} \partial_{\gamma} U$ evaluated at the position of the planet ${ }^{6}\left(\gamma=0, r_{*}=r \approx r_{\text {del }}\right)$. Let us show this. First, $\partial_{\gamma} P_{2}\left(\cos \gamma_{\text {del }}\right)$ at $\gamma=0$ equals $\frac{3}{2} \sin (2 \alpha)$. Furthermore, if $\hat{\mathbf{r}}_{\text {del }}$ and $\hat{\mathbf{r}}$ are the unit vectors of the delayed and the current position of the planet, $\hat{\mathbf{r}}_{\text {del }} \wedge \hat{\mathbf{r}}=(0,0, \sin \alpha)$, where $\wedge$ is the vector product. Besides, $\sin \alpha \approx \alpha$ if $|\alpha|$ is small. We can approximate $\hat{\mathbf{r}}_{\text {del }} \approx \hat{\mathbf{r}}-\frac{\mathrm{d} \hat{\mathbf{r}}}{\mathrm{d} t} \Delta t$, then,

$$
\hat{\mathbf{r}}_{r e t} \wedge \hat{\mathbf{r}}=\hat{\mathbf{r}} \wedge \frac{\mathrm{d} \hat{\mathbf{r}}}{\mathrm{~d} t} \Delta t
$$

Note that we are in a non-inertial frame of reference that has an angular velocity $\boldsymbol{\omega}=(0,0, \dot{\theta})$, then

$$
\frac{\mathrm{d} \hat{\mathbf{r}}}{\mathrm{~d} t} \equiv\left(\frac{\mathrm{~d} \hat{\mathbf{r}}}{\mathrm{~d} t}\right)_{\text {non-inertial }}=\left(\frac{\mathrm{d} \hat{\mathbf{r}}}{\mathrm{~d} t}\right)_{\text {inertial }}-\boldsymbol{\omega} \wedge \hat{\mathbf{r}} .
$$

Since $\hat{\mathbf{r}}=(\cos f, \sin f, 0)$, then

$$
\hat{\mathbf{r}}_{r e t} \wedge \hat{\mathbf{r}}=(0,0, \Delta t(\dot{f}-\dot{\theta})),
$$

consequently, the lag angle (geometric lag) is $\alpha \approx(\dot{f}(t, e)-\dot{\theta}) \Delta t$. This is enough to obtain (1.14).

The spin-orbit model has the structure of a periodically forced pendulum. It is nearly integrable for small eccentricities. It has attracted much attention

[^5]not only for its accurate physical implications but also for its mathematical richness. Some pioneer papers are [10] for the conservative case and [51] for the dissipative case. This model is useful to explain the synchronization of the rotational motion of the Moon and its orbital motion around the Earth. In other words, the Moon is in a $1: 1$ spin-orbit resonance, i.e., solutions of equation (1.13) that satisfy $\theta(t+2 \pi)=\theta(t)+2 \pi$. It is also known as synchronous resonance. This phenomenon is indeed very common in the Solar System for natural satellites that are close enough to their respective planets, [99]. Besides, Mercury, as an orbiting body around the Sun, is locked in a $3: 2$ spin-orbit resonance, for which $\theta(t+4 \pi)=\theta(t)+6 \pi$. This is also a very interesting resonance, see for example [34], [11] or [24]. According to [34], in its chaotic evolution, Mercury could have reached large orbital eccentricities that made possible the capture into this higher order resonance. It is accepted that the phenomenon of capture into resonances is driven by dissipative torques, caused by internal frictions within the satellite, [75]. The concept of stability of a resonance in the conservative regime is linked to the concept of capture in the dissipative case and both can be related. For example, [21] studies the KAM stability in the conservative case, whereas [25] proves the existence of quasiperiodic attractors for the dissipative problem, that bifurcate from the KAM tori of the conservative case. This last study belongs to a group of papers exploiting the weakly dissipative and nearly integrable Hamiltonian structure of the problem, [22, 24, 2]. We would like to remark the analytical treatment of the dissipative spin-orbit problem as a conformally symplectic system [20]. Also, it is worth mentioning that the system has a very strong connection with the standard map and its dissipative counterpart, see $[19,26]$. The onset of chaos is another interesting feature of this problem. The oblateness of the satellite produces chaotic regions in the phase space that surround the libration regions of resonances. Chaotic zones can be very large due to overlapping of different resonances, [29]. A large eccentricity emphasizes this behavior, as in the case of Hyperion, [125], [124]. The spatial setting has a higher dimensional phase space and richer dynamics. For example, other types of resonances may appear. In [10], without the planar assumption, the synchronous resonance is found as a relative equilibrium, which is Lyapunov stable for circular orbits, only provided the ordering of the moments of inertia. By contrast, in [69], the authors study the onset of chaos due to deviations from perpendicularity of the spin axis and the orbital plane.

This thesis deals with the study of the stability of synchronous resonances of (1.13). Let us take the change of variable $\Theta=2(\theta-f)$ and a more general


Figure 1.7: Figure 17 in [10]. This is a plot of linear stability of the odd $2 \pi$-periodic solutions of (1.16) in the $(\Lambda, e)$-plane. Here $\Lambda=n^{2}$.
dissipation proportional to $(\dot{\theta}-\dot{f})$, such that (1.13) turns into

$$
\begin{equation*}
\ddot{\Theta}+\delta D(t, e) \dot{\Theta}+\frac{\Lambda}{r(t, e)^{3}} \sin \Theta=-2 \ddot{f}(t, e), \quad e \in[0,1), \Lambda=2 \epsilon \gg \delta \geq 0 \tag{1.15}
\end{equation*}
$$

where $D(t, e)$ is a positive analytic function, which is $2 \pi$-periodic in $t$. Note that, for the linear MacDonald torque, $D(t, e)=r(t, e)^{-6}$. Equation (1.15) models a damped and forced pendulum of variable length and depends on three parameters $e, \Lambda$ and $\delta$. Since $f(t+2 \pi, e)=f(t, e)+2 \pi$, then, $1: 1$ resonances correspond to solutions of (1.15) satisfying $\Theta(t+2 \pi)=\Theta(t)$.

In [129] there is a numerical investigation of the non-dissipative problem ${ }^{7}$

$$
\begin{equation*}
\ddot{\Theta}+\frac{\Lambda}{r(t, e)^{3}} \sin \Theta=-2 \ddot{f}(t, e), \quad e \in[0,1), \Lambda \in(0,3) . \tag{1.16}
\end{equation*}
$$

Particularly, [129] focuses on the periodic solutions of equation (1.16) with odd symmetry $\Theta(-t)=-\Theta(t)$. According to [129], in the indicated range of parameters, there are three odd periodic solutions, namely $\Theta_{-}, \Theta_{+}$and $\Theta_{0}$. There is a branching curve, in which $\Theta_{+}$and $\Theta_{0}$ coincide, that divides the region in two. The lower part is a region of uniqueness of $\Theta_{-}$. The regions of linear stability of the solutions and the branching curve are shown in Figure 1.7.

[^6]
## Objectives

Our main objective in Chapter 3 is to characterize the capture into the $1: 1$ resonance of the dissipative spin-orbit problem (1.13). We choose the 1:1 resonance because is the simplest and most abundant one in the solar system. We want to achieve this goal using the full non-autonomous form (1.15) and without any previous assumption on the smallness of the eccentricity. With this approach we would like to address some particular questions.

1. We want to characterize the capture by finding an asymptotically stable solution of the dissipative problem. To do this, we would like to make a continuation of solutions of the conservative problem to the dissipative one. Here we expect to make an analytic continuation of solutions with odd symmetry.
2. First, we will explore the conservative problem. We can infer from Figure 1.7 that the solution $\Theta_{-}$, found in [129], is the continuation of the equilibrium of (1.16) for $e=0$. We want to find regions of uniqueness and linear stability of $\Theta_{-}$with theoretical tools.
3. Once we have a region of linear stability, we want to make a continuation of $\Theta_{-}$to the dissipative problem (1.15) for $\delta>0$. We want that the estimated region is large enough to make it useful for practical applications.
4. We expect such continuation to be asymptotically stable and would like to prove it. Furthermore, we want to make a quantitative continuation by finding an upper value of $\delta$ for which the continuation is asymptotically stable.
5. To complete this process, we would like to obtain a diagram that provides the upper value of $\delta$ for each point $(e, \Lambda)$. Also, we want to apply our results for real systems, such as the Earth-Moon system. Moreover, we would like to put our results on the dissipative parameter in contrast with real measurements of how the satellite dissipates energy.
6. Finally, we want to investigate the stability of $\Theta_{-}$for large eccentricities. It looks from Figure 1.7 that there is a bifurcation such that the solution $\Theta_{-}$is unstable for large eccentricities. We want to characterize theoretically this bifurcation.

## Results

The results of the second part of thesis are developed in Chapter 3.
We start discussing, in Section 3.1, the existence and uniqueness of a particular $2 \pi$-periodic solution $\Theta^{*}$ for the non-dissipative problem (1.16). This solution has an odd symmetry, $\Theta^{*}(-t)=-\Theta^{*}(t)$, and is two times the function $\Theta_{-}$defined in $[129,10]$, as it was described at the end of Section 1.3.2. Proposition 3.1 defines a region of uniqueness for such solution in the $(e, \Lambda)$ plane. The region is given by $e \in(0,1]$ and $0 \leq \Lambda<\Lambda_{1}(e)$, where the function $\Lambda_{1}(e)$ is defined in (3.13). See Figure 1.8. In Lemma 3.2 we provide some properties of $\Lambda_{1}(e)$. Moreover, Proposition 3.1 claims that $\Theta^{*}(t ; e, \Lambda)$ is an analytic function in all its entries. Actually, $\Theta^{*}$ is the analytic continuation of the trivial solution for $e=0$.

In Proposition 3.2 we provide a region of linear stability of $\Theta^{*}(t ; e, \Lambda)$. The region is given by

$$
\left\{(e, \Lambda): e \in(0,1), m(e)<\pi / 4,0<\Lambda<\frac{1}{4} \Lambda_{1}(e), 0<\Lambda<\Lambda_{2}(e)\right\}
$$

The functions $m(e)$ and $\Lambda_{2}(e)$ are defined respectively in (3.21) and (3.22). The functions $\frac{1}{4} \Lambda_{1}(e)$ and $\Lambda_{2}(e)$ define the upper limit of the stability region obtained theoretically. We can see these results illustrated in Figure 1.8. Note that we actually reach large eccentricities ${ }^{8}$, close to 0.4.

In Theorem 3.2, we make a continuation of the $2 \pi$-periodic solution $\Theta^{*}$ of (1.16) to the dissipative problem (1.15). In such case, the solution becomes asymptotically stable. More precisely, if $(e, \Lambda)$ belongs to the region defined in Proposition 3.2, there exists a $2 \pi$-periodic solution $\Theta_{\delta}^{*}(t)$ of (1.15) that is continuous for $\delta \in[0, \bar{\delta}]$ and $\Theta_{0}^{*}(t)=\Theta^{*}(t ; e, \Lambda)$ for each $t \in \mathbb{R}$. Here $\bar{\delta}$ is a small quantifiable value. Particularly, if $\delta>0, \Theta_{\delta}^{*}(t)$ is asymptotically stable. Let $\Delta_{0}$ be the discriminant associated to the linearized equation at the solution $\Theta^{*}(t ; e, \Lambda)$. We provide an explicit formula for $\bar{\delta}$, (3.36) with $\bar{\delta}=\rho$, that only involves the quantities $e, \Lambda$ and $\Delta_{0}$.

In Section 3.3.1 we discuss that our results are applicable to a family of torques generalizing the MacDonald torque. In Section 3.3.2 we make a diagram in the $(e, \Lambda)$-plane for different orders of magnitude of $\bar{\delta}$ using the linear MacDonald torque. See Figure 1.9. Furthermore, we compute $\bar{\delta}$ for a few systems, including the Earth-Moon system, shown in Table 1.1. Particularly, our estimates about asymptotic stability in the dissipative problem are consistent with the data from the Moon-Earth system.

[^7]

Figure 1.8: (Figure 3.2) Linear stability of $\Theta^{*}(t ; e, \Lambda)$. The gray regions are linearly unstable and are computed numerically. Compare with Figure 1.7. The lines pattern indicates that for high eccentricity $e \geq 0.9$ we did not compute the linear stability due to the proximity to the singularity. The yellow region is the region of linear stability with our theoretical results.


Figure 1.9: (Figure 3.5) Dissipative diagram for the linear MacDonald torque. The greener regions correspond to greater admissible $\delta$. We do not guarantee the existence of $\Theta_{\delta}^{*}(t ; e, \Lambda)$ for the region filled with the wavy pattern.

| Satellite (Planet) | $e$ | $\Lambda$ | $\delta$ | $\Delta t(\delta)$ |
| :---: | :---: | :---: | :---: | :---: |
| Moon (Earth) | 0.0549 | 0.00069 | $2.06 \cdot 10^{-20}$ | 11 min |
| Io (Jupiter) | 0.0041 | 0.021 | $9.69 \cdot 10^{-19}$ | 0.00057 min |
| Europa (Jupiter) | 0.0094 | 0.0055 | $2.85 \cdot 10^{-19}$ | 0.0064 min |

Table 1.1: (Table 3.1) Estimates for some satellite-planet systems with strong spin-orbit interaction. The parameters $e$ and $\Lambda$ have been taken from [16] and other constants from [1]. The corresponding $\bar{\delta}$ have been obtained numerically. The dependence of $\Delta t$ with respect to $\delta$ only depends on the parameters of the system.

Finally, Section 3.2 is devoted to prove that $\Theta^{*}(t ; e, \Lambda)$ is linearly unstable for high eccentricities, no matter how small $\Lambda$ is considered. The variational equation at $\Theta^{*}(t ; e, \Lambda)$ is

$$
\begin{equation*}
\ddot{y}+\left(\frac{\Lambda}{r(t, e)^{3}} \cos \left[\Theta^{*}(t ; e, \Lambda)\right]\right) y=0 . \tag{1.17}
\end{equation*}
$$

In Theorem 3.1, we characterize the bifurcation of the instability region for large eccentricities shown in Figure 1.8. Here we define the curve $e=E(\Lambda)$ of separation between stability and instability. It arises from the $e$-axis at some point $e=e_{*} \approx 0.682$. The result reads as follows.

Theorem (Theorem 3.1). For some $\varepsilon>0$, there exists a function $E$ : $[0, \varepsilon) \rightarrow(0,1), \Lambda \mapsto E(\Lambda)$, such that the equation (1.17) is unstable and has a non-trivial $4 \pi$-periodic solution if $e=E(\Lambda)$. Moreover, $E(0)=e_{*} \in(0,1)$ and for each $\bar{e} \in\left(e_{*}, 1\right)$ there exists a $\bar{\Lambda}=\bar{\Lambda}(\bar{e}) \in(0, \varepsilon)$, such that the equation (1.17) is unstable for the points ( $e, \Lambda$ ) satisfying $E(\Lambda)<e<\bar{e}, 0<\Lambda<\bar{\Lambda}$. In addition, the function $E$ can be expressed as $E(\Lambda)=\xi\left(\Lambda^{1 / p}\right)$, where $\xi(\zeta)$ is real analytic at $\zeta=0$ and $p \geq 1$ is an integer.

## Methodology

Recall from the objectives that we want to study the problem (1.15) in its full non-autonomous form and without any assumption of small eccentricities. This means that in our research we will not use the perturbative and averaging methods on Hamiltonian systems that are usual in the literature.

The results of Section 3.1 are proved as follows. The odd $2 \pi$-periodic solution $\Theta^{*}$ of the conservative problem (1.16) is also a solution of the Dirichlet problem (3.1) due to the symmetries of the original equation. Using the shooting method, we find out that, if the only solution of the linearization of
(3.1) is the trivial solution, then $\Theta^{*}$ is the unique solution of (3.1). This is done using Lemma 3.1, that involves $L^{p}$-estimates on the linear coefficient. These estimates allow us to define the function $\Lambda_{1}$ and the region of uniqueness given in Proposition 3.1. The estimates involve the optimal Sobolev inequalities (3.5). The analytic properties of the solution are proved by means of the implicit function theorem, in its real analytic version (Theorem 2.3.5 in [67]).

The linear stability of $\Theta^{*}$ is given by a criterion for the stability of the first variation at $\Theta^{*}$ (3.16) . It is an example of Hill's equation. This criterion (3.17) is a generalization, using $L^{p}$-norms, of the Lyapunov criterion for stability of a Hill's equation. The inequalities of the criterion are considered separately. In one hand, we need $L^{p}$-estimates on the linear coefficient, as in the previous paragraph (Lemma 3.1). On the other hand, we can use a Green's function of a related problem to find upper and lower solutions for $\Theta^{*}$. This leads us to the definition of the function $\Lambda_{2}$ appearing in Proposition 3.2.

Before making the continuation of $\Theta^{*}$ to the dissipative regime, we prove in Section 3.2 that the solution is unstable for large eccentricities in Theorem 3.1. In this part we employ some techniques from complex analysis. Using some properties of (even) Hill's equations and the analyticity of the solution, we are able to characterize the bifurcation point $e=e_{*}$ as a point where the integral $I(e)$, in (3.23), vanishes. This integral is analytic in $e$ and we can prove that $e=e_{*}$ exists by Bolzano's Theorem. To do this we compute $I(e)$ in series expansion and prove that $\lim _{e \rightarrow 1^{-}} I(e)$ is negative and finite (Lemma 3.3). We compute $I(e)$ with the Residue Theorem and prove the uniform convergence of the limit. The additional properties that characterize the bifurcation curve $e=E(\Lambda)$ are proved with Lemma 3.4. This lemma is a parametric version of Bolzano's Theorem that defines a curve in which a function of two variables vanishes and has a weaker transversality condition. To compensate, the lemma requires the function to be analytic in both variables, so we can prove it by means of the Weierstrass Preparation Theorem and the Decomposition Theorem (Theorems 6.3.1 and 4.2.7 in [67]).

In Section 3.3 we prove Theorem 3.2. Its proof is given by two lemmas. Lemma 3.5 allows the quantitative continuation of the solution and Lemma 3.7 guarantees that the continuation is asymptotically stable. We see the periodic solution as a fixed point of the Poincaré map, so, Lemma 3.5 is formulated as a quantitative version of the Implicit Function Theorem. The proof of Lemma 3.5 is given by the Contraction Mapping Theorem and a generalized version of the Mean-Value Theorem, [3]. Lemma 3.5 provides a formula for $\bar{\delta}$ that is given in terms of bounds for the norms of derivatives of the Poincaré map. To assure such boundedness in our problem, it is nec-
essary a rather technical procedure based on an a priori bound in Lemma 3.6 and an auxiliary function given in (3.40). On the other hand, Lemma 3.7 is based on the concept of strong stability, in the sense of Krein, for a Hill's equation (if it is stable and also any small perturbation of it). Here we take advantage of the fact that a general perturbation of a Hill's equation can be converted into a Hill's equation by a change of variable. Strong stability guarantees that the perturbed equation is asymptotically stable by undoing the change of variable.

At the end of the section we apply our results concerning the dissipative problem. To compute $\bar{\delta}$ we need to integrate numerically the conservative problem and its first variation. For simplicity, the numerical integrations are performed taking as independent variable the eccentric anomaly $u$. With this information we are able to produce the plot in Figure 1.9. We particularize our results to some real systems: Earth-Moon, Jupiter-Io and JupiterEuropa. In the case of the Moon we have measurements of the velocity of propagation of seismic waves. This provides an estimate of the dissipative delay $\Delta t$ of the model that is consistent with our results. We do not have the same information for Io and Europa, but our results are less realistic for those cases.

## Discussion and perspectives

In this research we have obtained some rigorous results concerning the existence and stability of the $1: 1$ resonant solution for the spin orbit problem, which is closely related to the capture into the resonance. The dissipative as well as the conservative version of the problem have attracted much attention. We have considered equation (1.13) as the reference model for the problem. Despite the rough simplification introduced by the linear MacDonald torque in the model, it seems reasonable to take the dissipative torque $\mathcal{T}_{d}$ proportional to $\dot{\theta}-\dot{f}$. This inevitably leads us to the intricate pendulum-like equation (1.15). This starting point, though suggested in many articles, was never fully exploited, as far as we know. That is why we wanted to study this equation with an analytical point of view and without further modifications. This is in contrast with the literature, where either the numerical approach prevails, or the equation is modified. This modification can be produced by an average over a period or by an expansion in powers of the eccentricity $e$, in order to focus the study on small $e$. The pioneer works of Goldreich and Pale [51] and Beletskii [10] set the main research directions. The articles following [10] work in the conservative regime with $f$ as independent variable, obtaining the so-called Beletskii equation.

In the literature we find different approaches to the stability of the solu-
tion. For instance, [51] poses the rough stability condition that the averaged dissipative torque does not exceed the maximum conservative torque. There are also more sophisticated approaches by A. Celletti and her collaborators, like the KAM stability in [21] for the conservative case, or the existence of quasiperiodic attractors in [25] for the dissipative problem, bifurcating from the KAM tori of the conservative case. See also other related articles like [24] and [50]. The articles that employ the Beletskii equation, such as [10], [89] and [88], do not average the equation. Indeed they study the $2 \pi$-periodic solutions (there is not uniqueness) and consider the linear stability, particularly for the even solution $\Theta^{*}(t)$. They produce numerical stability diagrams similar to Figure 3.2, and notice, see for example [10], the complexity of the region of linear stability of $\Theta^{*}(t)$ for high eccentricities.

The most similar approach to ours is that of [101], which studies the Beletskii equation with analytical tools. Its main result (Theorem 5) estimates a region of existence and Lyapunov stability of $\Theta^{*}(t)$. The authors use the method of upper and lower solutions to prove the existence of solution, but they do not guarantee the uniqueness as odd $2 \pi$-periodic solution as we did in Proposition 3.1. Since we consider the dissipative model, we are interested in the asymptotic stability of the solution instead of the Lyapunov stability. For this purpose we need a region of strong linear stability, which is larger than the region obtained in Theorem 5, [101]. Using their computations, which correspond to $L^{\infty}$-norm estimates (recall that we used all the $L^{\alpha}$-norms to estimate our region), the resulting region of linear stability is given by

$$
0<\Lambda<\frac{(1-e)^{3}}{4}, \quad 0<\Lambda<\frac{1}{\pi}\left(\frac{\left(1-e^{2}\right)^{3 / 2}}{2}-8 e\right) .
$$

We can check that this region is in fact included in our $\Omega$.
This research has several direct continuations. In one hand, the same study can be done to study the stability of higher spin-orbit resonances, such as the 3:2. In higher resonances the role of large eccentricities is even more important, as shown in [34] for the case of Mercury. Actually, if $e=0$, the only possible asymptotically stable resonance is the $1: 1$, as we know for the equilibrium of the free damped pendulum, [86]. In this framework, we would have to look for asymptotically stable subharmonic solutions ( $2 \pi n$ periodic) of the pendulum equation (1.15). Another direction to explore is, as commented in Remark 3.3, the use of the results by Borg [77] (or similar) to look for other stability regions of higher order $(\Lambda>0.25)$ for the synchronous resonance $\Theta^{*}$. Or, in addition, for the other odd solutions that appear for large $\Lambda$, as shown in Figure 1.7: do these solutions become asymptotically stable in the dissipative setting? On the other hand, we can try to apply
our techniques to a more general dissipative torque, so the model covers more realistic situations. See for example the models by S. Ferraz-Mello and collaborators using the Newtonian creep model, [46, 48]. Also, note that our results hold for the planar problem, we would like to know if the asymptotic stability of the solution holds for the three dimensional model. If this is the case, do we have to make important assumptions? Finally, as we will see, the next model and the applied techniques are based on the present work.

### 1.3.3 The spin-spin model and its double synchronous resonance

## Model

We will call spin-spin model to a planar version of the Full Two-Body Problem. This is a natural extension of the well known spin-orbit problem for two extended bodies. As far as we know, it was first considered in [60] and we think it is of great value for future research.

The Full Two-Body Problem (F2BP) deals with the dynamics of two extended bodies interacting gravitationally. It has been extensively investigated, especially in the last two decades, due to an increasing interest on binary systems. Due to its complexity, most of the studies are numerical explorations of particular cases, [45]. There are some works with a more analytical approach dealing with relative equilibria and stability, [113] and [76]. The spin-spin model is motivated mainly by [12], [114], [36] and [7]. In one hand, $[12]$ is focused on the evolution of the orbit and the spin axes of the bodies in the secular F2BP (averaging over fast angles). This paper points out that the mutual influence in the spin dynamics is contained in the terms of order $1 / r^{5}$ of the expansion of the potential energy of the system, where $r$ is the distance between the bodies. On the other hand, [114] studies the relative equilibria and stability in the planar case, i.e., the spin axes of the bodies are perpendicular to the orbital plane, that is also a common equatorial plane. [36] studies the observability of non-planar stable oscillations around the double synchronous equilibrium in binary asteroids. In [114] and [36], only terms up to $1 / r^{3}$ of the potential energy are considered, so the resulting system is equivalent to two uncoupled spin-orbit problems. The planar spin-spin coupling was first studied in [7], making an analogous study as the classical paper [51] on the spin-orbit coupling. Particularly, [7] studies the spin of the body 1 , identified with two point masses slightly separated from each other (dumbbell model), that moves in a circular orbit around the body 2 , an ellipsoid with uniform rotation. They focus on the case when the orbital motion is slow and the angular velocity of the body 1 becomes commensurable with the angular velocity of the body 2 (spin-spin resonance).

The spin-spin model deals with the complete coupled dynamics of the F2BP in the planar and ellipsoidal case. As usual in the spin-orbit problem, we also assume that the orbital motion is Keplerian. This reduces the high dimensional phase space of the F2BP to a problem of two degrees of freedom (spins) plus time-dependence (orbit). For a small non-zero orbital eccentricity, it has the structure of a nearly integrable system of coupled pendula that


Figure 1.10: The planar spin-spin problem.
is periodically forced. This setting is suited to study the phenomena related to spin-orbit and spin-spin resonances. Furthermore, the intrinsic dissipative nature of the capture into resonances supports the relevance of this model. The reason is that the most used family of dissipative torques, the MacDonald torques in (1.14), is of order $1 / r^{6}$, whereas the spin-spin coupling appears at order $1 / r^{5}$. In addition to the questions related to the spin-orbit problem, this model of coupled oscillators opens new questions that were not possible to consider before. In [60] there is a first study of this kind. It deals with the stability of relative equilibria and the chaotic behavior associated to the spin-spin-orbit resonances (simultaneous spin-orbit and spin-spin resonances) of the problem due to the Chirikov diffusion.

Consider two homogeneous ellipsoids $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ with respective masses $M_{j}, j=1,2$, principal moments of inertia $\mathcal{A}_{j}<\mathcal{B}_{j}<\mathcal{C}_{j}$ and corresponding principal semi-axes $a_{j}>b_{j}>c_{j}$. Assume that the orbital motion of the ellipsoids is the same as for two point masses, say, the centers of the ellipsoids describe coplanar Keplerian orbits of eccentricity $e \in[0,1)$ with a common focus at the center of mass of the system. Moreover, assume that the spin axis of each body is the principal axis associated to $\mathrm{c}_{j}$ and is perpendicular to the orbital plane.

Now proceed as for the spin-orbit problem. We identify the orbital plane with the complex plane $\mathbb{C}$. Consider the center of mass of the system fixed at the origin and let the center of each ellipsoid be $\mathbf{r}_{j}$, then, $M_{1} \mathbf{r}_{1}+M_{2} \mathbf{r}_{2}=0$. If we define the relative position vector $\mathbf{r}=\mathbf{r}_{2}-\mathbf{r}_{1}$ and choose the units of mass such that $M_{1}+M_{2}=1$, then, $\mathbf{r}_{1}=-M_{2} \mathbf{r}$ and $\mathbf{r}_{2}=M_{1} \mathbf{r}$. The orbital motion is defined by $\mathbf{r}$, which can be written as $\mathbf{r}=r \exp (i f) \in \mathbb{C}$,
where $r>0$ and $f$ vary periodically with time. Here the vector $\mathbf{r}$ describes an ellipse of eccentricity $e \in[0,1)$ and semi-major axis $a$ with focus at the origin. Then, the functions $f(t)$ and $r(t)$ are known by the Kepler problem given by eqs. (1.10) to (1.12).

Let us take convenient units of time so that the period is $2 \pi$. Here we do not take $a=1$ as for the spin-orbit problem because we will see that the size of the orbit is now an important factor. Recall Kepler's third law for the Two-Body Problem

$$
\begin{equation*}
G\left(M_{1}+M_{2}\right)\left(\frac{T}{2 \pi}\right)^{2}=a^{3}, \tag{1.18}
\end{equation*}
$$

where $G$ is the Gravitational constant and $T$ is the orbital period. In consequence, $G=a^{3}$ in our units. For our model to be completely non-dimensional and adequate to the scale of the system, we take convenient units of length such that $\mathcal{C}_{1}+\mathcal{C}_{2}=1$. In these units the semimajor axes $\mathrm{a}_{j}$ of the ellipsoids are of order 1 , whereas $a$ should be much larger.

If $t, M$ and $l$ stand for time, mass and length respectively, the relation between our system of units and any other one is the following

$$
t_{\text {ours }}=\frac{2 \pi}{T} t, \quad M_{\text {ours }}=\frac{M}{M_{1}+M_{2}}, \quad l_{\text {ours }}=l \sqrt{\frac{M_{1}+M_{2}}{\mathcal{C}_{1}+\mathcal{C}_{2}}} .
$$

It is worth mentioning that, if $I$ is any magnitude with units of moment of inertia, then the conversion is given simply by

$$
I_{\text {ours }}=\frac{I}{\mathcal{C}_{1}+\mathcal{C}_{2}} .
$$

The value of the gravitational constant $G$ in any system of units must respect Kepler's third law (1.18).

Let $\theta_{j}$ be the polar angle of the principal direction associated to $\mathrm{a}_{j}$ with respect to the orbit's major axis. See Figure 1.10. The spin dynamics of the ellipsoids is modelled by the following coupled system of ordinary differential equations

$$
\begin{equation*}
\mathcal{C}_{j} \ddot{\theta}_{j}=\mathcal{T}_{j}^{\mathrm{C}}\left(t, \theta_{1}, \theta_{2}\right)+\mathcal{T}_{j}^{\mathrm{D}}\left(t, \dot{\theta}_{j}\right), \quad j=1,2, \tag{1.19}
\end{equation*}
$$

where $\mathcal{T}_{j}^{\mathrm{C}}$ and $\mathcal{T}_{j}^{\mathrm{D}}$ are respectively the conservative and dissipative torques acting on $\mathcal{E}_{j}$.

The conservative torque is derived from a potential energy, see Section 4.1,
and it takes the form

$$
\begin{align*}
& \mathcal{T}_{j}^{\mathrm{C}}\left(t, \theta_{1}, \theta_{2}\right)=-\left(\frac{a}{r(t)}\right)^{3} \frac{\Lambda_{j}}{2} \sin \left(2 \theta_{j}-2 f(t)\right) \\
& -\left(\frac{a}{r(t)}\right)^{5} \sum_{\left(m_{1}, m_{2}\right) \in \Xi} \frac{m_{j} \Lambda_{m_{2}}^{m_{1}}}{2} \sin \left(2 m_{1}\left(\theta_{1}-f(t)\right)+2 m_{2}\left(\theta_{2}-f(t)\right)\right) \tag{1.20}
\end{align*}
$$

where

$$
\Xi=\left\{\left(m_{1}, m_{2}\right) \in \mathbb{Z}^{2}:\left|m_{1}\right|+\left|m_{2}\right| \leq 2\right\} .
$$

The parameters $\Lambda_{j}$ and $\Lambda_{m_{2}}^{m_{1}}$ are positive small quantities depending on the physical parameters of the bodies and on $a$. These parameters satisfy $\Lambda_{m_{2}}^{m_{1}}=$ $\Lambda_{-m_{2}}^{-m_{1}}<\Lambda_{j}<3 \mathcal{C}_{j}$. Note that if all the constants $\Lambda_{m_{2}}^{m_{1}}$ in (1.20) vanish, the system (1.19) is formed by two uncoupled spin-orbit problems in $\theta_{1}$ and $\theta_{2}$. The coupling of the system is contained in the terms $\left(m_{1}, m_{2}\right)$ of type $( \pm 1, \pm 1)$ and $( \pm 1, \mp 1)$, whereas the rest of them are high order spin-orbit terms.

On the other hand, for the dissipative torques we take the form (1.14), that in our case is given by
$\mathcal{T}_{j}^{D}\left(t, \dot{\theta}_{j}\right)=-C_{M, j}\left(\frac{a}{r(t)}\right)^{6} \sin \left(2 \Delta t_{j}\left(\dot{\theta}_{j}-\dot{f}(t)\right)\right) \approx-\delta_{j} \mathcal{C}_{j}\left(\frac{a}{r(t)}\right)^{6}\left(\dot{\theta}_{j}-\dot{f}(t)\right)$,
where $1 \gg \delta_{j} \mathcal{C}_{j}=2 C_{M, j} \Delta t_{j} \geq 0$, and $C_{M, j}$ are constants depending on the parameters of the bodies. Note that between the definitions of $\mathcal{T}_{j}^{D}$ and $\mathcal{T}_{d}$ there is a factor $\mathcal{C}$ different. It is worth mentioning that there is no physical reason for both lags $\Delta t_{j}$ (or both $\delta_{j}$ ) to match.

Note that if $\mathcal{T}_{j}^{\mathrm{D}}=0$, the system (1.19) has a Hamiltonian structure. The corresponding Hamiltonian has two degrees of freedom and time dependence and it is given by

$$
\begin{equation*}
H\left(\theta_{1}, \theta_{2}, p_{\theta_{1}}, p_{\theta_{2}}, t\right)=\frac{p_{\theta_{1}}^{2}}{2 \mathcal{C}_{1}}+\frac{p_{\theta_{2}}^{2}}{2 \mathcal{C}_{2}}+\mathcal{V}\left(t, \theta_{1}, \theta_{2}\right) \tag{1.21}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{V}\left(t, \theta_{1}, \theta_{2}\right) & =-\frac{1}{4}\left(\frac{a}{r(t)}\right)^{3} \sum_{j=1}^{2} \Lambda_{j} \cos \left(2 \theta_{j}-2 f(t)\right) \\
- & \frac{1}{4}\left(\frac{a}{r(t)}\right)^{5} \sum_{\left(m_{1}, m_{2}\right) \in \Xi} \Lambda_{m_{2}}^{m_{1}} \cos \left(2 m_{1}\left(\theta_{1}-f(t)\right)+2 m_{2}\left(\theta_{2}-f(t)\right)\right) .
\end{aligned}
$$

Due to the explicit time dependence of the Hamiltonian, the energy of the system is not constant even though $\mathcal{T}_{j}^{\mathrm{D}} \equiv 0$. However, if $\mathcal{T}_{j}^{\mathrm{D}} \equiv 0$, the system (1.19) will be called conservative, because no dissipative forces are involved in the physical derivation of the model. On the other hand, if $\mathcal{T}_{j}^{\mathrm{D}}$ is not identically zero for all time, then we will call it dissipative. In the following, particularly in Chapter 4, we will use the terms conservative and dissipative in italic font to remark this point. In Section 4.1 we will see also a purely conservative version of the model involving $\left(r, f, \theta_{1}, \theta_{2}\right)$ as unknown functions of time, eqs. (4.14) and (4.15).

There are solutions of (1.19) that are especially relevant. Since the spinorbit problem is a particular case of (1.19), a solution satisfying $\theta_{1}\left(t+2 \pi n_{o}\right)=$ $\theta_{1}(t)+2 \pi n_{s}$, with $n_{s}, n_{o} \in \mathbb{Z}$, is called $n_{s}: n_{o}$ spin-orbit resonance of the ellipsoid $\mathcal{E}_{1}$. The same holds for $\mathcal{E}_{2}$. Spin-spin resonances arise when the spin rates of the two ellipsoids become commensurable. In [7] these resonances were studied independently from the orbital rate. There are some solutions in which the ellipsoids are simultaneously in a spin-orbit and a spin-spin resonance (studied in [60]). The simplest of these resonances is the double synchronous resonance of equation (1.19), that is, solutions satisfying $\theta_{j}(t+$ $2 \pi)=\theta_{j}(t)+2 \pi$, for both $j=1,2$. In other words, the spin of both ellipsoids synchronize with the orbital motion at the same time.

In this thesis we will deal with the capture into the double synchronous resonance of equation (1.19). In the same way as for the spin-orbit problem in the previous section, let us take the change of variable $\Theta_{j}=2\left(\theta_{j}-f\right)$, such that the system (1.19) turns into

$$
\begin{align*}
\mathcal{C}_{j} \ddot{\Theta}_{j}+ & \delta_{j} \mathcal{C}_{j}\left(\frac{a}{r(t)}\right)^{6} \dot{\Theta}_{j}+\left(\frac{a}{r(t)}\right)^{3} \Lambda_{j} \sin \Theta_{j} \\
& +\left(\frac{a}{r(t)}\right)^{5} \sum_{\left(m_{1}, m_{2}\right) \in \Xi} m_{j} \Lambda_{m_{2}}^{m_{1}} \sin \left(m_{1} \Theta_{1}+m_{2} \Theta_{2}\right)=-2 \mathcal{C}_{j} \ddot{f}(t) . \tag{1.22}
\end{align*}
$$

The system (1.22) models a couple of damped and forced pendula of variable length. Since $f(t+2 \pi)=f(t)+2 \pi$, then, double synchronous resonances correspond to solutions of (1.22) satisfying $\Theta_{j}(t+2 \pi)=\Theta_{j}(t)$ for both $j=1,2$.

Similarly to the spin-orbit problem, we will consider also the conservative version of (1.22), say,

$$
\begin{align*}
\mathcal{C}_{j} \ddot{\Theta}_{j}+ & \left(\frac{a}{r(t)}\right)^{3} \Lambda_{j} \sin \Theta_{j} \\
& +\left(\frac{a}{r(t)}\right)^{5} \sum_{\left(m_{1}, m_{2}\right) \in \Xi} m_{j} \Lambda_{m_{2}}^{m_{1}} \sin \left(m_{1} \Theta_{1}+m_{2} \Theta_{2}\right)=-2 \mathcal{C}_{j} \ddot{f}(t) . \tag{1.23}
\end{align*}
$$

In Section 4.1 we will make the derivation of the conservative model from the Lagrangian of the physical system and obtain the expression of $\Lambda_{j}$ and $\Lambda_{m_{2}}^{m_{1}}$ in terms of physical parameters.

## Objectives

We have two objectives in Chapter 4. On one hand, we want to make a thorough derivation of the model presented in Section 1.3.3. On the other hand, we want to characterize the capture into the double synchronous resonance of (1.19) in a similar way as we do for the spin-orbit problem in the second part of the thesis (Chapter 3). That is, by using the full non-autonomous equation (1.22) and avoiding a requirement of small eccentricity. Again, the double synchronous resonance is the most important full resonance of the problem and we know several examples in the solar system. We summarize our specific goals as follows.

1. First, we want to derive the Euler-Lagrange equations of motion of the conservative system. This will involve the computation of the potential energy of the F2BP up to order $1 / r^{5}$. Although this was done in other works $[12,76,13]$, we want to do it independently in order to find the expansion of the potential of the planar problem at any order.
2. We would like to find a parametric description of the problem such that we can study different systems and make an effective comparison between them. Accordingly, we want to find the number of independent parameters of the problem. Can we associate a physical meaning to them? Are realistic all the values of the parameters? These questions will be related to the assumption that the orbits to be Keplerian. We want to clarify this point.
3. We will study the conservative problem. We want to explore the solutions with odd symmetry, because, at least for the uncoupled problem, it is equivalent to two spin-orbit problems. Can we find a region of uniqueness and linear stability for that solution? What techniques are
necessary now that we have one more degree of freedom? Are the estimated regions (much) smaller compared to those of the spin-orbit problem? About the corresponding regions found with numerical methods: How do they change when we increase the coupling?
4. After the region of linear stability is found, we want to make a continuation of the odd solution to the dissipative setting. We would like to be able to prove that this continuation is asymptotically stable. In this process, do we have to include additional requirements with respect to the spin-orbit problem? Can we do a quantitative continuation?
5. Then, we want to apply our results. In one hand, we can use real binaries in the solar system and see if our results are compatible. On the other hand, we can study some families of representative systems. For example, the case of identical bodies or the case in which one body is twice larger than the other one. Here the following question arises: can we reduce the number of parameters of the problem to facilitate the comparison between systems?

## Results

The results of the third part of the thesis are given in Chapter 4.
In Section 4.1, we derive the equations of motion of the full planar system

$$
\begin{gathered}
\mathcal{C}_{1} \ddot{\theta}_{1}=-\partial_{\theta_{1}} V, \quad \mathcal{C}_{2} \ddot{\theta}_{2}=-\partial_{\theta_{2}} V, \\
\mu \ddot{r}=\mu r \dot{f}^{2}-\partial_{r} V, \quad \ddot{f}=-\frac{1}{\mu r^{2}} \partial_{f} V-2 \frac{\dot{r} \dot{f}}{r} .
\end{gathered}
$$

They depend on the potential energy. Its full expansion is found to be

$$
\begin{aligned}
& V=-\frac{G M_{1} M_{2}}{r} \sum_{\substack{\left(\begin{array}{l}
\left.1, m_{1}\right) \in \Upsilon \\
\left(l_{2}, m_{2}\right) \in \Upsilon
\end{array}\right.}} \Gamma_{l_{2}, m_{2}}^{l_{1}, m_{1}}\left(\frac{R_{1}}{r}\right)^{2 l_{1}}\left(\frac{R_{2}}{r}\right)^{2 l_{2}} \times \\
& \times \mathcal{Z}_{2 l_{1}, 2 m_{1}}^{1)} \mathcal{Z}_{2 l_{2}, 2 m_{2}}^{2)} \cos \left(2 m_{1}\left(\theta_{1}-f\right)+2 m_{2}\left(\theta_{2}-f\right)\right),
\end{aligned}
$$

where $\Upsilon=\left\{(l, m) \in \mathbb{Z}^{2}: 0 \leq|m| \leq l\right\}$, the constants $\Gamma_{l_{2}, m_{2}}^{l_{1}, m_{1}}$ are defined in (4.13), $R_{j}$ is the mean radius of $\mathcal{E}_{j}$, and $\mathcal{Z}_{2 l_{j}, 2 m_{j}}^{j)}$ are the Stokes coefficients of $\mathcal{E}_{j}$ computed with respect to its fixed body frame, they are defined in (4.9). The first terms of the expansion are

$$
\begin{gathered}
V_{0}=-\frac{G M_{1} M_{2}}{r} \\
V_{2}=-\frac{G M_{2}}{4 r^{3}}\left(q_{1}+3 d_{1} \cos \left(2\left(\theta_{1}-f\right)\right)\right)-\frac{G M_{1}}{4 r^{3}}\left(q_{2}+3 d_{2} \cos \left(2\left(\theta_{2}-f\right)\right)\right), \\
V_{4}=-\frac{3 G}{4^{3} r^{5}}\left\{12 q_{1} q_{2}+\frac{15}{7}\left[\frac{M_{2}}{M_{1}} d_{1}^{2}+2 \frac{M_{2}}{M_{1}} q_{1}^{2}+\frac{M_{1}}{M_{2}} d_{2}^{2}+2 \frac{M_{1}}{M_{2}} q_{2}^{2}\right]\right. \\
+d_{1} M_{2}\left\{\left[20 \frac{q_{2}}{M_{2}}+\frac{100}{7} \frac{q_{1}}{M_{1}}\right] \cos \left(2\left(\theta_{1}-f\right)\right)+25 \frac{d_{1}}{M_{1}} \cos \left(4\left(\theta_{1}-f\right)\right)\right\} \\
+ \\
+d_{2} M_{1}\left\{\left[20 \frac{q_{1}}{M_{1}}+\frac{100}{7} \frac{q_{2}}{M_{2}}\right] \cos \left(2\left(\theta_{2}-f\right)\right)+25 \frac{d_{2}}{M_{2}} \cos \left(4\left(\theta_{2}-f\right)\right)\right\} \\
\left.+6 d_{1} d_{2} \cos \left(2\left(\theta_{1}-\theta_{2}\right)\right)+70 d_{1} d_{2} \cos \left(2\left(\theta_{1}+\theta_{2}\right)-4 f\right)\right\},
\end{gathered}
$$

where $d_{j}=\mathcal{B}_{j}-\mathcal{A}_{j}, q_{j}=2 \mathcal{C}_{j}-\mathcal{B}_{j}-\mathcal{A}_{j}$. $V_{0}$ contains the dynamics of two point masses, $V_{2}$ the uncoupled spin-orbit dynamics and $V_{4}$ the spin-spin coupled dynamics between $\theta_{1}$ and $\theta_{2}$. The coupling terms appear in the last line of $V_{4}$. The assumption of Keplerian orbital motion leads us to the equations of motion for $j=1,2$,

$$
\begin{aligned}
& 0= \ddot{\theta}_{j}+\frac{\lambda_{j}}{2}\left\{\left(\frac{a}{r(t)}\right)^{3} \sin \left(2 \theta_{j}-2 f(t)\right)+\right. \\
&+\left(\frac{a}{r(t)}\right)^{5}\left[\frac{5}{4}\left(\hat{q}_{3-j}+\frac{5}{7} \hat{q}_{j}\right) \sin \left(2 \theta_{j}-2 f(t)\right)+\frac{25 \hat{d}_{j}}{8} \sin \left(4 \theta_{j}-4 f(t)\right)+\right. \\
&\left.\left.+\frac{3 \hat{d}_{3-j}}{8} \sin \left(2 \theta_{j}-2 \theta_{3-j}\right)+\frac{35 \hat{d}_{3-j}}{8} \sin \left(2 \theta_{3-j}+2 \theta_{j}-4 f(t)\right)\right]\right\}
\end{aligned}
$$

where the parameters of the problem are defined as

$$
\lambda_{j}=3 \frac{d_{j}}{\mathcal{C}_{j}} \frac{\mu}{M_{j}}, \quad \hat{d}_{j}=\frac{d_{j}}{M_{j} a^{2}}, \quad \hat{q}_{j}=\frac{q_{j}}{M_{j} a^{2}} .
$$

The parameters have the following physical meaning: $\lambda_{j}$ measures equatorial oblateness of $\mathcal{E}_{j}, \hat{d}_{j}$ measures the equatorial oblateness of $\mathcal{E}_{j}$ with respect to the size of the orbit and $\hat{q}_{j}$ measures the flattening of $\mathcal{E}_{j}$ with respect to the size of the orbit. Not all the parameters are free, there are only six independent ones $\left(e ; \mathcal{C}_{1}, \lambda_{1}, \lambda_{2}, \hat{d}_{1}, \hat{q}_{1}\right)$. Moreover, we see that spin of the ellipsoid $\mathcal{E}_{2}$ is affected by the spin-spin coupling with a strength essentially given by $\hat{d}_{1}$, and vice versa. The equations can be written in terms of the conservative torque in the compact form (1.20). The parameters of both forms are related by the expressions in eqs. (4.23) to (4.26).

In Section 4.2 we prove our theoretical results on the double synchronous resonance of the conservative problem (1.23). The next theorems define (in the space of parameters) regions of uniqueness and linear stability of the
odd $2 \pi$-periodic solution that is the continuation of the equilibrium of the equation for $e=0$.

Theorem (Theorem 4.1). Assume that $e \in[0,1)$ and the parameters of the problem satisfy

$$
1>\frac{1}{(1-e)^{3}} \max \left\{\frac{\Lambda_{1}}{\mathcal{C}_{1}}\left(1+\alpha_{1}\right), \frac{\Lambda_{2}}{\mathcal{C}_{2}}\left(1+\alpha_{2}\right)\right\}
$$

where

$$
\alpha_{j} \frac{\Lambda_{j}}{\mathcal{C}_{j}}=\frac{1}{(1-e)^{2}} \sum_{\left(m_{1}, m_{2}\right) \in \Xi}\left(\frac{m_{j}^{2}}{\mathcal{C}_{j}}+\frac{\left|m_{1} m_{2}\right|}{\sqrt{\mathcal{C}_{1} \mathcal{C}_{2}}}\right) \Lambda_{m_{2}}^{m_{1}}
$$

Then, there exists a unique odd $2 \pi$-periodic solution for (1.23), denoted by $\left(\Theta_{1}^{*}(t), \Theta_{2}^{*}(t)\right)$.

Theorem (Theorem 4.2). Assume that the parameters of the model satisfy the following conditions.

$$
\begin{aligned}
& \frac{1}{\pi^{2}}> \frac{1}{(1-e)^{3}}\left(\frac{\Lambda_{1}}{\mathcal{C}_{1}}+\frac{\Lambda_{2}}{\mathcal{C}_{2}}\right)+\frac{1}{(1-e)^{5}} \sum_{\left(m_{1}, m_{2}\right) \in \Xi}\left(\frac{m_{1}^{2}}{\mathcal{C}_{1}}+\frac{m_{2}^{2}}{\mathcal{C}_{2}}\right) \Lambda_{m_{2}}^{m_{1}}, \\
& \frac{1}{4 \pi}>M:= \frac{1}{(1-e)^{3}} \max \left\{\frac{\Lambda_{1}}{\mathcal{C}_{1}}, \frac{\Lambda_{2}}{\mathcal{C}_{2}}\right\}+ \\
& \quad+\frac{1}{(1-e)^{5}} \sum_{\left(m_{1}, m_{2}\right) \in \Xi} \max \left\{\frac{\left|m_{1}\right|}{\mathcal{C}_{1}}, \frac{\left|m_{2}\right|}{\mathcal{C}_{2}}\right\} \Lambda_{m_{2}}^{m_{1}}+\frac{4 e \sqrt{1-e^{2}}}{(1-e)^{4}}, \\
& \cos \left(2 \pi^{2} M\right) \min \left\{\frac{\Lambda_{1}}{\mathcal{C}_{1}}, \frac{\Lambda_{2}}{\mathcal{C}_{2}}\right\}>\max \left\{\alpha_{1} \frac{\Lambda_{1}}{\mathcal{C}_{1}}, \alpha_{2} \frac{\Lambda_{2}}{\mathcal{C}_{2}}\right\},
\end{aligned}
$$

Then the solution $\left(\Theta_{1}^{*}(t), \Theta_{2}^{*}(t)\right)$ is strongly linearly stable.
The definition of strong linear stability in the sense of Krein is given in Definition 4.2. Strong linear stability can be used in Section 3.3 to make a continuation of the solution to the dissipative setting, as we did for the spin-orbit problem in Chapter 3. This is done in Theorem 4.3. Here we assume that the parameters of the problem satisfy the conditions of Theorem 4.2 and that $\left|\delta_{j}\right|$ are small enough. In such case, there exists a solution $\Psi^{*}\left(t, \delta_{1}, \delta_{2}\right)$ of (1.22) for $\delta_{j} \geq 0$, that is analytic in all the entries and such that $\Psi^{*}(t, 0)=\left(\Theta_{1}^{*}(t), \Theta_{2}^{*}(t)\right)$ for each $t \in \mathbb{R}$. Moreover, if $\left|\Lambda_{m_{2}}^{m_{1}}\right|$ are small enough, $\Psi^{*}\left(t, \delta_{1}, \delta_{2}\right)$ is asymptotically stable. Note that here we require that $\left|\Lambda_{m_{2}}^{m_{1}}\right|$ and $\left|\delta_{j}\right|$ are small enough, in contrast with the quantitative result in


Figure 1.11: (Figure 4.2) Stability diagrams in the $(e, \lambda)$-plane of the synchronous resonance of the spin-spin model. Top: both bodies are equal. Bottom: one body is double the size of the other. The double synchronous resonance is unique under the dashed lines (right) and linearly stable under the black lines (left) for the indicated value of $\hat{q}$. In the left we see zoomed views of the stable regions. The more yellow is the region indicates that stability is guaranteed for larger values of $\hat{q}$. The gray regions in the right are unstable for the uncoupled system (spin-orbit), i.e., with $\hat{q}=0$.


Figure 1.12: (Figure 4.4) Stability diagrams in the $(e, \lambda)$-plane in the case of equal bodies. The six plots in the left show the unstable region in gray for different values of $\hat{q}$. The image in the right shows the six diagrams superimposed. Darker tones of gray indicate more overlapping between unstable regions.

Theorem 3.2 for the spin-orbit problem. We discuss at the end of Section 3.3 the technical limitations that did not allow to make a quantitative result.

In Section 4.4 we explain how to apply our results to real cases and use the Pluto-Charon system and the binary asteroid 617 Patroclus as two representative examples. In the case of Pluto and Charon, all of our results are consistent, but the case of 617 Patroclus is only covered by our result on the uniqueness of the solution (Theorem 4.1). This study leads to a discussion of the extension of the theoretical regions obtained. In correspondence with our results (we provide only sufficient conditions for uniqueness and linear stability), we reduce the coupling of the system to a single parameter $\left(\hat{q}_{1}\right)$. This allows us to produce the diagrams in Figure 1.11 to two cases: In one hand, the case of identical bodies, that we compare with the asteroid 617 Patroclus. On the other hand, the case when $\mathcal{E}_{1}$ is twice the size of $\mathcal{E}_{2}$, that we compare with the Pluto-Charon system. We discuss the technical reasons that make the shown regions much smaller that those of the spin-orbit model (Figure 1.8).

Finally, we describe in detail the change of the regions of linear stability (computed numerically) when we increase the coupling. The plots are shown in Figure 1.12. This is done for the case of identical bodies. We conclude giving an upper estimate for $\hat{q} \approx 10^{-2}$, under which the orbits are close to be Keplerian, and we can use the model as stated.

## Methodology

We derive the equations of motion of the model in Section 4.1. We start by computing the expansion of the potential energy of the Full Two Body Problem in terms of the Stokes coefficients of the two bodies, (4.6). To achieve this we use the translation formula of the (solid) spherical harmonics in (4.3). The Stokes coefficients with respect to the inertial frame are related to the ones computed in each fixed body frame by (4.7). Here, the Wigner $D$-matrices, that in our planar case are diagonal, perform the rotation of the components. We use properties of symmetry of the ellipsoids to obtain the full expansion of the potential energy of the system in (4.12), whose first terms are given in (4.16). With this potential we can write the EulerLagrange equations of the system eqs. (4.14) and (4.15). Then we disregard the non-Keplerian terms only in the orbital part and obtain the equations of the spin-spin model (4.27). Here we define the adimensional parameters of the system with physical meaning.

In Section 4.2 we obtain results to the conservative spin-spin model, analogous to those of Section 3.1 for the spin-orbit problem: we find regions of uniqueness and linear stability of a $2 \pi$-periodic solution with odd symmetry in the space of parameters. We call this solution $\Theta^{*}$ as in Section 3.1, although here it has two components. In this case we do not intend to maximize the size of the uniqueness and stability regions because the increase of one degree of freedom adds many technical difficulties. Again $\Theta^{*}$ is the solution of a Dirichlet problem (4.31). We prove that such solution exists using Brouwer's fixed-point theorem. For the uniqueness we prove that the only solution of the linear Dirichlet problem (4.33) is the trivial one (Lemma 4.1). To do this we employ the partial ordering of symmetric matrices (Definition 4.1) and other basic properties of the spectral radius and matrix norms. Then, we deal with the variational equation at $\Theta^{*}$, that is a linear Hamiltonian system with periodic coefficients. We define strong stability (in the sense of Krein) for such systems in Definition 4.2 and use a test of strong stability to prove Theorem 4.2. To fulfil the inequalities in the test (4.40), we apply again basic properties of the spectral radius, matrix norms and also an a priori bound in Lemma 4.2.

In Section 4.3, to make the continuation of the solution to the dissipative setting (Theorem 4.3) we use Proposition 4.3 and Theorem 3.2. Proposition 4.3 reproduces some classical results on the continuation of periodic solutions, [31]. The first item of Proposition 4.3 guarantees that the continuation exists and is unique. To apply this item we use Proposition 4.2, a basic result on strong stability. Then, we need to prove that the new solution is asymptotically stable. This is proved by applying Theorem 3.2 to each of
the equations of the system in the uncoupled case $\Lambda_{m_{2}}^{m_{1}}=0$. To complete the proof, we can see the complete system as a perturbation of the uncoupled one and apply the second item of Proposition 4.3. We dedicate the end of the section to explain why we require a small coupling $\left|\Lambda_{m_{2}}^{m_{1}}\right|$ in the last part of the proof. Basically, the full coupled system requires a deeper theoretical study because we did not find a straightforward generalization to higher dimensions of the method used in Lemma 3.7 for the spin-orbit problem.

In Section 4.4, we apply the results. We make a direct application to the Pluto-Charon binary and to the binary asteroid 617 Patroclus. This leads us to a discussion about why the estimated regions for the spin-spin model are much smaller than those for the spin-orbit problem in Chapter 3. We conclude that the techniques of the latter are much finer: In Chapter 3 we develop generalized Lyapunov criteria using $L^{p}$-norms, with $p \in[1, \infty]$, see [128], and upper and lower solutions to bound the amplitude of the solution. Instead, for the spin-spin model we use the stability test given by (4.40), that is of type $L^{\infty}$, and a rougher bound for the amplitude of the solution in Lemma 4.2. Finally, we make a qualitative description of Figure 1.12, that shows the numerical plots of linear stability regions of $\Theta^{*}$ for the case of identical bodies when we change the coupling parameter $\hat{q}$. For a stable linear Hamiltonian system with periodic coefficients with two degrees of freedom, $\sum_{n=1}^{4}\left|\lambda_{n}\right|=4$, where $\lambda_{n}$ are the Floquet multipliers of the variational equation at $\Theta^{*}$ (Section 4.2.3). On the other hand, if $\sum_{n=1}^{4}\left|\lambda_{n}\right|>4$, the system is unstable. Then, we find the separatrix of stability/instability by taking the limit of the curves given implicitly by $\sum_{n=1}^{4}\left|\lambda_{n}\right|=4+\epsilon$ as $\epsilon \rightarrow 0^{+}$.

## Discussion and perspectives

In this research we deal with a simplified mathematical model for the rotational dynamics in the Full Two-Body Problem. As far as we know, it was first studied in [60], although here we put more emphasis on the mathematical formulation of the problem for future studies. This model is a straightforward continuation of the spin-orbit problem. In consequence, we hope it will be of interest for physical applications as well as for theoretical studies. We have approached the problem from a theoretical point of view, but always keeping what we think is the essence of the physical problem: the dissipative effects are fundamental to explain the universe we observe today. In this sense, the spin-spin model not only broaden the scope of the spin-orbit problem in a higher dimensional phase space, but also contributes to fill the gap between the conservative and the dissipative effects considered in the spin-orbit problem. More precisely, if the dissipative torque (of order $1 / r^{6}$ ) is important in the evolution of a satellite, then, we should consider also the spin-spin
interaction (of order $1 / r^{5}$ ). Of course this two effects are more important when the bodies are closer to each other. In fact, in the spin-spin model the strength of the terms of order $1 / r^{5}$ is given by parameters that compare the shape of the bodies with the size of the orbit, say, $\hat{d}_{j}$ and $\hat{q}_{j}$. In contrast, the spin-orbit problem only regards the equatorial oblateness of the satellite $d_{j} / \mathcal{C}_{j}$. It is reasonable to think that the different types of interactions, say, point-point, spin-orbit and spin-spin, must have their own specific relevance in different ranges of parameters. This shows that the non-Keplerian behavior of the full Lagrangian model (4.14), (4.15), should be investigated more deeply. Here the full expansion of the potential energy, given in (4.12), may also play a role. Moreover, as [36] shows, non-planar oscillations around solutions of the planar problem can be studied and are of practical interest.

In the present research, we have made a brief theoretical study that allowed us to point out the importance of the double synchronous resonance and compare it with the synchronous resonance of the spin-orbit problem. Particularly, in a similar way than in Chapter 3, we determine sufficient conditions for the existence of an asymptotically stable periodic solution (capture into resonance). Besides, note that our estimates do not intend to be optimal at all. Instead, we illustrate a way to extend to the spin-spin model the tools used for the spin-orbit model, as well as to compare them. Furthermore, in this sense we have included some numerical diagrams of linear stability in Figure 4.4 that show us how the spin-spin interaction alters the schemes of the spin-orbit model.

We have applied our study to two real systems in double synchronous resonance. In one hand, Pluto and Charon are representative of a large binary with one body much larger than the other one, see [41]. On the other hand, the binary asteroid 617 Patroclus is an archetype of a small system of similar components, see [36], [79]. Here we propose a way how to make an effective comparison between different systems. Note that the convenient choice of units and parameters helps to clarify the comparison. As we expected, the best candidates to apply the spin-spin model are binary asteroids. They are very abundant in the solar system, e.g., about $15 \%$ of the near-Earth asteroids are thought to be binaries. For a detailed discussion on the applications of the general spin-spin model and its full Lagrangian version, we refer to [7] and the bibliography therein. With our study on the double synchronous resonance we hope to contribute to the study of the spin-spin resonances made in [7]. Whereas they focus on the synchronization of both spins for slow circular orbital motion $\left(\dot{f} \ll \dot{\theta}_{j}\right)$, we consider the full synchronization including the orbit with arbitrary eccentricity. According to [36], most of the equal mass binaries are expected to be in the double synchronous state. In [99], Section 4.14, they provide a formula for a critical mass ratio of the
components for this state to be possible. We want to remark also that, apart from the application to binary asteroids and large natural satellites, the spin-spin interaction can be relevant for artificial satellites whose rotation state along an orbit is important. For instance, communication satellites in equatorial orbits or even spacecraft exploring small bodies.

Finally, we think that the theoretical interest of the model is large, even beyond the phenomena already observed in the spin-orbit problem. For example, in the spin-orbit problem we can apply the notion of KAM stability because KAM tori confine regions in the phase space. However this does not happen in the spin-spin model due to the increase in the phase space dimension (two degrees of freedom and time dependence). In fact, it is expected that Arnold diffusion takes place in this case. In general, the weak coupling and the Hamiltonian character of the system makes it suitable to apply perturbative techniques. Particular questions may be investigated, such as chaos by overlapping of resonances (see [60]), stochastic phenomena, normally hyperbolic manifolds, scattering maps, among other phenomena, see [29].

## Chapter 2

## The Kepler problem with singular drags

### 2.1 Some preliminaries

In this section we present some preliminary considerations and establish some notation for the dissipative Kepler problem (1.8). We rewrite equation (1.8) in an equivalent form as the first order system

$$
\left\{\begin{array}{l}
\dot{\mathbf{x}}=\mathbf{v}  \tag{2.1}\\
\dot{\mathbf{v}}=-\frac{k}{\|\mathbf{x}\|^{\beta}} \mathbf{v}-\frac{\mathbf{x}}{\|\mathbf{x}\|^{3}},
\end{array}\right.
$$

defined in the phase space $\Omega=\left(\mathbb{R}^{3} \backslash\{0\}\right) \times \mathbb{R}^{3}$. Given an initial condition $\left(\mathbf{x}_{0}, \mathbf{v}_{0}\right) \in \Omega$, the unique maximal solution of (2.1) such that $\mathbf{x}(0)=\mathbf{x}_{0}$ and $\mathbf{v}(0)=\mathbf{v}_{0}$ will be denoted by $(\mathbf{x}(t), \mathbf{v}(t))$ or by $\phi^{t}\left(\mathbf{x}_{0}, \mathbf{v}_{0}\right)$, where $\phi^{t}$ is the flow of the system (2.1). The corresponding interval of definition will be indicated by $(\alpha, \omega)$.

The energy $E$ and the angular momentum $\mathcal{M}$, defined respectively by

$$
E(\mathbf{x}, \mathbf{v})=\frac{1}{2}\|\mathbf{v}\|^{2}-\frac{1}{\|\mathbf{x}\|}, \quad \mathcal{M}(\mathbf{x}, \mathbf{v})=\mathbf{x} \wedge \mathbf{v}
$$

are no longer conserved quantities for (2.1), since their derivatives along any solution of (2.1) satisfy

$$
\begin{equation*}
\dot{E}(t)=-k \frac{\|\mathbf{v}(t)\|^{2}}{\|\mathbf{x}(t)\|^{\beta}}, \quad \dot{\mathcal{M}}(t)=-\frac{k}{\|\mathbf{x}(t)\|^{\beta}} \mathcal{M}(t) . \tag{2.2}
\end{equation*}
$$

It follows that the energy is strictly decreasing along the solutions of (2.1), and that the angular momentum of any solution satisfies

$$
\begin{equation*}
\mathcal{M}(t)=\mathcal{M}_{0} e^{-\int_{0}^{t} \frac{k}{\|\mathbf{x}(s)\|^{\beta}} d s}, \quad \mathcal{M}_{0}:=\mathbf{x}_{0} \wedge \mathbf{v}_{0} \tag{2.3}
\end{equation*}
$$

Then, either $\mathcal{M}(t) \equiv 0$ on $(\alpha, \omega)$, and the corresponding orbit is rectilinear, or $\mathcal{M}(t) \neq 0$ on $(\alpha, \omega)$, and the corresponding orbit is planar since $\frac{\mathcal{M}(t)}{\|\mathcal{M}(t)\|}$ is a conserved vector. In this second case, $\|\mathcal{M}(t)\|$ is strictly decreasing. ${ }^{1}$

Due to the invariance of our problem with respect to the group of isometries of $\mathbb{R}^{3}$, we can study the dynamics of (2.1) in the phase space $\Omega=$ $\{(\mathbf{x}, \mathbf{v}) \in(\mathbb{C} \backslash\{0\}) \times \mathbb{C}\}$, where we have set $\mathbf{x}=x_{1}+i x_{2}, \mathbf{v}=v_{1}+i v_{2}$. Moreover, denoting by $M=x_{1} v_{2}-x_{2} v_{1}$ the scalar angular momentum of a solution, in order to study the rotational properties of non rectilinear motions, it will be sufficient to restrict ourselves to the set $\Omega^{+}=\{(\mathbf{x}, \mathbf{v}) \in \Omega: M>0\}$. The manifold $\Omega^{0}=\{(\mathbf{x}, \mathbf{v}) \in \Omega: M=0\}$ corresponds to rectilinear motions.

We rewrite now system (2.1) using polar coordinates in $\mathbb{C} \backslash\{0\}$. Considering the change of variables $\mathbf{x}=r \exp (i \theta)$ we see that the new coordinates satisfy the system

$$
\left\{\begin{array}{l}
\dot{r}=u  \tag{2.4}\\
\dot{u}=r \varphi^{2}-k \frac{u}{r^{\beta}}-\frac{1}{r^{2}} \\
\dot{\varphi}=-\frac{k+2 u r^{\beta-1}}{r^{\beta}} \varphi
\end{array}\right.
$$

where $\varphi=\dot{\theta} \geq 0$ and $u \in \mathbb{R}$. Of course, motions in $\Omega^{+}$will correspond to $\varphi>0$, whereas the equality $\varphi=0$ singles out the rectilinear motions in $\Omega^{0}$. When dealing with rectilinear motions in Subsection 3.4, we will identify $\Omega^{0}$ with the set $\{(r, u): r>0, u \in \mathbb{R}\}$.

In what follows, we will consider just the forward dynamics of (1.8). Accordingly, all the solutions will be considered on their right maximal interval $[0, \omega)$.

Throughout the paper, the subscript $\omega$ attached to a time dependent function will denote the limit of that function as $t \rightarrow \omega^{-}$. For simplicity, we will generally omit the dependence of such limit on initial conditions $\left(\mathrm{x}_{0}, \mathbf{v}_{0}\right)$. For example, since the energy and the scalar angular momentum are decreasing along the solutions of (1.8) we will write

$$
E_{\omega}=\lim _{t \rightarrow \omega^{-}} E\left(\phi^{t}\left(\mathbf{x}_{0}, \mathbf{v}_{0}\right)\right) \in[-\infty, E(0)]
$$

[^8]and
$$
M_{\omega}=\lim _{t \rightarrow \omega^{-}} M\left(\phi^{t}\left(\mathbf{x}_{0}, \mathbf{v}_{0}\right)\right) \in[0, M(0)] .
$$

Throughout the paper we will make use of the following definition.
Definition 2.1. A solution of (1.8) defined on the right maximal interval $[0, \omega[$ is called a collision solution if

$$
\begin{equation*}
\lim _{t \rightarrow \omega} \mathbf{x}(t)=0 . \tag{2.5}
\end{equation*}
$$

We will say that the collision occurs in finite time if $\omega$ is finite, and that it occurs in infinite time if $\omega=+\infty$.

In the first result we determine the values of $E_{\omega}$ and $M_{\omega}$ for collision solutions.

Theorem 2.1. Collisions always occur with zero angular momentum and energy equals to minus infinity.

Proof. From the expression of the energy

$$
E(t)=\frac{u^{2}(t)}{2}+\frac{r^{2}(t) \dot{\theta}^{2}(t)}{2}-\frac{1}{r(t)}=\frac{u^{2}(t)}{2}+\frac{M^{2}(t)}{2 r^{2}(t)}-\frac{1}{r(t)},
$$

we see that in the case of a collision, since $r(t) \rightarrow 0^{+}$as $t \rightarrow \omega^{-}$, it must be $M_{\omega}=0$. Otherwise, we would get $E_{\omega}=+\infty$, which is not possible since $E(t)$ is a decreasing function.

To prove the second part of the statement, we start by observing that, by (2.3),

$$
M(t)=M(0) e^{-k \tau(t)}
$$

where

$$
\begin{equation*}
\tau(t)=\int_{0}^{t} \frac{d s}{r^{\beta}(s)} \tag{2.6}
\end{equation*}
$$

Since $M_{\omega}=0$, we get that, for collision solutions,

$$
\begin{equation*}
\tau_{\omega}=\int_{0}^{\omega} \frac{d s}{r^{\beta}(s)}=+\infty \tag{2.7}
\end{equation*}
$$

Now we can conclude our proof arguing by contradiction. Assume that $E_{\omega} \in$ $\mathbb{R}$. Since for a collision solution there exists a $t_{0} \in[0, \omega)$ such that

$$
E(t)>E_{\omega} \geq \frac{1}{2}-\frac{1}{r(t)}
$$

62 CHAPTER 2. THE KEPLER PROBLEM WITH SINGULAR DRAGS
for all $t \in\left[t_{0}, \omega\right)$, then, on this interval,

$$
|\mathbf{v}(t)|^{2}=2 E(t)+\frac{2}{r(t)}>1
$$

As a consequence, we get

$$
\dot{E}(t)=-k \frac{|\mathbf{v}(t)|^{2}}{r^{\beta}(t)}<-\frac{k}{r^{\beta}(t)} .
$$

Integrating this inequality from $t_{0}$ to $t$, we get $E(t)<E\left(t_{0}\right)-k \tau(t)$. But now, from (2.7) we get $E_{\omega}=-\infty$, contradicting the assumption. Then, $E_{\omega}=-\infty$ and our proof is complete.

### 2.2 Forward dynamics

### 2.2.1 A threshold for the existence of escape orbits and non existence of oscillatory ones

In this subsection we first address the problem of the existence of escape orbits for (1.8). From [81] we know that escapes do not exist for $\beta=0$, since in this case the singularity is a global attractor. However, the influence of the singularity at infinity becomes weaker and weaker as $\beta$ increases, and escapes are expected to exist when $\beta$ crosses some threshold value. The results in [39] show that escape rectilinear orbits exist for $\beta=2$, implying that such threshold is less than or equal to 2. In Theorem 2.2 below we show that the threshold is $\beta=1$. We also show, in Theorem 2, that no oscillatory solutions exist for (1.8). We first give the following auxiliary lemma. We point out that this result holds for $\omega$ finite or infinite.

Lemma 2.1. For any $\beta>0$, let $\mathbf{x}(t)$ be a solution of (1.8) defined on the right maximal interval $[0, \omega)$.
i) If $\lim \inf _{t \rightarrow \omega^{-}}|\mathbf{x}(t)|<+\infty$, then

$$
\begin{equation*}
\liminf _{t \rightarrow \omega^{-}}|\mathbf{x}(t)|=0 \tag{2.8}
\end{equation*}
$$

ii) If $\mathbf{x}(t)$ is bounded on $[0, \omega)$, then it is a collision solution.

Proof. To prove $i$ ), we argue by contradiction. Assume that there exists a positive real number $\delta_{*}$ such that

$$
\begin{equation*}
\liminf _{t \rightarrow \omega^{-}}|\mathbf{x}(t)|=2 \delta_{*} \tag{2.9}
\end{equation*}
$$

Then, there exists a sequence $\left\{t_{n}\right\} \subset\left[0, \omega\left[\right.\right.$ that satisfies $t_{n} \rightarrow \omega,\left|\mathbf{x}\left(t_{n}\right)\right| \rightarrow$ $2 \delta_{*}$, and

$$
\begin{equation*}
\left|\mathbf{x}\left(t_{n}\right)\right| \geq \delta_{*}, \quad \text { for any } n \tag{2.10}
\end{equation*}
$$

Since the energy is decreasing along solutions, from (2.10) we have

$$
\begin{equation*}
\frac{\left|\mathbf{v}\left(t_{n}\right)\right|^{2}}{2} \leq E(0)+\frac{1}{\left|\mathbf{x}\left(t_{n}\right)\right|} \leq E(0)+\frac{1}{\delta_{*}} \tag{2.11}
\end{equation*}
$$

for any $n$. It follows that there exists $\left(\mathbf{x}_{*}, \mathbf{v}_{*}\right) \in \Omega$ which is a limit point of $\left(\mathbf{x}\left(t_{n}\right), \mathbf{v}\left(t_{n}\right)\right)$. By the general theory of ODEs and the maximality of $(\mathbf{x}(t), \mathbf{v}(t))$, we conclude that $\omega=+\infty$. Then, we can apply the extension
of La Salle's principle to singular systems given in [83], Proposition 2.2, with $V=E$, and conclude that

$$
\begin{equation*}
L_{\omega}(\mathbf{x}, \mathbf{v}) \cap \Omega=\emptyset, \tag{2.12}
\end{equation*}
$$

where $L_{\omega}(\mathbf{x}, \mathbf{v})$ is the $\omega$-limit set of the solution $t \mapsto(\mathbf{x}(t), \mathbf{v}(t))$. Since $\left(\mathbf{x}_{*}, \mathbf{v}_{*}\right) \in L_{\omega}(\mathbf{x}, \mathbf{v}) \cap \Omega$ we get a contradiction, and our proof of $\left.i\right)$ is concluded.

To get $i i$ ) we start by noticing that, if $\omega=+\infty$, the conclusion follows immediately as in [83]. If $\omega<+\infty$, we show that

$$
\begin{equation*}
\limsup _{t \rightarrow \omega^{-}}|\mathbf{x}(t)|=0 \tag{2.13}
\end{equation*}
$$

arguing by contradiction. Assume that (2.13) does not hold, and let $2 \delta^{*}>0$ be the value of the upper limit. Then, there exists a sequence $\left\{t_{n}\right\} \subset[0, \omega)$ converging to $\omega$ as $n \rightarrow \infty$, such that $\left|\mathbf{x}\left(t_{n}\right)\right| \rightarrow 2 \delta^{*}$ and $\left|\mathbf{x}\left(t_{n}\right)\right| \geq \delta^{*}$. Now, the same argument already used in $i$ ) leads to the contradiction that $\omega=+\infty$. Our proof is concluded.

Theorem 2.2. If $0<\beta \leq 1$ all the orbits of (1.8) tend to the singularity, whereas if $\beta>1$ there are also escape orbits. Escapes occur in infinite time with a finite velocity, which can have an arbitrarily large modulus, and with non-negative finite energy.

Proof. We start the proof of the first claim by showing that for $0<\beta \leq 1$ all the solutions are bounded in the future.

Let $w=|\dot{\mathbf{x}}|$ and consider the following family of functions

$$
\Lambda_{\beta}(r, w):=\left\{\begin{array}{lll}
\frac{k}{1-\beta} r^{1-\beta}+w & \text { if } 0<\beta<1,  \tag{2.14}\\
k \ln r+w & \text { if } & \beta=1 .
\end{array}\right.
$$

Let $t \mapsto \mathbf{x}(t)$ be a solution of (1.8) defined on the right maximal interval $[0, \omega)$. Define $r_{0}:=r(0)$ and $w_{0}:=w(0)$. We will show that

$$
\Lambda_{\beta}(r(t), 0) \leq \Lambda_{\beta}\left(r_{0}, w_{0}\right), \quad t \in[0, \omega),
$$

which implies immediately that $r(t)$ is bounded for all $t \in[0, \omega)$. We argue by contradiction. Assume that there exists $t_{1} \in[0, \omega)$ such that $r_{1}:=r\left(t_{1}\right)$ satisfies

$$
\Lambda_{\beta}\left(r_{1}, 0\right)>\Lambda_{\beta}\left(r_{0}, w_{0}\right) \geq \Lambda_{\beta}\left(r_{0}, 0\right)
$$

Then, $r_{1}>r_{0}$, and, if we let $w_{1}:=w\left(t_{1}\right)$ we have

$$
\begin{equation*}
\Lambda_{\beta}\left(r_{1}, w_{1}\right)>\Lambda_{\beta}\left(r_{0}, w_{0}\right) \tag{2.15}
\end{equation*}
$$

Let $\Lambda_{\beta}(t):=\Lambda_{\beta}(r(t), w(t))$. If $t \in\left[0, t_{1}\right]$ is such that $\dot{r}(t)>0$, then

$$
\dot{\Lambda}_{\beta}(t)=k \frac{\dot{r}}{r^{\beta}}-k \frac{w}{r^{\beta}}-\frac{\dot{r}}{r^{2} w}<0, \quad 0<\beta \leq 1
$$

The inequality holds since $w \geq \dot{r}$. Moreover, let $t^{\prime}$ and $t^{\prime \prime}$ be two values such that $0<t^{\prime}<t^{\prime \prime} \leq t_{1}$ and $r\left(t^{\prime}\right)=r\left(t^{\prime \prime}\right)$, then, from $E\left(t^{\prime \prime}\right)<E\left(t^{\prime}\right)$, it follows that $w\left(t^{\prime \prime}\right)<w\left(t^{\prime}\right)$, and consequently, $\Lambda_{\beta}\left(t^{\prime \prime}\right) \leq \Lambda_{\beta}\left(t^{\prime}\right)$. By Lemma 6 in [33], applied with $a=0, b=t_{1}, y(t)=r(t)$ and $z(t)=-\Lambda_{\beta}(t)$, we get that

$$
-\Lambda_{\beta}\left(t_{1}\right)=-\Lambda_{\beta}\left(r_{1}, w_{1}\right) \geq-\Lambda_{\beta}(0)=-\Lambda_{\beta}\left(r_{0}, w_{0}\right),
$$

contradicting (2.15). We conclude that all solutions of (1.8) are bounded on $[0, \omega[$. The first part of the statement follows now from $i i)$ of Lemma 2.1.

In order to prove the second claim, we rewrite system (2.4) introducing the scalar angular momentum $M=r^{2} \dot{\theta}$ as a variable, getting the following system:

$$
\left\{\begin{align*}
\dot{r} & =u  \tag{2.16}\\
\dot{u} & =\frac{M^{2}}{r^{3}}-k \frac{u}{r^{\beta}}-\frac{1}{r^{2}} \\
\dot{M} & =-k \frac{M}{r^{\beta}}
\end{align*}\right.
$$

Consider the set

$$
B:=\{(r, u, M): r>1, u \in \mathbb{R}, M \geq 0\}
$$

and the following family of functions $f_{c}: B \rightarrow \mathbb{R}$ depending on the positive parameter $c$ :

$$
f_{c}(r, u, M):=c+\frac{1}{\ln r}-u .
$$

We claim that, for fixed $c>0$, there exists $r_{*}>1$ such that the set

$$
\begin{equation*}
B_{c}:=\left\{(r, u, M) \in B: r \geq r_{*}, f_{c}(r, u, M) \leq 0\right\} \tag{2.17}
\end{equation*}
$$

is positively invariant with respect to the flow of system (2.16). Denote by $\mathcal{V}(r, u, M)$ the vector field associated to (2.16) and by $\phi^{t}(r, u, M)$ the corresponding flow. A computation shows that on the surface $f_{c}(r, u, M)=0$ we have

$$
\left.\left(\mathcal{V} \cdot \nabla f_{c}\right)\right|_{f_{c}=0}=-\frac{c}{r \ln ^{2} r}-\frac{1}{r \ln ^{3} r}-\frac{M^{2}}{r^{3}}+\frac{k c}{r^{\beta}}+\frac{k}{r^{\beta} \ln r}+\frac{1}{r^{2}},
$$

where the dot denotes the Euclidean inner product. As $\beta>1$, it follows that there exists a sufficiently large $r_{*}>1$ such that, for any initial condition $(r, u, M) \in B_{c}$ satisfying $f_{c}(r, u, M)=0$, the following inequality holds

$$
\frac{d}{d t} f_{c}\left(\phi^{t}(r, u, M)\right)_{t=0}=\left(\mathcal{V} \cdot \nabla f_{c}\right)(r, u, M)<0
$$

Since for $\left(r_{*}, u, M\right) \in B_{c}$ we have that $u=\dot{r}>0$, and since the set $\{M=$ $0\} \cap B$ is positively invariant, we conclude that $B_{c}$ is positively invariant for $\phi^{t}$. Taking into account that $M(t)$ is decreasing, we have

$$
\dot{u}=\frac{M^{2}}{r^{3}}-k \frac{u}{r^{\beta}}-\frac{1}{r^{2}} \leq \frac{M^{2}(0)}{r^{3}}-\frac{k c}{r^{\beta}}-\frac{k}{r^{\beta} \ln r}-\frac{1}{r^{2}},
$$

and, by choosing if necessary a larger $r_{*}$, we may assume that $\dot{u}<0$ in $B_{c}$. Consider now a solution of (2.16) with initial condition in $B_{c}$. Then, $u(t)$ is decreasing on $[0, \omega)$ and

$$
c \leq \lim _{t \rightarrow \omega} u(t)=u_{\omega} \leq u(0)
$$

If $\omega$ were finite, from $\dot{r}=u$ we would get that $r_{*} \leq r(t) \leq r(0)+u(0) \omega$ on $[0, \omega[$. Since on this interval it holds also $0 \leq M(t) \leq M(0)$, we would have a maximal solution of (2.16) contained in a compact set of the phase space. We conclude that $\omega=+\infty$, and then

$$
r_{*}+c t \leq r(t) \rightarrow+\infty
$$

as $t \rightarrow+\infty$. The existence of escape solutions is proved.
By the identity

$$
|\mathbf{v}(t)|^{2}=u^{2}(t)+r^{2}(t) \dot{\theta}^{2}(t)=u^{2}(t)+\frac{M^{2}(t)}{r^{2}(t)}
$$

and the boundedness of $M(t)$, we see that the value of the asymptotic velocity for escapes is exactly $u_{\omega}$. For initial conditions in $B_{c}$, we get that $u_{\omega} \geq c$, where $c$ may be fixed arbitrarily large. Furthermore, the limit energy verifies $E_{\omega}=u_{\omega}^{2} / 2$. Our proof is concluded.

The arguments used in Lemma 2.1 to prove the attractiveness of the singularity can be adapted to show that collisions and escapes are the only possible types of solutions for (1.8). This is done in the next result.

We recall that a solution $t \mapsto \mathbf{x}(t)$ of (1.8), defined on the right maximal interval $[0, \omega[$, is called oscillatory if it satisfies

$$
\begin{equation*}
\limsup _{t \rightarrow \omega^{-}}|\mathbf{x}(t)|=+\infty, \liminf _{t \rightarrow \omega^{-}}|\mathbf{x}(t)|=0 \tag{2.18}
\end{equation*}
$$

Actually, in the definition of an oscillatory solution, it is usually required only that the lower limit of $|\mathbf{x}(t)|$ is finite, but Lemma 2.1 rules out any value different from zero.

Theorem 2.3. Equation (1.8) does not admit oscillatory solutions.
Proof. If $\beta \in] 0,1]$ the statement is trivially true, since all solutions are collision solutions. The case $\beta>1$ can be proved arguing by contradiction. If $\mathbf{x}(t)$ is an oscillatory solution, there exist a $d>0$ and a sequence $\left\{t_{n}\right\} \subset[0, \omega)$ converging to $\omega$ such that $\left|\mathbf{x}\left(t_{n}\right)\right|=d$ for any $n$. Then, we get a contradiction in the same way as in the proof of the item $i i$ ) in Lemma 2.1. We omit the details.
Remark 2.1. According to Lemma 2.1, a bounded solution is attracted to the singularity. Actually, a closer look at the proof shows that this behavior, as well as the statement of Theorem 2.3, hold for any (sufficiently regular) drag such that the energy along the motions is strictly decreasing. In our framework, a general example is provided by a force of the form $-D(\mathbf{x}, \dot{\mathbf{x}}) \dot{\mathbf{x}}$, where the function $D$ is strictly positive and sufficiently smooth on $\Omega$. In fact, in this case $\dot{E}(t)=-D(\mathbf{x}(t), \dot{\mathbf{x}}(t))|\dot{\mathbf{x}}(t)|^{2}<0, t \in[0, \omega)$. We conclude that, for such class of dissipations, the only attractor is the singularity.

It may be interesting to observe that a dissipative Kepler problem with a different kind of attractor is obtained in [30], where a simplified model of tidal dissipation is discussed. The general class of dissipations considered there is radial, as illustrated by the example of dissipative force $-\epsilon(\mathbf{x} \cdot \dot{\mathbf{x}}) \mathbf{x}$. For this dissipative Kepler problem, each orbit is attracted to a circular orbit depending on the initial conditions.
Remark 2.2. Note that Theorem 2.3 and Theorem 2.1 imply that $\Omega^{+}$can be partitioned in the following three sets: the set of initial conditions of collisions orbits

$$
\Omega_{C}^{+}:=\left\{(\mathbf{x}, \mathbf{v}) \in \Omega^{+}: E_{\omega}=-\infty\right\}
$$

the set of initial conditions of hyperbolic escapes, and the set of initial conditions of parabolic escapes, defined respectively by

$$
\Omega_{H}^{+}:=\left\{(\mathbf{x}, \mathbf{v}) \in \Omega^{+}: E_{\omega}>0\right\} \quad \text { and } \quad \Omega_{P}^{+}:=\left\{(\mathbf{x}, \mathbf{v}) \in \Omega^{+}: E_{\omega}=0\right\} .
$$

The last two sets are empty when $\beta \in[0,1]$.
Of course, an analogous partition holds for $\Omega$, but we will not need this fact in what follows.

### 2.2.2 Non-rectilinear motions

In this subsection we focus on some qualitative properties of the non rectilinear motions of (1.8). We show that, for any $\beta>1$, an escape solution cannot make a full turn around the singularity, i.e., the variation of the polar angle is less than $2 \pi$. As to collision solutions, we prove several facts. Firstly, for any $\beta>0$, their angular momentum tends to zero and their energy goes to $-\infty$. Secondly, if $\beta \in(0,1)$, their angular velocity is unbounded. Thirdly, collision solutions are asymptotically rectilinear for $\beta>\frac{3}{2}$. In this case we discuss the time to collision and the terminal velocity as $\beta$ increases. We are able to extend our results to the case $\beta=\frac{3}{2}$, but just for $k$ sufficiently large. This is due to the fact that $\frac{3}{2}$ is the only value of the parameter $\beta$ for which $k$ cannot be eliminated from equation (1.8) by a rescaling of the solutions.

## Variation of the polar angle of escape orbits

In order to prove our result about escapes, we rewrite (1.8) using the well known Binet transformation, which we recall here. Since for any solution in $\Omega^{+}$we have $M(t)=r^{2}(t) \dot{\theta}(t)>0$, for any $t \in[0, \omega)$, the function $t \mapsto \theta(t)$ is an increasing diffeomorphism between $J_{t}=[0, \omega)$ and the interval $J_{\theta}=\left[\theta_{0}:=\theta(0), \theta_{\omega}=\theta\left(\omega^{-}\right)\right)$. The inverse function $\theta \mapsto t(\theta)$ is then used to re-parameterize the solutions of system (2.4), in which $r$ is replaced by the new variable $\rho=\frac{1}{r}$. Then, the maximal solutions $t \mapsto(\mathbf{x}(t), \mathbf{v}(t)), t \in J_{t}$, of (2.1) in the set $\Omega^{+}$are transformed into the maximal solutions $\theta \mapsto y(\theta)=$ $(\rho(\theta), \zeta(\theta), \theta, M(\theta)), \quad \theta \in J_{\theta}$, of the differential system

$$
\begin{equation*}
y^{\prime}=g(y):=\left(\zeta, \frac{1}{M^{2}}-\rho, 1,-\frac{k}{\rho^{2-\beta}}\right), \tag{2.19}
\end{equation*}
$$

where the prime denotes derivation with respect to $\theta$ and

$$
y=(\rho, \zeta, \theta, M) \in(0,+\infty) \times \mathbb{R} \times \mathbb{R} \times(0,+\infty)
$$

The previous transformation may be defined by the time rescaling $t=t(\theta)$ and by the change of variables

$$
\begin{equation*}
(\mathbf{x}, \mathbf{v})=U(y):=\left(\frac{1}{\rho} e_{r}(\theta),-M \zeta e_{r}(\theta)+\rho M e_{\theta}(\theta)\right) \tag{2.20}
\end{equation*}
$$

where we identify $\theta$ modulo $2 \pi$ and $e_{r}(\theta)=e^{i \theta}, e_{\theta}(\theta)=i e_{r}(\theta)$.
The first two equations of system (2.19) are equivalent to the second order scalar equation of a forced linear oscillator, namely $\rho^{\prime \prime}+\rho=\frac{1}{M^{2}}$. Given an initial condition $\left(\mathbf{x}_{0}, \mathbf{v}_{0}\right) \in \Omega^{+}$, we set $y_{0}:=\left(\rho_{0}, \zeta_{0}, \theta_{0}, M_{0}\right)=U^{-1}\left(\mathbf{x}_{0}, \mathbf{v}_{0}\right)$, in which $\theta_{0}=\arg \mathbf{x}_{0}$ is defined modulo $2 \pi$. In what follows we will consider $\theta_{0} \in$
$[0,2 \pi)$. By the variation of constants formula we see that the corresponding solution satisfies the coupled system

$$
\begin{align*}
\rho(\theta) & =\rho_{0} \cos \left(\theta-\theta_{0}\right)+\zeta_{0} \sin \left(\theta-\theta_{0}\right)+\int_{\theta_{0}}^{\theta} \frac{\sin (\theta-\eta)}{M^{2}(\eta)} d \eta \\
\zeta(\theta) & =\rho^{\prime}(\theta)  \tag{2.21}\\
M(\theta) & =M_{0}-\int_{\theta_{0}}^{\theta} \frac{k}{\rho^{2-\beta}(\eta)} d \eta
\end{align*}
$$

on $\left[\theta_{0}, \theta_{\omega}\right)$. We can rewrite the first equation as

$$
\begin{equation*}
\rho(\theta)=-\kappa \sin \left(\theta-\alpha_{0}-\theta_{0}\right)+\Phi(\theta) \tag{2.22}
\end{equation*}
$$

where $\alpha_{0}=\arccos \left(-\frac{\zeta_{0}}{\kappa}\right) \in(0, \pi)$ is the angle between $\mathbf{x}_{0}$ and $\mathbf{v}_{0}$, and where we have defined

$$
\begin{equation*}
\Phi(\theta):=\int_{\theta_{0}}^{\theta} \frac{\sin (\theta-\eta)}{M^{2}(\eta)} d \eta, \quad \kappa=\sqrt{\rho_{0}^{2}+\zeta_{0}^{2}} \tag{2.23}
\end{equation*}
$$

Note that a solution of $y^{\prime}=g(y)$ defined on $\left[0, \theta_{\omega}\right)$ corresponds to an escape solution of (1.8) if and only if

$$
\rho(\theta)>0 \text { on }\left[0, \theta_{\omega}\right) \quad \text { and } \quad \lim _{\theta \rightarrow \theta_{\omega}^{-}} \rho(\theta)=0 .
$$

We are now in a position to prove our result about escapes. To simplify our notations, we assume that $\theta_{0}=0$.

Theorem 2.4. Escapes can only occur during the first turn around the origin. Moreover, the limit angle $\theta_{\omega}$ satisfies

$$
\theta_{\omega}<\alpha_{0}+\pi .
$$

If a solution does more than one turn, then it corresponds to a collision orbit.
The theorem will be an immediate consequence of the following lemma, whose proof is based on the fact that $M(\theta)$ is a strictly decreasing function.

Lemma 2.2. The function $\Phi$ defined in (2.23) satisfies the following properties:
i) $\Phi(\theta)>0$ for all $\theta \in\left(0, \theta_{\omega}\right)$.
ii) If $\theta_{\omega}>2 \pi$, then $\Phi(\theta)>\Phi(\theta-2 \pi)$ for all $\theta \in\left[2 \pi, \theta_{\omega}\right)$.

Proof. From the sign of $\sin (\theta-\eta)$ we see that

$$
I_{1}:=\int_{\theta-\pi}^{\theta} \frac{\sin (\theta-\eta)}{M^{2}(\eta)} d \eta>0, \quad I_{2}:=\int_{\theta-2 \pi}^{\theta-\pi} \frac{\sin (\theta-\eta)}{M^{2}(\eta)} d \eta<0 .
$$

By the second inequality, it follows that

$$
\left|I_{2}\right|=\int_{\theta-2 \pi}^{\theta-\pi} \frac{|\sin (\theta-\eta)|}{M^{2}(\eta)} d \eta=\int_{\theta-\pi}^{\theta} \frac{|\sin (\theta-\bar{\eta}+\pi)|}{M^{2}(\bar{\eta}-\pi)} d \bar{\eta}=\int_{\theta-\pi}^{\theta} \frac{\sin (\theta-\bar{\eta})}{M^{2}(\bar{\eta}-\pi)} d \bar{\eta} .
$$

Since $\frac{1}{M(\eta)}$ is strictly increasing, we have $I_{1}>\left|I_{2}\right|$, and then

$$
\int_{\theta-2 \pi}^{\theta} \frac{\sin (\theta-\eta)}{M^{2}(\eta)} d \eta=I_{2}+I_{1}>0, \quad \text { for any } \theta \in\left[0, \theta_{\omega}\right)
$$

This inequality implies both assertions of the lemma.
Proof. (of Theorem 2.4)
If a solution of (1.8) makes one complete turn around the origin, it follows that

$$
\rho(\theta)>0, \text { for any } \theta \in[0,2 \pi] \subset\left[0, \theta_{\omega}\right) .
$$

Property $i i$ ) of Lemma 2.2 implies

$$
\liminf _{\theta \rightarrow \theta_{\omega}} \rho(\theta) \geq \rho\left(\theta_{\omega}-2 \pi\right)>0,
$$

and $|\mathbf{x}(\theta)|=\frac{1}{\rho(\theta)}$ is bounded on $\left[0, \theta_{\omega}\right)$. From Remark 2.1, such solution is a collision solution. To end our proof, we observe that $i$ ) of Lemma 2.2 and (2.22) imply that, for an escape solution, $\theta_{\omega} \in\left(\alpha_{0}, \alpha_{0}+\pi\right)$.

A rotational property of collision orbits for $\beta \in(0,1)$
Next result shows that the rotational property of solutions obtained for the linear drag in Proposition 2.5 in [81] continue to hold when $\beta \in(0,1)$.

Theorem 2.5. Let $\beta \in(0,1)$. Given a non rectilinear solution $t \mapsto \mathbf{x}(t)=$ $r(t) \exp (i \theta(t))$, there exists a sequence $t_{n} \rightarrow \omega^{-}$such that

$$
\dot{\theta}\left(t_{n}\right) \rightarrow+\infty .
$$

Proof. We start by regularizing system (2.1) using the time rescaling $d \mu=\frac{d t}{r^{2}}$. We obtain the $C^{1}$ system

$$
\left\{\begin{array}{l}
\frac{d r}{d \mu}=r^{2} u  \tag{2.24}\\
\frac{d u}{d \mu}=-k u r^{2-\beta}+r^{3} \varphi^{2}-1 \\
\frac{d \varphi}{d \mu}=-\left(k r^{2-\beta}+2 u r\right) \varphi
\end{array}\right.
$$

on the set $r \geq 0, u \in \mathbb{R}, \varphi>0$.
Then, multiplying the first equation by $k r^{-\beta}$, adding it to the second equation and integrating the result, we obtain that any solution

$$
\mu \mapsto(r(\mu), u(\mu), \varphi(\mu))
$$

satisfies the following equality:

$$
\begin{equation*}
u(\mu)+k \frac{r^{1-\beta}(\mu)}{1-\beta}=\int_{0}^{\mu} r^{3}(\sigma) \varphi^{2}(\sigma) d \sigma+C_{0}-\mu \tag{2.25}
\end{equation*}
$$

where $C_{0}:=u(0)+k \frac{r^{1-\beta}(0)}{1-\beta}$, on its right maximal interval $I_{\mu}=\left[0, \mu_{\omega}\right)$.
Now we argue by contradiction. Assume that $\varphi(\mu)$ is bounded on $I_{\mu}$. Then, it must be $\mu_{\omega}=+\infty$. Otherwise, if we assume that $\mu_{\omega}<+\infty$, we are led to a contradiction as follows. From (2.25) we infer that $u(\mu)$ is bounded on $I_{\mu}$. As a consequence, from the third equation of the system we see that $\varphi(\mu)$ is bounded away from zero on $I_{\mu}$. But then the solution $\mu \mapsto(r(\mu), u(\mu), \varphi(\mu))$ is contained in a compact set of the phase space for all $\mu \in I_{\mu}$, contradicting its maximality. We conclude that $\mu_{\omega}=+\infty$. Now the argument proceeds as in [81]. Since $r(\mu) \rightarrow 0$ as $\mu \rightarrow+\infty$, there exists a sequence $\mu_{n} \rightarrow+\infty$ such that $u\left(\mu_{n}\right) \rightarrow 0$. By the boundedness of $\varphi$ on $I_{\mu}$, there exists $\bar{\mu}$ such that $r^{3}(\sigma) \varphi^{2}(\sigma)<\frac{1}{2}$ for any $\sigma \geq \bar{\mu}$. Then, from (2.25) we get that for any $\mu_{n}>\bar{\mu}$ it holds the inequality

$$
u\left(\mu_{n}\right)+k \frac{r^{1-\beta}\left(\mu_{n}\right)}{1-\beta} \leq \int_{0}^{\bar{\mu}} r^{3}(\sigma) \varphi^{2}(\sigma) d \sigma+\frac{\mu_{n}-\bar{\mu}}{2}+C_{0}-\mu_{n}
$$

Taking the limit for $n \rightarrow+\infty$, we get the contradiction $0 \leq-\infty$. We conclude that $\varphi(\mu)$ is unbounded on $[0,+\infty)$, and the same property holds for $\dot{\theta}(t)$ on $[0, \omega)$.

## Asymptotic dynamics of collision solutions for $\beta \geq \frac{3}{2}$

To get our next results we start with a suitable rescaling of time in system (2.4), given by $d \tau=\frac{d t}{|\mathbf{x}|^{\beta}}$. We obtain the following equivalent system in the new time $\tau$

$$
\left\{\begin{array}{l}
\frac{d r}{d \tau}=r^{\beta} u  \tag{2.26}\\
\frac{d u}{d \tau}=-k u+r^{\beta+1} \varphi^{2}-r^{\beta-2} \\
\frac{d \varphi}{d \tau}=-\left(k+2 u r^{\beta-1}\right) \varphi
\end{array}\right.
$$

The associated vector field is non singular for $\beta \geq 2$. In this case, it can be extended continuously to the collision manifold $r=0$, on which it possesses a unique equilibrium $r=0, u=0, \varphi=0$. For $\beta \geq 3$ the vector field is $C^{1}$ on the set $r \geq 0, u \in \mathbb{R}, \varphi \geq 0$.

By (2.7), collision solutions in $\Omega^{+}$are defined on the right maximal interval $\left[0, \tau_{\omega}=+\infty\right)$, and on such interval, $\varphi(\tau)=\dot{\theta}(t(\tau))>0$. Since $\tau \mapsto t(\tau)$ is an increasing diffeomorphism, the polar angle $\theta(t(\tau))$ is an increasing function of $\tau$ and, moreover, by (2.6) we get

$$
\begin{equation*}
\frac{d \theta}{d \tau}=\dot{\theta} \frac{d t}{d \tau}=\dot{\theta}(t(\tau)) r^{\beta}(t(\tau))>0 . \tag{2.27}
\end{equation*}
$$

Theorem 2.6. The following properties hold for collision orbits:
i) If $\beta>\frac{3}{2}$, or if $\beta=\frac{3}{2}$ and $k>2 \sqrt{2}$, there exists a limit polar angle at collision, achieved with zero angular velocity.
ii) If $\frac{3}{2}<\beta<3$, or if $\beta=\frac{3}{2}$ and $k>2 \sqrt{2}$, collisions occur in finite time, whereas if $\beta \geq 3$ they occur in infinite time.
iii) If $\frac{3}{2}<\beta<2$, or if $\beta=\frac{3}{2}$ and $k>2 \sqrt{2}$, the limit velocity at collision is infinite, if $\beta=2$, the limit velocity is finite and with modulus $\frac{1}{k}$, and if $\beta>2$ the limit velocity is zero.

## Proof.

i) Since $E_{\omega}=-\infty$ and $r$ is bounded for collision orbits, we can take initial conditions such that $E(0)<0$ and $0<r(t)<1$ on $[0, \omega)$. Then,

$$
\frac{u^{2}(t)}{2}-\frac{1}{r(t)}<E(t)=\frac{|\mathbf{v}(t)|^{2}}{2}-\frac{1}{r(t)}<0,
$$

or equivalently, $u^{2} r<2$. It follows that, for any $\beta \geq \frac{3}{2}$, we have

$$
u^{2} r^{2 \beta-2}<2 r^{2 \beta-3} \leq 2,
$$

which implies

$$
\begin{equation*}
u r^{\beta-1}>-\sqrt{2} r^{\frac{2 \beta-3}{2}} \geq-\sqrt{2}, \quad \text { for any } \beta \geq \frac{3}{2} \tag{2.28}
\end{equation*}
$$

Consider now the evolution of the angular velocity given by the last equation of (2.26). By (2.28) we get the inequality

$$
\begin{equation*}
\frac{d \varphi}{d \tau}=-\left(k+2 u r^{\beta-1}\right) \varphi<-(k-2 \sqrt{2}) \varphi \tag{2.29}
\end{equation*}
$$

and hence

$$
\begin{equation*}
0<\varphi(t(\tau))<\varphi(0) e^{-(k-2 \sqrt{2}) \tau} \tag{2.30}
\end{equation*}
$$

Taking into account that $\varphi=\dot{\theta}$ and (2.27), we can integrate (2.30) obtaining

$$
\theta(t(\tau))<\theta(0)+\varphi(0) \int_{0}^{\tau} r^{\beta}(t(\bar{\tau})) e^{-(k-2 \sqrt{2}) \bar{\tau}} d \bar{\tau}
$$

For $k>2 \sqrt{2}$ the integrand function in the right hand side of the inequality is integrable on $[0,+\infty)$, since $r$ is bounded on this interval. Then, $\tau \mapsto \theta(t(\tau))$ is an increasing function, bounded from above on $[0,+\infty)$. We conclude that, if $\beta \geq \frac{3}{2}$ and $k>2 \sqrt{2}$, there exists $\lim _{\tau \rightarrow+\infty} \theta(t(\tau))=\lim _{t \rightarrow \omega^{-}} \theta(t)=\theta_{\omega}$, and is finite. Moreover, (2.30) implies that $\lim _{\tau \rightarrow+\infty} \dot{\theta}(t(\tau))=\lim _{t \rightarrow \omega^{-}} \dot{\theta}(t)=0^{+}$.
To finish the proof of $i$ ), we show that, if $\beta>\frac{3}{2}$, the restriction on the values of $k$ may be removed. In fact, one can check that, when $\beta \neq \frac{3}{2}$, fixed arbitrarily two different values of $k$, the solutions of the two corresponding equations (1.8) can be transformed ones into the others by a suitable scaling of the form $\tilde{\mathbf{x}}(t)=p \mathbf{x}(q t), p, q>0$. In particular, for $\beta>\frac{3}{2}$, let us consider $k=k_{1} \leq 2 \sqrt{2}$. Then, the scaling $\tilde{\mathbf{x}}(t)=p \mathbf{x}\left(p^{-\frac{3}{2}} t\right)$, with $p>0$ and $p^{\beta-\frac{3}{2}}>2 \sqrt{2} / k_{1}$, transforms any solution of (1.8) with $k=k_{1}$ into a solution of the same equation with $k=k_{2}=p^{\beta-\frac{3}{2}} k_{1}>2 \sqrt{2}$. Since the scaling preserves the asymptotic behavior of the solutions as well as the orientation of time, the proof of $i$ ) is concluded.
ii) To study if $\omega$ is finite or not, it will be convenient to deal directly with system (2.4). As above, without loss of generality, we may assume that $E(t)<0,0<r(t)<1$ on $[0, \omega)$. Moreover, since we are considering $\beta>\frac{3}{2}$ or $\beta=\frac{3}{2}$ and $k>2 \sqrt{2}$, by (2.30) we may assume also $0<\varphi(t)=$ $\varphi(\tau(t))<1$ on $[0, \omega)$.
From the second equation in (2.4) we see that, whenever $u \geq 0$, it holds

$$
\dot{u}=-k \frac{u}{r^{\beta}}+r\left(\varphi^{2}-\frac{1}{r^{3}}\right)<-k \frac{u}{r^{\beta}}+r\left(1-\frac{1}{r^{3}}\right)<0 .
$$

Then, there exists $\left.\left.t_{1} \in\right] 0, \omega\right)$ such that $u(t)<0$ on $\left[t_{1}, \omega\right)$. As a consequence, $r(t)$ is a decreasing function on $\left[t_{1}, \omega\right)$, and we can take $r$ as independent variable by considering the time rescaling $t=t(r), r \in$ $\left(0, r_{1}:=r\left(t_{1}\right)\right]$. It follows that $\omega$ satisfies the equality

$$
\omega-t_{1}=\int_{r_{1}}^{0} \frac{d r}{u(t(r))}
$$

Since $r^{3} \varphi^{2} \rightarrow 0$ as $t \rightarrow \omega^{-}$, we can assume that $r^{3}(t) \varphi^{2}(t)<1 / 2$ on $\left[t_{1}, \omega\right)$. Then, from (2.4) we get the inequality

$$
\begin{equation*}
r^{2} \frac{d u}{d r}=\frac{r^{3} \varphi^{2}}{u}-\frac{k}{r^{\beta-2}}-\frac{1}{u}>-\frac{k}{r^{\beta-2}}-\frac{1}{2 u} . \tag{2.31}
\end{equation*}
$$

Integrating (2.31) on any interval of the form $\left[r_{*}, r_{1}\right]$, with $0<r_{*}<r_{1}$, we obtain

$$
\begin{equation*}
r_{1}^{2} u\left(t_{1}\right)-r_{*}^{2} u\left(t\left(r_{*}\right)\right)-2 \int_{r_{*}}^{r_{1}} r u(t(r)) d r>-k \int_{r_{*}}^{r_{1}} \frac{d r}{r^{\beta-2}}-\frac{1}{2} \int_{r_{*}}^{r_{1}} \frac{d r}{u(t(r))} . \tag{2.32}
\end{equation*}
$$

By the inequality $u^{2} r<2$, it follows that, for all $\gamma>1 / 2, u r^{\gamma} \rightarrow 0$ as $r \rightarrow 0^{+}$. Then, the left hand side of (2.32) has a finite limit, say $l^{*}$, when $r_{*} \rightarrow 0^{+}$. Passing to the limit in (2.32), we arrive to the following inequality:

$$
l^{*}>-k \int_{0}^{r_{1}} \frac{d r}{r^{\beta-2}}+\frac{1}{2}\left(\omega-t_{1}\right)
$$

Now, if $\beta<3$, the integral is convergent, and then it must be $\omega<+\infty$.
In the case $\beta \geq 3$, we can proceed analogously, by integrating on the interval $\left[r_{*}, r_{1}\right]$ the inequality

$$
r^{2} \frac{d u}{d r}=\frac{r^{3} \varphi^{2}}{u}-\frac{k}{r^{\beta-2}}-\frac{1}{u}<-\frac{k}{r^{\beta-2}}-\frac{1}{u},
$$

and then taking the limit as $r_{*} \rightarrow 0^{+}$. We obtain the inequality

$$
l_{*}<-k \int_{0}^{r_{1}} \frac{d r}{r^{\beta-2}}+\left(\omega-t_{1}\right)
$$

where $l_{*}$ denotes the finite limit of the left hand side of the integrated inequality. Since when $\beta \geq 3$ the integral is divergent, it must be $\omega=+\infty$.
The proof of $i i$ ) is concluded.
iii) We know that, if $\beta>\frac{3}{2}$, or if $\beta=\frac{3}{2}$ and $k>2 \sqrt{2}$, the limit velocity at collisions depends only on the radial component $u$, because the angular component $r \varphi$ goes to zero. Additionally, in the previous item it was proved that $u$ gets eventually negative.
To prove our claims we will use the second equation of system (2.26). Note that $r^{\beta+1} \varphi^{2} \rightarrow 0$ as $r \rightarrow 0^{+}$for any $\beta>0$, but the behavior of the term $r^{\beta-2}$ will depend on the sign of $\beta-2$.
If $\beta<2$, we have that $r^{\beta-2} \rightarrow+\infty$ as $r \rightarrow 0^{+}$. Then, for any $a>0$, we can take initial conditions such that, for all $\tau>0$,

$$
\frac{d u}{d \tau}=-k u+r^{\beta+1} \varphi^{2}-r^{\beta-2}<-k u-a
$$

or, equivalently,

$$
\frac{d}{d \tau}\left(u e^{k \tau}\right)<-a e^{k \tau}
$$

Integrating this inequality we get

$$
u(t(\tau))<-\frac{a}{k}+\left(u(0)+\frac{a}{k}\right) e^{-k \tau}
$$

which implies

$$
\limsup _{\tau \rightarrow+\infty} u(t(\tau)) \leq-\frac{a}{k}
$$

Since $a$ can be chosen arbitrary large, we conclude that $u \rightarrow u_{\omega}=-\infty$.
On the other hand, if $\beta>2$, we have that $r^{\beta-2} \rightarrow 0$ as $r \rightarrow 0^{+}$. Then, for any $a>0$ we can take initial conditions such that, for all $\tau>0$,
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$$
\frac{d u}{d \tau}=-k u+r^{\beta+1} \varphi^{2}-r^{\beta-2}>-k u-a .
$$

Analogously to the previous case, we conclude that

$$
-\frac{a}{k} \leq \liminf _{\tau \rightarrow+\infty} u(t(\tau)) \leq 0
$$

for any arbitrarily small $a$. Then, $u \rightarrow u_{\omega}=0$.
Finally, for the threshold value $\beta=2$, since $r^{3} \varphi^{2} \rightarrow 0$, fixed any arbitrarily small positive $\epsilon$, we can use the inequality $0<r^{3} \varphi^{2}<\epsilon$ in the second equation of (2.26). We obtain, in a similar manner than above, that

$$
-\frac{1}{k} \leq \liminf _{\tau \rightarrow+\infty} u(t(\tau)) \leq \limsup _{\tau \rightarrow+\infty} u(t(\tau)) \leq-\frac{1-\epsilon}{k}
$$

which leads to the conclusion that $u \rightarrow u_{\omega}=-1 / k$.

### 2.2.3 Rectilinear motions

In order to give a more complete description of the forward dynamics of (1.8), in this subsection we address the rectilinear collisions of (1.8).

We recall that the rectilinear motions of (1.8) verify the second order equation

$$
\begin{equation*}
\ddot{r}+k \frac{\dot{r}}{r^{\beta}}+\frac{1}{r^{2}}=0, \tag{2.33}
\end{equation*}
$$

equivalent to the following first order system (which, of course, corresponds to the first two equations of system (2.4) with $\varphi=0$ ),

$$
\left\{\begin{array}{l}
\dot{r}=u  \tag{2.34}\\
\dot{u}=-k \frac{u}{r^{\beta}}-\frac{1}{r^{2}},
\end{array}\right.
$$

on the phase space $\Omega^{0}=\{(r, u): r>0, u \in \mathbb{R}\}$.

We have the following result.
Theorem 2.7. The terminal time $\omega$, the terminal velocity $u_{\omega}$ and the terminal energy $E_{\omega}$ of collision solutions depend on $\beta$ according to the following table:

| $\beta$ | ]0, 1/2[ | [1/2, 2[ | 2 | ]2, 3 [ | $[3, \infty$ [ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega$ | finite |  |  |  | $+\infty$ |
| $u_{\omega}$ |  |  | $-\frac{1}{k}$ |  | 0 |
| $E_{\omega}$ | finite |  |  |  |  |

Proof. This proof borrows some ideas from the ones of Proposition 2.4 in [83] and of Proposition 3.1 in [81], mainly in Case I. The corresponding steps are presented below with less detail.

We recall that our phase space is the half-plane $\Omega^{0}=\{(r, u): r>0, u \in$ $\mathbb{R}\}$. The isocline of system (2.34) associated to $\dot{r}=0$ is the half line defined by $u=0$, whereas for $\dot{u}=0$ the isocline is defined by

$$
u=-\frac{r^{\beta-2}}{k}
$$

These curves determine the following disjoint open regions in the phase space:

$$
\begin{align*}
& A_{0}=\left\{(r, u) \in \Omega^{0}: u>0\right\}, \quad A_{1}=\left\{(r, u) \in \Omega^{0}: 0>k u>-r^{\beta-2}\right\}, \\
& A_{2}=\left\{(r, u) \in \Omega^{0}: k u<-r^{\beta-2}\right\} . \tag{2.35}
\end{align*}
$$



Figure 2.1: Dependence on $\beta$ of the regions defined by the isoclines in the regularized systems.

The set $A_{0}$ is negatively invariant with respect to the flow of (2.34) for all $\beta>0$, whereas for $\beta \in(0,2), A_{1}$ is positively invariant and $A_{2}$ is negatively invariant. For $\beta>2$, the set $A_{2}$ is positively invariant. We distinguish three cases.

Case 1: $\beta \in(0,2)$.
We prove first that $\omega$ is finite. If it were infinite, there should exist a sequence $t_{n} \rightarrow+\infty$ such that $u\left(t_{n}\right) \rightarrow 0$. However, this is not possible, because one can easily check that all collision solutions enter eventually into the positively invariant set $A_{1}$, where $u=\dot{r}$ is negative and decreasing.

In what follows, we consider the regularization of system (2.34) given by the time rescaling $d \mu=\frac{d t}{r^{2}}$, already considered in the proof of Theorem 2.5. Of course, we obtain a system made by the first two equations of (2.24) with $\varphi \equiv 0$, namely,

$$
\left\{\begin{array}{l}
\frac{d r}{d \mu}=r^{2} u  \tag{2.36}\\
\frac{d u}{d \mu}=-k r^{2-\beta} u-1
\end{array}\right.
$$

System (2.36) is defined in the extended phase space $\bar{\Omega}^{0}=\Omega^{0} \cup\{(r, u): r=$ $0, u \in \mathbb{R}\}$ and the line $r=0$ is an isocline orbit associated to $\frac{d r}{d \mu}=0$ (see the left panel of Figure 2.1).
Let us prove now that, when $\beta \in(0,2)$, the velocity at collision satisfies $u_{\omega}=-\infty$. We argue by contradiction. Assume that $\mu \mapsto(r(\mu), u(\mu))$ is a collision solution such that $u_{\omega} \in(-\infty, 0)$. We can take initial conditions $(r(0), u(0)) \in A_{1}$ so that $u(\mu)$ is negative for all $\mu>0$. Then, from the first equation of (2.36), we see that

$$
\begin{equation*}
\frac{1}{r(\mu)}=\frac{1}{r(0)}+\int_{0}^{\mu}|u(\sigma)| d \sigma . \tag{2.37}
\end{equation*}
$$

Letting $\mu \rightarrow \mu_{\omega}$, we have that the left hand side tends to $+\infty$, and since $u(\tau)$ is bounded on $\left[0, \mu_{\omega}\right)$, from (2.37) we get $\mu_{\omega}=+\infty$. But then, from the second equation of (2.36), it follows that

$$
\lim _{\mu \rightarrow+\infty} \frac{d u}{d \mu}=-1,
$$

and this would imply that $u_{\omega}=-\infty$, contradicting the hypothesis that $u_{\omega}$ is finite. We conclude that $u_{\omega}=-\infty$.

Now let us see how the energy behaves when an orbit approaches the collision.

Consider first the case $\beta \in(0,1)$. System (2.36) has the first integral

$$
\begin{equation*}
H(r, u, \mu)=u+\frac{k}{1-\beta} r^{1-\beta}+\mu \tag{2.38}
\end{equation*}
$$

obtained by setting $\varphi \equiv 0$ in (2.25).
Let $\left(r_{0}, u_{0}\right)$ be an initial condition in $A_{1}$, and let $H_{0}:=H\left(r_{0}, u_{0}, 0\right)$, so that by (2.38) we have

$$
\begin{equation*}
u(\mu)+\frac{k}{1-\beta} r^{1-\beta}(\mu)+\mu=H_{0} \tag{2.39}
\end{equation*}
$$

Since $u(\mu) \rightarrow-\infty$ and $r(\mu) \rightarrow 0$ as $\mu \rightarrow \mu_{\omega}$, from (2.39) we infer that $\mu_{\omega}=$ $+\infty$. Then, from the same equality it follows that $\frac{u(\mu)}{\mu} \rightarrow-1$ as $\mu \rightarrow+\infty$, and from (2.37) we get that $\mu^{2} r(\mu) \rightarrow 2$ as $\mu \rightarrow+\infty$.

By (2.2), we see that $\frac{d E}{d \mu}=r^{2} \frac{d E}{d t}=-k r^{2-\beta} u^{2}$. Then, using the two limits established above for $u$ and $r$, we get that

$$
\mu^{2(1-\beta)} \frac{d E}{d \mu}(\mu) \rightarrow-2^{2-\beta} k,
$$

as $\mu \rightarrow \infty$. As a consequence,

$$
E_{\omega}=E(0)+\int_{0}^{\infty} \frac{d E}{d \mu}(\sigma) d \sigma
$$

is finite if $\beta \in(0,1 / 2)$, whereas $E_{\omega}=-\infty$ if $\beta=[1 / 2,1)$.
Let us consider now $\beta \in[1,2)$.
In this case the approach through the first integral (given by $H=u+$ $k \log r+\mu$, when $\beta=1$, and by (2.38), when $\beta>1$ ) does not allow to find out the asymptotic expansion of the solutions as they approach collision.

However, we argue as follows. It is easy to see that in $A_{1}$ the trajectories of system (2.36) may be written in the form $u=\chi(r), r \in\left(0, r_{0}\right]$. If we evaluate the slope of such orbits at the points of the form $u=-r^{\beta-1}$, we get

$$
\left.\frac{d u}{d r}\right|_{u=-r^{\beta-1}}=\frac{1}{r^{\beta}}\left(\frac{1}{r}-k\right),
$$

which is positive for $0<r<1 / k$. This implies that the region

$$
D:=\left\{(r, u): 0<r<\frac{1}{k},-\frac{1}{k r^{2-\beta}}<u<-r^{\beta-1}\right\} \subset A_{1}
$$

is positively invariant. On the other hand, note that

$$
\frac{d E}{d r}=\frac{1}{u} \frac{d E}{d t}=-k \frac{u}{r^{\beta}}>0 .
$$

Then, for every orbit $u=\chi(r)$ such that $\left(r_{0}, \chi\left(r_{0}\right)\right) \in D$, as a consequence of the invariance of $D$, we have

$$
\frac{k}{r}<\left.\frac{d E}{d r}\right|_{u=\chi(r)}<\frac{1}{r^{2}},
$$

and we conclude that

$$
E_{\omega}=E(0)+\left.\int_{r_{0}}^{0} \frac{d E}{d r}\right|_{u=\chi(r)} d r=-\infty .
$$

Case 2: $\beta=2$.
This case is solved in [39]. The explicit solution is given by

$$
u(\mu)=\left(u_{0}+\frac{1}{k}\right) e^{-k \mu}-\frac{1}{k}, \quad \frac{1}{r(\mu)}=\frac{1}{r(0)}-\int_{0}^{\mu} u(\sigma) d \sigma, \quad \mu \in[0, \infty) .
$$

From these expressions it is easy to see that $\omega<+\infty, u_{\omega}=-1 / k$ and $E_{\omega}=-\infty$.

Case 3: $\beta>2$.
In order to study the collisions for $\beta>2$, it is convenient to consider the time rescaling $d \tau=\frac{d t}{r^{\beta}}$, introduced previously to get system (2.26). We obtain the following regular system, which corresponds to the first two equations of (2.26) with $\varphi \equiv 0$,

$$
\left\{\begin{array}{l}
\frac{d r}{d \tau}=r^{\beta} u  \tag{2.40}\\
\frac{d u}{d \tau}=-k u-r^{\beta-2}
\end{array}\right.
$$

on the extended phase space $\bar{\Omega}^{0}$.
We note that the origin is an equilibrium of system (2.40) which attracts the points of the invariant line $r=0$ (see the right panel of Figure 2.1).

One can see easily that all collision orbits will enter eventually in the positively invariant region $A_{2}$. Then, without loss of generality, we will consider only initial conditions in $A_{2}$. Actually, since in this region we have $\frac{d u}{d \tau}>0$ and $\frac{d r}{d \tau}<0$, all solutions are bounded on $\left[0, \tau_{\omega}\right)$. This fact implies that all solutions starting in $A_{2}$ are collision ones, since otherwise an equilibrium of the system should exist in $A_{2}$. Moreover, any segment of orbit contained in $A_{2}$ may be expressed in the form $u=\chi(r)$, with $r$ in a suitable interval of the form $(0, \tilde{r})$, with $0<r_{0}<\tilde{r}$. Notice that, on this interval, $\chi(r)$ satisfies the scalar differential equation

$$
\begin{equation*}
\frac{d u}{d r}:=f(r, u)=-\frac{k}{r^{\beta}}-\frac{1}{r^{2} u} . \tag{2.41}
\end{equation*}
$$

When $\beta \geq 3$ the vector field associated to (2.40) is continuously differentiable on $\bar{\Omega}^{0}$ and, by the general theory of ODEs, we conclude that all solutions starting in $A_{2}$ tend to the equilibrium ( 0,0 ) in infinite $\tau$ time. We conclude that $u_{\omega}=0$.

This cannot be guaranteed without further considerations for $\beta \in(2,3)$. In fact, in this range of values the regularized vector field is not Lipschitz continuous in the points of the form $(0, u) \in \bar{\Omega}^{0}$. As a consequence, in such points uniqueness of solutions may fail, and all we can conclude by the general theory is that, for collision solutions, we have $-\infty<u_{\omega} \leq 0$. Let us prove that, actually, $u_{\omega}=0$. Define the function $h_{\lambda}(r):=-\lambda r^{\beta-2}$, where $\lambda>1 / k$. Note that $A_{2}=\cup_{\{\lambda>1 / k\}}\left\{\left(r, h_{\lambda}(r)\right): r>0\right\}$. Evaluating the slope field $d u / d r$ at $u=h_{\lambda}(r)$, we get

$$
\begin{equation*}
\left(\left.\frac{d u}{d r}\right|_{h_{\lambda}}\right) / \frac{d h_{\lambda}}{d r}=\frac{k \lambda-1}{\lambda^{2}(\beta-2) r^{2 \beta-3}} . \tag{2.42}
\end{equation*}
$$

Hence, for any fixed $\lambda>1 / k$ there exists only one point $r=r_{\lambda}$ such that the graph of the function $h_{\lambda}(r)$ is tangent to an orbit, and is given by

$$
\begin{equation*}
r_{\lambda}:=\left(\frac{k \lambda-1}{\lambda^{2}(\beta-2)}\right)^{\frac{1}{2 \beta-3}} \tag{2.43}
\end{equation*}
$$

Moreover, by (2.42) it follows that

$$
\begin{equation*}
\frac{d h_{\lambda}}{d r} \lessgtr f\left(r, h_{\lambda}(r)\right), \quad \text { if } \quad r \gtrless r_{\lambda} . \tag{2.44}
\end{equation*}
$$

As a consequence, by the comparison theorem for ODEs, the orbit $u=$ $\chi(r)$ of (2.41) that is tangent to the curve $u=h_{\lambda}(r)$ in $r=r_{\lambda}$ satisfies

$$
\chi(r) \geq h_{\lambda}(r)
$$

for any $r \in\left(0, r_{\lambda}\right)$.
Note that (2.43) is a second degree equation in $\lambda$. Solving it, we obtain two local inverses of the function $\lambda \mapsto r_{\lambda}$, namely the functions

$$
\lambda_{ \pm}(r):=\frac{1}{r^{2 \beta-3}} \frac{k \pm \sqrt{k^{2}-4(\beta-2) r^{2 \beta-3}}}{2(\beta-2)}
$$

defined for $0<r \leq R$, where

$$
R:=\left(\frac{k^{2}}{4(\beta-2)}\right)^{\frac{1}{2 \beta-3}} .
$$

Now we use $\lambda_{ \pm}(r)$ to construct the two following auxiliary functions:

$$
h_{ \pm}(r)=h_{\lambda_{ \pm}(r)}(r):=-\frac{1}{r^{\beta-1}} \frac{k \pm \sqrt{k^{2}-4(\beta-2) r^{2 \beta-3}}}{2(\beta-2)}
$$

also defined for $0<r \leq R$.
The functions $h_{+}$and $h_{-}$satisfy the following properties. They are, respectively, strictly decreasing and strictly increasing on ( $0, R$ ], and such that $h_{-}(r)>h_{+}(r)$ on $(0, R)$, with $h_{-}(R)=h_{+}(R):=u_{R}$. Moreover, they have the following behavior as $r \rightarrow 0^{+}$:

$$
\begin{equation*}
h_{-}(r)=-\frac{r^{\beta-2}}{k}+o\left(r^{\beta-2}\right) \rightarrow 0 \text { and } h_{+} \rightarrow-\infty . \tag{2.45}
\end{equation*}
$$

Finally, the range of $h_{+}$is $\left(-\infty, u_{R}\right]$, and the one of $h_{-}$is $\left[u_{R}, 0\right)$. We are now ready to prove that on collision orbits $u_{\omega}=0$.

We start by defining the positively invariant set

$$
G:=\left\{(r, u): 0<r \leq R, h_{+}(r) \leq u \leq h_{-}(r)\right\} \subset A_{2} .
$$

Given an initial condition $\left(r_{0}, u_{0}\right) \in G$, let us consider the corresponding orbit $u=\chi(r), r \in(0, \tilde{r})$. Since there exists a value $\lambda>1 / k$ such that $h_{-}(r)>$ $\chi(r)>-\lambda r^{\beta-2}$ for all $0<r<R$, we conclude that the orbit will go towards the equilibrium as $r \rightarrow 0^{+}$. If $\left(r_{0}, u_{0}\right) \in A_{2} \backslash G$ the corresponding orbit will eventually enter in $G$. In fact, if there exists an orbit $u=\bar{\chi}(r)$ for which this is not the case, we can find $\bar{\lambda}=\lambda_{-}(\bar{r})$ such that $u=h_{\bar{\lambda}}(r)$ intersects $u=\bar{\chi}(r)$ in a point $\hat{r}>\bar{r}$ for which it holds the inequality $\frac{d h_{\bar{\lambda}}}{d r}(\hat{r})>f\left(\hat{r}, h_{\bar{\lambda}}(\hat{r})\right)$. By


Figure 2.2: Illustration of the proof for $\beta \in(2,3)$.
(2.44), there exists a second point, $r_{*}>\hat{r}>\bar{r}$, such that the curve $u=h_{\bar{\lambda}}(r)$ is tangent to an orbit (the first being $\bar{r}$ ), which is absurd.

Then, $u_{\omega}=0$ for all collision orbits also for $\beta \in(2,3)$. Taking into account what was proved previously, we conclude that $u_{\omega}=0$ for any $\beta>2$. It follows immediately that the energy $E=u^{2} / 2-1 / r$ tends to $E_{\omega}=-\infty$.

Also, since

$$
\begin{equation*}
\omega=\int_{r_{0}}^{0} \frac{d r}{\chi(r)}, \tag{2.46}
\end{equation*}
$$

by (2.45) and by the inequality $-\lambda r^{\beta-2}<\chi(r)<h_{-}(r)$ for any $r \in(0, R)$, we see that $1 /|\chi(r)|$ is integrable on the interval $\left(0, r_{0}\right]$ if $\beta \in(2,3)$, in which case $\omega$ is finite, whereas it is not integrable if $\beta \geq 3$, and then $\omega=+\infty$. Our proof is concluded.

From Theorem 2.7, we see that, when $\beta \in\left(0, \frac{1}{2}\right)$, the collision time, as well as the corresponding energy, are finite. It is not difficult to prove that also the ejection time and ejection energy ${ }^{2}$ are finite. These properties are sufficient to infer that the asymptotic expansions of solutions around collision and ejection times obtained in [81] for $\beta=0$ are still valid for $\beta \in\left(0, \frac{1}{2}\right)$. Namely, at collision we have

$$
\begin{gather*}
r(t)=\left(\frac{9}{2}\right)^{1 / 3}(\omega-t)^{2 / 3}+O\left((\omega-t)^{4 / 3}\right), \quad t \rightarrow \omega^{-},  \tag{2.47}\\
\dot{r}(t)=-\frac{2}{3}\left(\frac{9}{2}\right)^{1 / 3}(\omega-t)^{-1 / 3}+O\left((\omega-t)^{1 / 3}\right), \quad t \rightarrow \omega^{-} . \tag{2.48}
\end{gather*}
$$

[^9]The analogous expansion at ejection is obtained just by replacing $\omega-t$ with $t-\alpha$ and by reversing the sign of $\dot{r}$ in (2.48). We point out that these expansions hold also for the rectilinear motions of a periodically forced Kepler problem ([102]), as well as for a perturbed two body problem, with a perturbation of the form $P(t, \mathbf{x}, \dot{\mathbf{x}})$. which, unlike in our case, is bounded ([116]).

However, unlike in the case of the linear drag, when $\beta \in\left(0, \frac{1}{2}\right)$ the ejectioncollision solutions cannot be embedded in a regular flow. Let us explain this point. The Levi-Civita transformation, developed in the conservative setting, was used effectively in [81] to regularize the dynamics of (1.8) for $\beta=0$. But, for $\beta>0$, the natural generalization of this transformation leads to a system that, although non singular, does not define a flow. To show this, consider the Levi-Civita-like transformation $\mathbf{x}=x_{1}+i x_{2}=w^{2}, \quad d \nu=\frac{d t}{|\mathbf{x}|^{\beta+1}} \quad$ (the classical Levi-Civita transformation corresponds to $\beta=0$ ). This transformation maps solutions of (1.8) into solutions of the non singular system

$$
\begin{equation*}
\frac{d w}{d \nu}=|w|^{2 \beta} v, \frac{d v}{d \nu}=\frac{E}{2}|w|^{2 \beta} w-|w|^{2} v, \frac{d E}{d \nu}=-\left(2 E|w|^{2}+1\right) \tag{2.49}
\end{equation*}
$$

contained in the invariant manifold $\mathcal{M} \subset \mathbb{C}^{2} \times \mathbb{R}$ of equation $E|w|^{2}+1-$ $2|v|^{2}=0$.

We notice that an ejection-collision solution, $t \mapsto r(t)$, defined on the maximal finite interval $(\alpha, \omega)$ is transformed into a solution $\nu \mapsto \Xi(\nu)=$ $(w(\nu), v(\nu), E(\nu))$ of (2.49), defined on the finite, but not maximal, interval

$$
I_{S}=\left(\nu_{\alpha}:=-\int_{\alpha}^{0} \frac{1}{r^{\beta+1}(\sigma)} d \sigma, \nu_{\omega}:=\int_{0}^{\omega} \frac{1}{r^{\beta+1}(\sigma)} d \sigma\right) .
$$

A maximal solution of (2.49) which extends $\Xi$ outside $I_{S}$ is obtained by considering the function $\Xi_{\alpha}(\nu):=\left(0, \frac{1}{\sqrt{2}}, E_{\alpha}-\nu+\nu_{\alpha}\right)$ on $\left(-\infty, \nu_{\alpha}\right)$, where $E_{\alpha}$ is the energy at ejection, and the function $\Xi_{\omega}(\nu):=\left(0,-\frac{1}{\sqrt{2}}, E_{\omega}-\nu+\nu_{\beta}\right)$ on $\left[\nu_{\omega},+\infty\right)$. Since $\Xi_{\alpha}(\nu), \nu \in \mathbb{R}$, is also a maximal solution of (2.49), it follows that uniqueness os solutions fails at the point $\left(0, \frac{1}{\sqrt{2}}, E_{\alpha}\right)$.

This behavior agrees with the fact that, when $\beta \in\left(0, \frac{1}{2}\right)$, the regularized vector field is not locally Lipschitz continuous at points of the form $(0, v, E)$ with $v \neq 0$.

In a conservative setting, the study of the existence of a regularized flow by means of a change of variables analogous to the Levi-Civita transformation has been considered in [87].

### 2.3 The asymptotic Runge-Lenz vector for $\beta=2$

In this section we consider the case of the Poynting-Plummer-Danby drag. We show that a careful analysis of equation (2.22) allows a complete description of the orbit structure for such a case, improving the results in [39]. Such description will be contained in the main result of this section, where we discuss the properties of the limit $\mathbf{I}$ of the Runge-Lenz vector

$$
\mathbf{R}(x, v)=v \wedge(x \wedge v)-\frac{x}{|x|}
$$

along the solutions of (1.8) with $\beta=2$. We recall that $\mathbf{R}$ is a first integral of the classical Kepler problem, with the following geometrical meaning: for non rectilinear orbits, which are conic sections, $\mathbf{R}$ is parallel to the symmetry axis which contains the focus, and its modulus is the eccentricity of the orbit. For this reason it is also referred to as eccentricity vector.

The vector $\mathbf{I}$, which can be thought of as an asymptotic eccentricity vector, was considered in [82] to study the dynamics of (1.8) when $\beta=0$ (see Remark 2.3 below). In our case, its properties will be obtained by taking the limit of $\mathbf{R}$ along the solutions of (2.19) and then going back to the ( $\mathbf{x}, \mathbf{v}$ ) variables. This is equivalent to take the limit of $\mathbf{R}$ along the flow of (2.1). In fact, if $\gamma^{\theta}$ denotes the flow of (2.19), we have

$$
\begin{equation*}
\phi^{t}=U \circ \gamma^{\theta} \circ U^{-1}, \tag{2.50}
\end{equation*}
$$

where $U$ was defined in (2.20) and $t$ and $\theta$ are explicitly related by $t=$ $t(\theta, y)=\int_{\theta_{0}}^{\theta} \lambda\left(\gamma^{\sigma}(y)\right) d \sigma$, with $\lambda(y)=\frac{1}{\rho^{2} M}$. The pair $(U, \lambda)$ establishes the so called equivalence in the extended sense of the vector fields (2.1) and (2.19), see [95].

Theorem 2.8. There exists a vector field

$$
\mathbf{I}: \Omega \rightarrow \mathbb{R}^{2}, \quad \mathbf{I}=\mathbf{I}(\mathbf{x}, \mathbf{v})
$$

satisfying
i) $\mathbf{I}(\sigma \mathbf{x}, \sigma \mathbf{v})=\sigma \mathbf{I}(\mathbf{x}, \mathbf{v})$, for each $(\mathbf{x}, \mathbf{v}) \in \Omega$ and each rotation

$$
\sigma=\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)
$$

ii) I is smooth on the sets $\Omega_{H}^{+}$and $\Omega_{C}^{+}$, corresponding, respectively, to hyperbolic and collision orbits, and is discontinuous on the set $\Omega_{P}^{+}$, corresponding to parabolic orbits.
Moreover,

$$
\mathbf{I}(\Omega)=\mathbb{R}^{2} \backslash \operatorname{int}(\mathbb{D})
$$

where $\mathbb{D}$ is the closed unit disk in $\mathbb{R}^{2}$.
iii) Each solution $t \mapsto(\mathbf{x}(t), \mathbf{v}(t))$ of (2.1) with $\beta=2$, defined on the right maximal interval $[0, \omega)$, satisfies

$$
\mathbf{I}\left(\mathbf{x}\left(t^{\prime}\right), \mathbf{v}\left(t^{\prime}\right)\right)=\lim _{t \rightarrow \omega^{-}} \mathbf{R}(\mathbf{x}(t), \mathbf{v}(t))
$$

for each $t^{\prime} \in[0, \omega)$.
Remark 2.3. This theorem is analogous to Theorem 2.1 in [82], where the properties of $\mathbf{I}$ for $\beta=0$ are considered. In particular, in [82] it is found that $\mathbf{I}$ is continuous on $\Omega$. Moreover, taking also into account an improvement of Theorem 4.2 presented in [83], it is established that the range of $\mathbf{I}$ is the closed unit disk. When $\beta=2$, item ii) shows that $\mathbf{I}$ has significantly different properties: $\mathbf{I}$ is not continuous on $\Omega$, and its range is the exterior of the open unit disk. We will see that the discontinuity arises along any fixed parabolic orbit since such orbit is the limit of hyperbolic orbits and of collision ones. We prove this fact only for $\beta=2$, because in this case the problem is integrable, and we could make use of explicit closed formulas in our computations. As to the range of $\mathbf{I}$, it somewhat expresses that, unlike the case $\beta=0$, there are parabolic and hyperbolic orbits, and there are no elliptic motions winding infinite times around the singularity as they approach it.

## Proof.

We start by proving that $\mathbf{I}$, as defined in $i i i$ ), exists on $\Omega^{+}$and that the properties stated in $i i$ ) hold. To carry out our analysis we will use the Binet variables. Consider the initial condition

$$
\left(\mathbf{x}_{0}, \mathbf{v}_{0}\right)=U\left(\rho_{0}, \zeta_{0}, \theta_{0}, M_{0}\right)=\left(\frac{1}{\rho_{0}} e_{r}\left(\theta_{0}\right),-\zeta_{0} M_{0} e_{r}\left(\theta_{0}\right)+\rho_{0} M_{0} e_{\theta}\left(\theta_{0}\right)\right) \in \Omega^{+}
$$

and consider the corresponding solution of system (2.19), given by (2.21), (2.22) and (2.23), with $\beta=2$. In this case

$$
M(\theta)=M_{0}-k\left(\theta-\theta_{0}\right)=k\left(\theta_{M}-\theta+\theta_{0}\right),
$$

where $\theta_{M}=M_{0} / k$, and we have the following explicit formula:

$$
\begin{equation*}
\rho(\theta)=-\kappa \sin \left(\theta-\alpha_{0}-\theta_{0}\right)+\int_{\theta_{0}}^{\theta} \frac{\sin (\theta-\eta)}{k^{2}\left(\theta_{M}-\eta+\theta_{0}\right)^{2}} d \eta \tag{2.51}
\end{equation*}
$$

Collision solutions correspond to $\theta_{\omega}=\theta_{M}$, and are such that

$$
\rho(\theta)>0, \theta \in\left[\theta_{0}, \theta_{\omega}\right), \quad \rho\left(\theta_{\omega}^{-}\right)=+\infty .
$$

Escape solutions correspond to $\theta_{\omega}<\theta_{M}$, and satisfy

$$
\rho(\theta)>0, \theta \in\left[\theta_{0}, \theta_{\omega}\right), \quad \rho\left(\theta_{\omega}^{-}\right)=0
$$

By Theorem 2.4, we also know that for escapes $\theta_{\omega} \in\left(\theta_{0}+\alpha_{0}, \theta_{0}+\alpha_{0}+\pi\right)$. If we define the set

$$
A=\left\{\left(\theta, \theta_{M}\right): \theta_{0}<\theta<\theta_{0}+\theta_{M}, \theta_{0}+\alpha_{0} \leq \theta \leq \theta_{0}+\alpha_{0}+\pi\right\}
$$

and the smooth family of functions $F_{\rho_{0}, \zeta_{0}, \theta_{0}}: A \rightarrow \mathbb{R}$,

$$
\begin{equation*}
F_{\rho_{0}, \zeta_{0}, \theta_{0}}\left(\theta, \theta_{M}\right):=\rho(\theta)=-\kappa \sin \left(\theta-\alpha_{0}-\theta_{0}\right)+\int_{\theta_{0}}^{\theta} \frac{\sin (\theta-\eta)}{k^{2}\left(\theta_{M}-\eta+\theta_{0}\right)^{2}} d \eta \tag{2.52}
\end{equation*}
$$

then the limit angle $\theta_{\omega}$ of an escape orbit will satisfy the implicit equation

$$
F_{\rho_{0}, \zeta_{0}, \theta_{0}}\left(\theta_{\omega}, \theta_{M}\right)=0 .
$$

We will show below that this equation defines implicitly $\theta_{\omega}$ as a function of $y_{0}=U^{-1}\left(\mathbf{x}_{0}, \mathbf{v}_{0}\right)$ which is continuous in $\Omega_{H}^{+} \cup \Omega_{P}^{+}$and smooth on $\Omega_{H}^{+}$.

For simplicity, in what follows we omit the dependence on the parameters of $F$ and of the functions implicitly defined. We also set $\theta_{0}=0$ for our computations, but will remove this restriction in our conclusions.

In the same way we proved that $\Phi(\theta)>0$ in $i$ ) of Lemma 2.2, we obtain the inequality

$$
\partial_{\theta_{M}} F\left(\theta, \theta_{M}\right)=-2 \int_{0}^{\theta} \frac{\sin (\theta-\eta)}{k^{2}\left(\theta_{M}-\eta\right)^{3}} d \eta<0
$$

so that for each fixed $\theta \in\left(0, \theta_{M}\right) \cap\left[\alpha_{0}, \alpha_{0}+\pi\right]$, the map $\theta_{M} \mapsto F\left(\theta, \theta_{M}\right)$ is strictly decreasing on $(\theta,+\infty)$. For each $\theta \in\left(\alpha_{0}, \alpha_{0}+\pi\right)$ we have

$$
\begin{equation*}
\lim _{\theta_{M} \rightarrow \infty} F\left(\theta, \theta_{M}\right)=-\kappa \sin \left(\theta-\alpha_{0}\right)<0 \tag{2.53}
\end{equation*}
$$

and since


Figure 2.3: Discontinuity of $\theta_{\omega}$ : graphical illustration of the proof.

$$
\frac{\sin \left(\theta_{M}-\eta\right)}{\left(\theta_{M}-\eta\right)^{2}}=\frac{1}{\theta_{M}-\eta}+O\left(\left(\theta_{M}-\eta\right)^{2}\right)
$$

we get

$$
\lim _{\theta \rightarrow \theta_{M}^{-}} F\left(\theta, \theta_{M}\right)=+\infty
$$

for any fixed $\theta_{M}>\alpha_{0}$. By Bolzano's theorem and the implicit function theorem, there exists a smooth function $\theta_{M}=\psi(\theta)$ defined on $\left(\alpha_{0}, \alpha_{0}+\pi\right)$ such that $F(\theta, \psi(\theta))=0$.

From (2.52) and $i$ ) of Lemma 2.2, it follows that $F\left(\alpha_{0}, \theta_{M}\right)>0$ and $F\left(\alpha_{0}+\pi, \theta_{M}\right)>0$. Then, fixed any $m>0$, there exists $\delta>0$ such that $F>0$ on $\left(\left[\alpha_{0}, \alpha_{0}+\delta\right] \times[0, m]\right) \cap A$ and on $\left(\left[\pi+\alpha_{0}-\delta,\right] \times[0, m]\right) \cap A$, see Figure 2.3. From (2.53) we conclude that

$$
\lim _{\theta \backslash \alpha_{0}} \psi(\theta)=\lim _{\theta \nearrow \alpha_{0}+\pi} \psi(\theta)=+\infty,
$$

and as a consequence $\psi(\theta)$ has at least a minimum. Actually, for all $\theta$ such that $\psi^{\prime}(\theta)=0$, we have

$$
\psi^{\prime \prime}(\theta)=-\frac{\partial_{\theta}^{2} F(\theta, \psi(\theta))}{\partial_{\theta_{M}} F(\theta, \psi(\theta))}>0
$$

since $\partial_{\theta_{M}} F(\theta, \psi(\theta))<0$ and $\partial_{\theta}^{2} F(\theta, \psi(\theta))=\frac{1}{k^{2}(\psi(\theta)-\theta)^{2}}>0$. Then, the minimum point, say $\theta=\theta_{P}$, is unique and it is the only critical point of $\psi$. The subscript indicates that the minimum point is associated to a parabolic escape, as we will see.

It follows that $\psi$ admits a decreasing left inverse $\eta:\left[\psi\left(\theta_{P}\right),+\infty\right) \rightarrow$ $\left(\alpha_{0}, \theta_{P}\right]$, which is continuous on $\left[\psi\left(\theta_{P}\right),+\infty\right)$ and smooth on $\left(\psi\left(\theta_{P}\right),+\infty\right)$.

Fixed $\theta_{M} \in\left[\psi\left(\theta_{P}\right),+\infty\right)$, the angle $\theta_{\omega}=\eta\left(\theta_{M}\right) \in\left(\alpha_{0}, \theta_{P}\right]$ is the limit angle of the escape solution $\theta \mapsto \rho(\theta)=F_{\rho_{0}, \zeta_{0}, 0}\left(\theta, \theta_{M}\right), \theta \in\left[0, \theta_{\omega}\right)$, corresponding to initial conditions $\left(\rho_{0}, \zeta_{0}, 0, M\right)$. We notice that if $\theta_{M} \in\left[\psi\left(\theta_{P}\right),+\infty\right)$, it is

$$
\zeta\left(\theta_{\omega}\right)=\rho^{\prime}\left(\theta_{\omega}\right)=\partial_{\theta} F\left(\theta_{\omega}, \psi\left(\theta_{\omega}\right)\right) \leq 0,
$$

where the equality holds if and only if $\theta_{\omega}=\theta_{P}$. By definition of $U$, we have

$$
v=-\zeta M e_{r}(\theta)+\rho M e_{\theta}(\theta)
$$

We infer that, if $\theta_{M}>\psi\left(\theta_{P}\right)$, the corresponding orbit is hyperbolic, since the terminal velocity $v_{\omega}$ satisfies

$$
v_{\omega}=-\zeta\left(\theta_{\omega}\right) M\left(\theta_{\omega}\right) e_{r}\left(\theta_{\omega}\right) \neq 0, \quad M\left(\theta_{\omega}\right)>0
$$

whereas, if $\theta_{M}=\psi\left(\theta_{P}\right)$, the corresponding orbit is parabolic, since $v_{\omega}=0$.
To complete our analysis, we note that, if $\alpha_{0}<\theta_{M}<\psi\left(\theta_{P}\right)$, then the solution $\theta \mapsto \rho(\theta)=F_{\rho_{0}, \zeta_{0}, 0}\left(\theta, \theta_{M}\right), \theta \in\left[0, \theta_{\omega}\right)$ corresponds to a collision solution with limit angle $\theta_{\omega}=\theta_{M}$. Summarizing, the limit angle $\theta_{\omega}$, as shown by Figure 2.3, is defined by the function

$$
\theta_{\omega}=\left\{\begin{array}{lll}
\theta_{M} & \text { if } \quad \theta_{M}<\psi\left(\theta_{P}\right), \\
\eta\left(\theta_{M}\right) & \text { if } \quad \theta_{M} \geq \psi\left(\theta_{P}\right) .
\end{array}\right.
$$

We conclude that this map is a smooth function of $y_{0}=\left(\rho_{0}, \zeta_{0}, \theta_{0}, M_{0}\right)$ if $\theta_{\omega} \neq \theta_{P}$ (that is, on hyperbolic and on collision orbits) and is discontinuous at $\theta_{M}=\psi\left(\theta_{P}\right)$ (that is, on parabolic orbits), since

$$
\begin{equation*}
\lim _{\theta_{M} \rightarrow \psi\left(\theta_{P}\right)^{-}} \theta_{\omega}=\psi\left(\theta_{P}\right)>\theta_{P}=\lim _{\theta_{M} \rightarrow \psi\left(\theta_{P}\right)^{+}} \theta_{\omega} . \tag{2.54}
\end{equation*}
$$

Then, taking into account (2.50), if $\left(\mathbf{x}_{0}, \mathbf{v}_{0}\right) \in \Omega^{+}$there exists

$$
\mathbf{I}\left(\mathbf{x}_{0}, \mathbf{v}_{0}\right)=\lim _{t \rightarrow \omega} \mathbf{R}(\mathbf{x}(t), \mathbf{v}(t))=\lim _{\theta \rightarrow \theta_{\omega}} \mathbf{R} \circ U \circ \gamma^{\theta} \circ U^{-1}\left(\mathbf{x}_{0}, \mathbf{v}_{0}\right)
$$

and is given by

$$
\mathbf{I}\left(\mathbf{x}_{0}, \mathbf{v}_{0}\right)= \begin{cases}-e_{r}\left(\theta_{M}\right) & \text { if } \theta_{M}<\psi\left(\theta_{P}\right), \\ -\zeta\left(\theta_{\omega}\right) M^{2}\left(\theta_{\omega}\right) e_{\theta}\left(\theta_{\omega}\right)-e_{r}\left(\theta_{\omega}\right) & \text { if } \theta_{M} \geq \psi\left(\theta_{P}\right),\end{cases}
$$

where for simplicity of notations we have not indicated explicitly the composition with $U^{-1}$ of the functions $\theta_{M}, \theta_{\omega}$ and $\theta_{P}$. It follows that $\mathbf{I}$ is smooth on $\Omega_{H}^{+} \cup \Omega_{C}^{+}$, since this property holds for $\theta_{\omega}$.
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To prove that $\mathbf{I}$ is discontinuous on parabolic orbits, fix any $\left(\mathbf{x}_{0}, \mathbf{v}_{0}\right)=$ $U\left(\rho_{0}, \zeta_{0}, \theta_{0}, M_{0}\right) \in \Omega_{P}^{+}$. Then, we can consider solutions of (2.19) with initial conditions of the form

$$
\left(\mathbf{x}_{0}, \mathbf{v}_{0}\right)=\left(\rho_{0}, \zeta_{0}, \theta_{0}, M_{*}\right) \in \Omega_{H}^{+} \cup \Omega_{C}^{+}
$$

with $M_{*}$ in a neighborhood of $M_{0}$. By (2.54)

$$
\lim _{\theta_{M_{*}} \rightarrow \psi\left(\theta_{P}\right)^{+}} \mathbf{I} \circ U=-e_{r}\left(\theta_{P}\right) \neq \lim _{\theta_{M_{*}} \rightarrow \psi\left(\theta_{L}\right)^{-}} \mathbf{I} \circ U=-e_{r}\left(\psi\left(\theta_{P}\right)\right),
$$

so that $\mathbf{I}$ is discontinuous on $\Omega_{P}^{+}$.
Note that $\mathbf{I}$, as defined by property $i$ iii) of the statement, exists on all $\Omega$. In fact, on the rectilinear motions, it is $\mathbf{I}\left(\mathbf{x}_{0}, \mathbf{v}_{0}\right)=-\frac{\mathbf{x}_{0}}{\left|\mathbf{x}_{0}\right|}$. On solutions with negative scalar angular momentum, one can easily adapt the argument used in $\Omega^{+}$, getting also the corresponding regularity results.

To complete the proof of the theorem, we observe that $i$ ) holds since the $S O(2)$ invariance of $\mathbf{R}$ is inherited by $\mathbf{I}$. Then, by $i$ ), the continuity of $\mathbf{I}$ on $\Omega_{H}^{+}$and the property

$$
\lim _{\theta_{\omega} \rightarrow\left(\alpha_{0}\right)^{+}}|\mathbf{I} \circ U|=+\infty
$$

it follows that

$$
\mathbf{I}(\Omega)=\mathbb{R}^{2} \backslash \operatorname{int}(\mathbb{D})
$$

where $\mathbb{D}$ is the closed unit disk in $\mathbb{R}^{2}$.

## Chapter 3

## Stability of the synchronous spin-orbit resonance

### 3.1 Linear stability of the synchronous resonance

The main result of this section is at the end of it, in Proposition 3.2. It determines a region of linear stability written in terms of the functions $\Lambda_{1}(e)$, defined in the first subsection, and $\Lambda_{2}(e)$, defined in the second one.

### 3.1.1 Uniqueness of the odd $2 \pi$-periodic solution

Note that equation (1.16) is invariant under the change $(t, \Theta) \rightarrow(-t,-\Theta)$, since $f(-t, e)=-f(t, e)$ and $r(-t, e)=r(t, e)$. Then, if $\Theta(t)$ is a solution of (1.16), so it is $-\Theta(-t)$. On the other hand, for $e=0$, the equation (1.16) becomes the free pendulum equation $\ddot{\Theta}+\Lambda \sin \Theta=0$. In this case we know that for $\Lambda \leq 1$, the only $2 \pi$-periodic solution are the equilibria $\Theta \equiv 0$ and $\Theta \equiv \pi$. Since the trivial solution is the stable one, it is natural to look for the $2 \pi$-periodic continuation of such solution for $e \neq 0$ in the family of the odd solutions of (1.16), which is equivalent to solve the Dirichlet problem

$$
\left\{\begin{array}{l}
\ddot{\Theta}+\frac{\Lambda}{r\left(t, e e^{3}\right.} \sin \Theta=-2 \ddot{f}(t, e),  \tag{3.1}\\
\Theta(0)=\Theta(\pi)=0
\end{array}\right.
$$

It is well known from nonlinear analysis that this problem has at least one solution because equation (1.16) can be written as

$$
\begin{equation*}
\ddot{\Theta}=F(t, \Theta), \tag{3.2}
\end{equation*}
$$

with $F(t, \Theta)$ bounded. Making explicit ${ }^{1}$ the dependence with respect to the parameters we can write

$$
\begin{equation*}
F(t, \Theta ; e, \Lambda)=-\frac{\Lambda}{r(t, e)^{3}} \sin \Theta-2 \ddot{f}(t, e) \tag{3.3}
\end{equation*}
$$

We are going to present a simple proof of the existence of solution, based on the shooting method (see [100]). This will be a convenient way to introduce some notation.

Let $\Theta(t)=\vartheta(t, v)$ be the solution of (3.2) satisfying initial conditions $\Theta(0)=0, \dot{\Theta}(0)=v \in \mathbb{R}$. Solutions of the problem (3.1) are in correspondence with the solutions of the equation $\vartheta(\pi, v)=0$. From equation (3.2) we know that $\vartheta$ satisfies the following integral equation

$$
\vartheta(t, v)=v t+\int_{0}^{t}(t-s) F(s, \vartheta(s, v)) d s
$$

Moreover, since there exists a positive number $M \geq|F(t, \Theta)|$, then

$$
|\vartheta(t, v)-v t| \leq M \frac{t^{2}}{2}
$$

for each $t \in \mathbb{R}$. Using this estimate for $t=\pi$, we conclude that

$$
\lim _{v \rightarrow \pm \infty} \vartheta(\pi, v)= \pm \infty
$$

In consequence, the equation $\vartheta(\pi, v)=0$ must have at least one solution.
We know now that the Dirichlet problem (3.1) has a solution, however, it is not necessarily unique. For instance, in the circular case $(e=0)$, if $\Lambda \leq 1$ the only solution of the problem (3.1) is $\Theta(t) \equiv 0$, while if $\Lambda>1$ there are additional solutions, see [86]. We would like to determine a region of parameters $(e, \Lambda)$ where there is uniqueness for the problem (3.1).

The shooting method is also useful to prove uniqueness by proving that $\vartheta(\pi, v)$ is monotone, which is equivalent to say that the partial derivative $\partial_{v} \vartheta(\pi, v)$ never vanishes. From the theorem of differentiability with respect to initial conditions, we know that $y(t)=\partial_{v} \vartheta(t, v)$ is the solution of the variational equation

$$
\begin{equation*}
\ddot{y}+\left(\frac{\Lambda}{r(t, e)^{3}} \cos [\vartheta(t, v ; e, \Lambda)]\right) y=0 \tag{3.4}
\end{equation*}
$$

[^10]with initial conditions $y(0)=0, \dot{y}(0)=1$. Note that in (3.4) we have made explicit the dependence upon the parameters of $\vartheta$. We conclude that the problem (3.1) has a unique solution as soon as the equation (3.4) has the trivial solution $y(t) \equiv 0$ as the unique solution satisfying the Dirichlet conditions $y(0)=y(\pi)=0$. This condition will be checked for every $v \in \mathbb{R}$.

To do this we will employ the Sobolev inequality

$$
\begin{equation*}
K_{l}(p)\|\xi\|_{p}^{2} \leq\|\dot{\xi}\|_{2}^{2} \tag{3.5}
\end{equation*}
$$

where $\xi$ is any function in the space $H_{0}^{1}[0, l],\|\cdot\|_{p}$ is the $L^{p}$-norm, which is defined by

$$
\|\xi\|_{p}= \begin{cases}\left(\int_{0}^{l}|\xi(t)|^{p} d t\right)^{1 / p}, & \text { if } \quad 1 \leq p<\infty, \\ \underset{t \in[0, l]}{\operatorname{ess} \sup ^{\operatorname{en}}}|\xi(t)|, & \text { if } p=\infty,\end{cases}
$$

and the constant $K_{l}(p)$ is optimal for (3.5) by definition,

$$
K_{l}(p)=\inf _{\xi \in H_{0}^{1}[0, l] \backslash\{0\}} \frac{\|\dot{\xi}\|_{2}^{2}}{\|\xi\|_{p}^{2}},
$$

see [118], [18]. This constant has an explicit expression in terms of special functions since, according to [128],

$$
K_{l}(p)= \begin{cases}\frac{2 \pi}{p l^{1+2 / p}}\left(\frac{2}{2+p}\right)^{1-2 / p}\left(\frac{\Gamma(1 / p)}{\Gamma(1 / 2+1 / p)}\right)^{2}, & \text { if } 1 \leq p<\infty  \tag{3.6}\\ \frac{4}{l}, & \text { if } p=\infty\end{cases}
$$

where $\Gamma$ is the usual Gamma function. The last expression can be employed to check that $K_{l}(p)$ is continuous for all $p \in[1, \infty]$.

In order to prove the following lemma let us also recall Hölder's inequality for $\xi \in L^{p}[0, l]$ and $\chi \in L^{q}[0, l]$, with $1 / p+1 / q=1$,

$$
\begin{equation*}
\|\xi \cdot \chi\|_{1} \leq\|\xi\|_{p}\|\chi\|_{q} \tag{3.7}
\end{equation*}
$$

Lemma 3.1. Let $a \in C[0, l]$ be a function such that its positive part

$$
a^{+}(t)=\max \{0, a(t)\},
$$

satisfies

$$
\begin{equation*}
\left\|a^{+}\right\|_{\alpha}<K_{l}\left(\frac{2 \alpha}{\alpha-1}\right), \tag{3.8}
\end{equation*}
$$

with $\alpha \in[1, \infty]$. Then, the unique solution of the Dirichlet problem

$$
\left\{\begin{array}{l}
\ddot{y}+a(t) y=0,  \tag{3.9}\\
y(0)=y(l)=0,
\end{array}\right.
$$

is the trivial solution.
This Lemma is a particular case of Corollary 2.2 in [18], in its Dirichlet version (Section 2.3). As we see in Remark 2.1 and in Section 2.3 of [18], we do not need to impose the condition $\int_{0}^{l} a(t) d t>0$, since, in the terminology of [18], our problem is nonresonant.

Proof. We proceed by contradiction. Multiply the equation in (3.9) by $y(t) \not \equiv 0$ and integrate by parts,

$$
\begin{equation*}
\int_{0}^{l} \dot{y}(t)^{2} d t=\int_{0}^{l} a(t) y(t)^{2} d t \leq \int_{0}^{l} a^{+}(t) y(t)^{2} d t \tag{3.10}
\end{equation*}
$$

i.e.

$$
\|\dot{y}\|_{2}^{2} \leq\left\|a^{+} y^{2}\right\|_{1}
$$

from (3.7) we get

$$
\|\dot{y}\|_{2}^{2} \leq\left\|a^{+}\right\|_{p}\left\|y^{2}\right\|_{q}
$$

for any numbers such that $1 \leq p, q \leq \infty$ satisfying $1 / p+1 / q=1$. Additionally, from (3.5) we get

$$
K_{l}(\beta)\|y\|_{\beta}^{2} \leq\left\|a^{+}\right\|_{p}\left\|y^{2}\right\|_{q},
$$

for any number such that $1 \leq \beta \leq \infty$. Let us take $q=\beta / 2$ in the last inequality and assume that $y(t) \not \equiv 0$, consequently

$$
K_{l}(\beta) \leq\left\|a^{+}\right\|_{\frac{\beta}{\beta-2}},
$$

where we have used that $\|y\|_{\beta}^{2}=\left\|y^{2}\right\|_{\beta / 2}$. The last inequality contradicts the hypothesis (3.8). In consequence, $y(t) \equiv 0$.

The previous Lemma can be applied to equation (3.4) in the interval $[0, \pi]$ for each $\alpha \in[1, \infty]$. To do this we define the following function

$$
\begin{equation*}
\Lambda_{0}(e, \alpha)=\frac{K_{\pi}\left(\frac{2 \alpha}{\alpha-1}\right)}{\left\|r(\cdot, e)^{-3}\right\|_{\alpha}} \tag{3.11}
\end{equation*}
$$

which has an explicit expression in terms of the hypergeometric function and the $\Gamma$ function, and it is continuous in both of its variables. Let us show this


Figure 3.1: The functions $e \mapsto \Lambda_{0}(e, \alpha)$ for different values of $\alpha$.
point. We can compute that

$$
\left\|r(\cdot, e)^{-3}\right\|_{\alpha}= \begin{cases}\frac{\pi}{\left(1-e^{2}\right)^{3 / 2}}, & \text { if } \alpha=1  \tag{3.12}\\ \left(\frac{\pi_{2} F_{1}(1 / 2,3 \alpha-1 ; 1 ; 2 e /(1+e))}{(1+e)^{3 \alpha-1}}\right)^{1 / \alpha}, & \text { if } 1<\alpha<\infty \\ (1-e)^{-3}, & \text { if } \alpha=\infty\end{cases}
$$

where $\|\cdot\|_{\alpha}$ denotes the $L^{\alpha}[0, \pi]$-norm and ${ }_{2} F_{1}$ is the hypergeometric function. The continuous dependence of the function $\left\|r(\cdot, e)^{-3}\right\|_{\alpha}$ with respect to $e$ and $\alpha<\infty$ is guaranteed by the classical theorem in integration theory. Moreover, it is also guaranteed for $\alpha=\infty$, because it is well known that the $L^{\alpha}$-norm of a function converges to its $L^{\infty}$-norm as $\alpha \rightarrow \infty$. The function $K_{l}(p)$ is continuous for each $p \in[1, \infty)$ since $\Gamma(x)$ is continuous for all $x>0$. It is also continuous for $p=\infty$ because $\Gamma(1 / 2)=\sqrt{\pi}$ and $\Gamma(1 / p)=p+\mathcal{O}(1)$ as $p \rightarrow \infty$. Consequently, $\Lambda_{0}(e, \alpha)$ is continuous in both entries.

The graphs of $\Lambda_{0}(\cdot, \alpha)$, for some values of $\alpha$, are plotted in Figure 3.1.
Now we are able to define the function

$$
\begin{equation*}
\Lambda_{1}(e)=\max _{\alpha \in[1, \infty]} \Lambda_{0}(e, \alpha), \tag{3.13}
\end{equation*}
$$

which allow us to state Proposition 3.1, that is the main result of this section. But before, let us state some properties of $\Lambda_{1}$.

Lemma 3.2. The function $\Lambda_{1}$ defined in (3.13) is continuous, strictly decreasing and

$$
\Lambda_{1}(0)=1, \quad \lim _{e \rightarrow 1^{-}} \Lambda_{1}(e)=0
$$

Proof. The continuity of $\Lambda_{0}(e, \alpha)$ implies that the function $\Lambda_{1}(e)$ is bounded in $[0, \bar{e}]$, for all $\bar{e} \in(0,1)$, since,

$$
\left|\Lambda_{1}(e)\right| \leq \max _{[0, \bar{e}] \times[1, \infty]}\left|\Lambda_{0}(e, \alpha)\right| .
$$

Then, the continuity of $\Lambda_{1}(e)$ is equivalent to say that the set $\left\{\left(e, \Lambda_{1}(e)\right)\right.$ : $e \in[0, \bar{e}]\}$ is closed in $\mathbb{R}^{2}$.

Since $\Lambda_{1}$ is bounded, we can take a sequence $e_{n} \in[0, \bar{e}]$ converging to $e$ such that $\Lambda_{1}\left(e_{n}\right)$ converges to a some $\zeta$. Then we have to prove that $\Lambda_{1}(e)=\zeta$.

By definition of $\Lambda_{1}$, for each $n$ there exists $\alpha_{n} \in[1, \infty]$ such that $\Lambda_{1}\left(e_{n}\right)=$ $\Lambda_{0}\left(e_{n}, \alpha_{n}\right)$. We can take a subsequence $\alpha_{\sigma(n)}$ converging to a some $\hat{\alpha}$. Due to the continuity of $\Lambda_{0}$ and because $\Lambda_{1}\left(e_{\sigma(n)}\right)=\Lambda_{0}\left(e_{\sigma(n)}, \alpha_{\sigma(n)}\right)$, we get that $\Lambda_{1}(e) \geq \Lambda_{0}(e, \hat{\alpha})=\zeta$. On the other hand, we can take a $\alpha_{*} \in[1, \infty]$ such that $\Lambda_{1}(e)=\Lambda_{0}\left(e, \alpha_{*}\right)$. Again, since $\Lambda_{1}\left(e_{n}\right) \geq \Lambda_{0}\left(e_{n}, \alpha_{*}\right)$, then, $\zeta \geq \Lambda_{0}\left(e, \alpha_{*}\right)=$ $\Lambda_{1}(e)$. Consequently, $\Lambda_{1}(e)=\zeta$.

To prove that $\Lambda_{1}$ is monotone, recall the definitions made in (1.11). We can evaluate the integral $\left\|r(\cdot, e)^{-3}\right\|_{\alpha}, \alpha \in[1, \infty)$ using the change of variable of the eccentric anomaly $t=u-e \sin u$ and get

$$
\begin{equation*}
\left\|r(\cdot, e)^{-3}\right\|_{\alpha}^{\alpha}=\int_{0}^{\pi} \frac{d u}{(1-e \cos u)^{3 \alpha-1}} \tag{3.14}
\end{equation*}
$$

differentiating with respect to $e$ and applying properties of the cosine we obtain

$$
\begin{aligned}
\frac{d}{d e}\left\|r(\cdot, e)^{-3}\right\|_{\alpha}^{\alpha} & =(3 \alpha-1) \int_{0}^{\pi} \frac{\cos u}{(1-e \cos u)^{3 \alpha}} d u \\
& =(3 \alpha-1) \int_{0}^{\pi / 2}\left(\frac{1}{(1-e \cos u)^{3 \alpha}}-\frac{1}{(1+e \cos u)^{3 \alpha}}\right) \cos u d u
\end{aligned}
$$

The last integral is clearly positive and, since

$$
\frac{d}{d e}\left\|r(\cdot, e)^{-3}\right\|_{\alpha}^{\alpha}=\alpha\left\|r(\cdot, e)^{-3}\right\|_{\alpha}^{\alpha-1} \frac{d}{d e}\left\|r(\cdot, e)^{-3}\right\|_{\alpha}
$$

the function $\left\|r(\cdot, e)^{-3}\right\|_{\alpha}$ is increasing in $e$. In consequence, according to the definition (3.11), each $\Lambda_{0}(\cdot, \alpha)$ is strictly decreasing for $\alpha \in[1, \infty)$. The same can be said about $\Lambda_{0}(\cdot, \infty)$ since, according to (3.12), $\left\|r(\cdot, e)^{-3}\right\|_{\infty}=$ $(1-e)^{-3}$. This implies also that $\Lambda_{1}$ is monotone.

Now let us prove that $\Lambda_{1}(0)=1$. First note that it is easy to check that $\Lambda_{0}(0, \infty)=K_{\pi}(2)=1$, then $\Lambda_{1}(0) \geq 1$. On the other hand, we can
apply Theorem 5 in [128] to our equation (3.16), which for $e=0$ is simply $\ddot{y}+\Lambda y=0$. In this case, the first anti-periodic eigenvalue is $1 / 4$. Then, using the identities (3.18) again and the definition of $\Lambda_{0}(0, \alpha)$, we get the following inequalities

$$
1>\Lambda_{0}(0,1), \quad 1 \geq \Lambda_{0}(0, \alpha), \quad \alpha \in(1, \infty]
$$

which lead to $\Lambda_{1}(0) \leq 1$. This proves the claim.
Now consider the asymptotic behavior. Note that the integrand in (3.14) is positive and has a singularity at $u=0$ for $e=1$. Actually, it behaves as $u^{-2(3 \alpha-1)}$ as $u \rightarrow 0^{+}$, making the integral divergent. This is the reason why $\left\|r(\cdot, e)^{-3}\right\|_{\alpha} \rightarrow \infty$ as $e \rightarrow 1^{-}$for each $\alpha \in[1, \infty)$, and, as a result, $\Lambda_{0}(e, \alpha) \rightarrow 0$. The same happens for the case $\alpha=\infty$ as we did before. To be able to take the maximum, the limit $\Lambda_{0}(e, \alpha) \rightarrow 0$ as $e \rightarrow 1^{-}$should be uniform, but so far we have shown only the pointwise convergence. To obtain this property we can apply Dini's Theorem (see Theorem 7.13 in [112]) thanks to the fact that $\Lambda_{0}(e, \alpha)$ is continuous in the compact set of values $\alpha \in[1, \infty]$ for each $e$, and it is monotone in $e$ for each $\alpha$. We can take any set of values $\left\{e_{n}\right\} \subset[0,1)$, such that $e_{n}<e_{n+1}$, and $e_{n} \rightarrow 1^{-}$as $n \rightarrow \infty$, and apply the mentioned theorem to the functions $f_{n}(\alpha)=\Lambda_{0}\left(e_{n}, \alpha\right)$. As a result, $\Lambda_{0}(e, \alpha) \rightarrow 0$ uniformly in $\alpha$ as $e \rightarrow 1^{-}$, which guarantees that $\Lambda_{1}(e) \rightarrow 0$.

The main result of this section is the following.
Proposition 3.1. Assume that $e \in(0,1]$ and $0 \leq \Lambda<\Lambda_{1}(e)$. Then, there exists a unique solution of the Dirichlet problem (3.1), denoted by $\Theta^{*}(t ; e, \Lambda)$. The function

$$
(t, e, \Lambda) \in[0, \pi] \times[0,1) \times\left[0, \Lambda_{1}(e)\right) \quad \mapsto \quad \Theta^{*}(t ; e, \Lambda),
$$

is analytic in the real sense.
Proof. The previous discussions lead directly to the existence and uniqueness of the solution. To prove the analytic character, we observe that, in terms of the previous notation, the solution corresponds to $\Theta^{*}(t ; e, \Lambda)=$ $\vartheta(t, v(e, \Lambda) ; e, \Lambda)$, where $v=v(e, \Lambda)$ is the unique solution of

$$
\vartheta(\pi, v ; e, \Lambda)=0 .
$$

Now we can apply the implicit function theorem, in its real analytic version (Theorem 2.3.5 in [67]), because the solution $\vartheta$ is analytic in all the entries due to the analytic character of the equation (1.16). Also, the derivative $\partial_{v} \vartheta(\pi, v ; e, \Lambda)$ does not vanish as long as $v \in \mathbb{R}, e \in[0,1)$ and $0 \leq \Lambda<\Lambda_{1}(e)$, due to Lemma 3.1. These considerations lead easily to the proof of the claim.


Figure 3.2: Stability diagram of $\Theta^{*}(t ; e, \Lambda)$ computed numerically: the gray regions are linearly unstable. The lines pattern indicates that for high eccentricity $e \geq 0.9$ we did not compute the linear stability due to the proximity to the singularity. The yellow region is the stable region by a Lyapunov-type criterion.

Remark 3.1. Being more precise, in terms of complex analysis, the function $\Theta^{*}(t ; e, \Lambda)$ has a holomorphic extension to some open subset of $\mathbb{C}^{3}$ containing $[0, \pi] \times[0,1) \times\left[0, \Lambda_{1}(e)\right)$.
Remark 3.2. Note that there are two special cases for which $\Theta^{*}$ can be computed

$$
\begin{equation*}
\Theta^{*}(t ; e, 0)=2(t-f(t, e)), \quad \Theta^{*}(t ; 0, \Lambda)=0 \tag{3.15}
\end{equation*}
$$

Now we are interested in the stability properties of the solution $\Theta^{*}(t ; e, \Lambda)$, which should be seen as $2 \pi$-periodic and odd from now on. In the following we will find a region of parameters where the linearized equation of (1.16) at $\Theta^{*}$, say,

$$
\begin{equation*}
\ddot{y}+\left(\frac{\Lambda}{r(t, e)^{3}} \cos \left[\Theta^{*}(t ; e, \Lambda)\right]\right) y=0 \tag{3.16}
\end{equation*}
$$

is stable (linear stability). See Figure 3.2.
For this purpose we are going to apply Theorem 1 from [128], which is a generalization of the classical Lyapunov criterion for the stability of a Hill's equation using $L^{\alpha}$ norms. According to it, given a Hill's equation

$$
\ddot{y}+a(t) y=0, \quad a(t+T)=a(t)
$$

with $a \in L^{\alpha}[0, T]$, the equation is stable if

$$
\begin{equation*}
\int_{0}^{T} a(t) d t>0 \quad \text { and } \quad\left\|a^{+}\right\|_{\alpha}<K_{T}\left(\frac{2 \alpha}{\alpha-1}\right) . \tag{3.17}
\end{equation*}
$$

See also a similar result by Borg in [77], Section 5.2.
In the present setting we want to consider $T=2 \pi$, so we have to do the computations in the interval $[0,2 \pi]$, instead of $[0, \pi]$, as we did before. We know that the following relations hold

$$
\begin{equation*}
K_{2 l}\left(\frac{2 \alpha}{\alpha-1}\right)=\frac{2^{\frac{1}{\alpha}}}{4} K_{l}\left(\frac{2 \alpha}{\alpha-1}\right), \quad \int_{0}^{2 \pi} \frac{d t}{r(t, e)^{3 \alpha}}=2 \int_{0}^{\pi} \frac{d t}{r(t, e)^{3 \alpha}} . \tag{3.18}
\end{equation*}
$$

The first identity comes from the definition of $K_{l}(p)$ in (3.6). In consequence, the second inequality in (3.17) is satisfied for equation (3.16) if $0<\Lambda<\frac{1}{4} \Lambda_{1}(e)$. We rule out the case $\Lambda=0$ because it does not satisfy the second inequality.

### 3.1.2 Upper and lower solutions

We see from Figure 3.2 that the condition $0<\Lambda<\frac{1}{4} \Lambda_{1}(e)$ is not sufficient to obtain stability. We are going to define another function $\Lambda_{2}(e)$, which let us guarantee that the first inequality in (3.17) is satisfied for equation (3.16). Let us impose that $\cos \left[\Theta^{*}(t ; e, \Lambda)\right]>0$, or, equivalently,

$$
\begin{equation*}
\left|\Theta^{*}(t ; e, \Lambda)\right|<\frac{\pi}{2}, \quad t \in[0,2 \pi] \tag{3.19}
\end{equation*}
$$

Due to the symmetry of this solution, it is sufficient to find the estimate on the half-interval $[0, \pi]$. This can be done with the method of upper and lower solutions. See for example [37].

Let $\psi(t)$ be a solution of the Dirichlet problem

$$
\ddot{\psi}=-\frac{\Lambda}{r(t, e)^{3}}, \quad \psi(0)=\psi(\pi)=0
$$

By the maximum principle, the function $\psi$ is positive on $(0, \pi)$ and can be expressed as

$$
\psi(t)=-\Lambda \int_{0}^{\pi} \frac{G(t, s)}{r(s, e)^{3}} d s
$$

where $G(t, s)$ is the Green's function associated to the operator $L[\psi]=\ddot{\psi}$ with Dirichlet conditions $\psi(0)=\psi(\pi)=0$, and whose expression is

$$
G(t, s)=\left\{\begin{array}{lll}
-s(\pi-t) / \pi & \text { if } & s \in[0, t] \\
-t(\pi-s) / \pi & \text { if } & s \in[t, \pi]
\end{array}\right.
$$

Note that $G(t, s) \leq 0$, and that $|G(t, s)| \leq|G(s, s)|$, then,

$$
\begin{equation*}
\psi(t) \leq \frac{\Lambda}{\pi} \int_{0}^{\pi} \frac{s(\pi-s)}{r(s, e)^{3}} d s \tag{3.20}
\end{equation*}
$$

We can use $\psi$ to produce the following functions

$$
\psi_{ \pm}(t)=2(t-f(t, e)) \pm \psi(t)
$$

These functions are upper and lower solutions of our problem, since they satisfy

$$
\psi_{+}(t)>\psi_{-}(t), \quad \ddot{\psi}_{-}(t) \geq F\left(t, \psi_{-}(t)\right), \quad \ddot{\psi}_{+}(t) \leq F\left(t, \psi_{+}(t)\right)
$$

where $F(t, \Theta)$ was defined by the expressions eqs. (3.2) and (3.3), and contains the nonlinear terms of our equation. Consequently,

$$
\psi_{+}(t) \geq \Theta^{*}(t ; e, \Lambda) \geq \psi_{-}(t), \quad t \in[0, \pi] .
$$

Let us look for bounds that do not depend on $t$. Consider the function $\chi(t)=f(t, e)-t$. Since $\chi(0)=\chi(\pi)=0$ and computing that

$$
\ddot{f}(t, e)=-\frac{2 e \sqrt{1-e^{2}} \sin [u(t, e)]}{(1-e \cos [u(t, e)])^{4}}<0, \quad t \in(0, \pi)
$$

we can say that $\chi(t), t \in[0, \pi]$, is positive and has a unique maximum $m(e)$ in the interval $(0, \pi)$, say,

$$
\begin{array}{r}
m(e)=2 \arctan \sqrt{\frac{(1+e)\left(e-1+\left(1-e^{2}\right)^{\frac{1}{4}}\right)}{(1-e)\left(e+1-\left(1-e^{2}\right)^{\frac{1}{4}}\right.}}-\arccos \left(\frac{1-\sqrt[4]{1-e^{2}}}{e}\right) \\
+\sqrt{e^{2}-\left(1-\sqrt[4]{1-e^{2}}\right)^{2}} . \tag{3.21}
\end{array}
$$

According to this discussion, define the function

$$
\begin{equation*}
\Lambda_{2}(e)=\frac{\frac{\pi^{2}}{2}-2 \pi m(e)}{\int_{0}^{\pi} \frac{t(\pi-t)}{r(t, e)^{3}} d t} \tag{3.22}
\end{equation*}
$$

then, the condition (3.19) is satisfied if $0<\Lambda<\Lambda_{2}(e)$. The stability result is summarized in the following Proposition.

Proposition 3.2. For each value $e \in(0,1)$ such that $m(e)<\pi / 4$, if $0<$ $\Lambda<\frac{1}{4} \Lambda_{1}(e)$ and $0<\Lambda<\Lambda_{2}(e)$, the solution $\Theta^{*}(t ; e, \Lambda)$ is linearly stable.

Remark 3.3. We can see in Figure 3.2 that the yellow region determined by Proposition 3.2 is just the first linear stability region of the solution. We have focused in this zone because, physically, the most relevant application is to the case of the major natural satellites in the solar system, which are generally close to be spherical. See [16] for a detailed study of periodic solutions in a large range of $\Lambda$. Besides, an extension of our results to higher stability regions can be done using the mentioned results by Borg in [77].


Figure 3.3: Bifurcation of stability at $e=e_{*}$. The shaded region is unstable.

### 3.2 Instability for high eccentricity

The numerical calculation of the instability regions in Figure 3.2 shows that there exists instability for high eccentricities, whose boundary bifurcates from $\Lambda=0$ at some value of the eccentricity that we will call $e=e_{*}$. As it is described in [10], Chapter 2, Section 7.3, Zlatoustov and collaborators already showed this behavior with computer simulations in [129]. In this section we will prove the existence of such bifurcation branch for small $\Lambda$. Assume that $e$ and $\Lambda$ are in the conditions of Proposition 3.1 and let $\Theta^{*}(t ; e, \Lambda)$ be the odd $2 \pi$-periodic solution obtained for the Dirichlet problem (3.1). The next result also concerns the stability of the variational equation (3.16).

Theorem 3.1. For some $\varepsilon>0$, there exists a function $E:[0, \varepsilon) \rightarrow(0,1)$, $\Lambda \mapsto E(\Lambda)$, such that the equation (3.16) is unstable and has a non-trivial $4 \pi$-periodic solution if $e=E(\Lambda)$. Moreover, $E(0)=e_{*} \in(0,1)$ and for each $\bar{e} \in\left(e_{*}, 1\right)$ there exists $a \bar{\Lambda}=\bar{\Lambda}(\bar{e}) \in(0, \varepsilon)$, such that the equation (3.16) is unstable for the points $(e, \Lambda)$ satisfying $E(\Lambda)<e<\bar{e}, 0<\Lambda<\bar{\Lambda}$. In addition, the function $E$ can be expressed as $E(\Lambda)=\xi\left(\Lambda^{1 / p}\right)$, where $\xi(\zeta)$ is real analytic at $\zeta=0$ and $p \geq 1$ is an integer.

The proof of this result will provide some additional information. The number $e_{*}$ solves the equation $I(e)=0$, where,

$$
\begin{equation*}
I(e):=\int_{-\pi}^{\pi} \frac{\cos [2(t-f(t, e))]}{r(t, e)^{3}} d t . \tag{3.23}
\end{equation*}
$$

Numerical computations suggest that $e_{*}$ is the only root of $I(e)$ and $e_{*} \approx$ 0.682...

The general theory of Hill's equation deals with the study of

$$
\begin{equation*}
\ddot{y}+a(t) y=0 \tag{3.24}
\end{equation*}
$$

where $a$ is a continuous and $2 \pi$-periodic function, see [77]. As it is well known, the discriminant $\Delta=\Delta[a]$ is a real number such that (3.24) is stable if $|\Delta|<2$ (elliptic case) and unstable if $|\Delta|>2$ (hyperbolic case). When $|\Delta|=2$ (parabolic case) the equation might be stable or unstable. In this last case, there is at least one $4 \pi$-periodic solution and, only if all the solutions of (3.24) are $4 \pi$-periodic (coexistence), the equation is stable.

According to Theorem 3.1, the specific equation (3.16) is parabolic-unstable on the curve $e=E(\Lambda)$ and hyperbolic-unstable on the shaded region of the Figure 3.3. In particular, this hyperbolicity implies that $\Theta^{*}(t ; e, \Lambda)$ is unstable, in the Lyapunov sense, as solution of the nonlinear equation (1.16).

Incidentally, we notice that Zhang's conditions (3.17) really imply that (3.24) is elliptic-stable. In our particular case, it means that equation (3.16) is elliptic on the conditions of Proposition 3.2.

To describe the strategy for the proof of Theorem 3.1 we first recall some facts on the linear equation (3.24) when the coefficient $a(t)$ is even. Note that this is the case for (3.16). Let $y_{1}$ and $y_{2}$ be the normalized solutions, i.e., solutions obtained with initial conditions $y_{1}(0)=1, \dot{y}_{1}(0)=0, y_{2}(0)=0$, $\dot{y}_{2}(0)=1$. The discriminant is expressed in terms of these solutions by the formula

$$
\begin{equation*}
\Delta^{2}-4=4 \dot{y}_{1}(2 \pi) y_{2}(2 \pi) \tag{3.25}
\end{equation*}
$$

which let us decide the stability in a convenient way.
For the equation (3.16), we have that $y_{1}(t)=y_{1}(t ; e, \Lambda)$ and $y_{2}(t)=$ $y_{2}(t ; e, \Lambda)$. Particularly, for $\Lambda=0$ we observe that for all $t \in \mathbb{R}, e \in[0,1)$,

$$
\begin{equation*}
y_{1}(t ; e, 0) \equiv 1, \quad y_{2}(t ; e, 0) \equiv t . \tag{3.26}
\end{equation*}
$$

Assuming that $\Lambda<\frac{1}{4} \Lambda_{1}(e)$, let us prove that $y_{2}(2 \pi ; e, \Lambda)>0$. Since $y_{2}$ is a non-trivial solution, we can apply Lemma 3.1 for $l=2 \pi$, and conclude that $y_{2}(2 \pi ; e, \Lambda) \neq 0=y_{2}(0 ; e, \Lambda)$. From (3.26), $y_{2}(2 \pi ; e, 0)>0$ for each $e \in[0,1)$, then, by continuity, $y_{2}(2 \pi ; e, \Lambda)>0$.

In consequence, by (3.25), if $\dot{y}_{1}(2 \pi ; e, \Lambda)$ is negative/positive, the equation will be stable/unstable. Additionally, the fact that $y_{2}(2 \pi ; e, \Lambda) \neq 0$ implies, by Theorems 1.1 and 1.2 in [77], that $y_{2}$ is not $4 \pi$-periodic. Therefore, if $\dot{y}_{1}(2 \pi ; e, \Lambda)=0$, then, the equation (3.24) will be parabolic-unstable. Since $\dot{y}_{1}(2 \pi ; e, 0)=0$ for each $e$, the division formula can be applied to write

$$
\begin{equation*}
\dot{y}_{1}(2 \pi ; e, \Lambda)=\Lambda \Psi(e, \Lambda), \tag{3.27}
\end{equation*}
$$

with

$$
\Psi(e, \Lambda)=\int_{0}^{1} \partial_{\Lambda} \dot{y}_{1}(2 \pi ; e, s \Lambda) d s
$$

which is a real analytic function in both variables. This comes from the fact that any solution $y=y(t ; e, \Lambda)$ of (3.16) is analytic in all its entries due to the real analytic version of the theorem of differentiability of solutions with respect to the parameters. Fix a value $e \in[0,1)$ and note that, according to the expansion of $\dot{y}_{1}(2 \pi, e, \Lambda)$ around $\Lambda=0$, we have

$$
\Psi(e, 0)=\partial_{\Lambda} \dot{y}_{1}(2 \pi ; e, 0)
$$

Differentiating the equation (3.16) with respect to $\Lambda$ and evaluating at $\Lambda=0$, we obtain

$$
\partial_{\Lambda} \ddot{y}(t ; e, 0)+\frac{\cos \left[\Theta^{*}(t ; e, 0)\right]}{r(t, e)^{3}} y(t ; e, 0)=0,
$$

which can be integrated with initial condition $\partial_{\Lambda} \dot{y}_{1}(0 ; e, 0)=0$ and give as a result that

$$
\partial_{\Lambda} \dot{y}_{1}(2 \pi ; e, 0)=-\int_{0}^{2 \pi} \frac{\cos [2(t-f(t, e))]}{r(t, e)^{3}} d t
$$

Due to the periodicity of the integrand and considering the definition (3.23), we can change the interval of integration from $[0,2 \pi]$ to $[-\pi, \pi]$ and identify $\Psi(e, 0)=-I(e)$.

The standard theory of integrals depending on parameters implies that $I(e)$ is a real analytic function defined on $e \in[0,1)$. Moreover, since $f(t, 0)=$ $t$ and $r(t, 0)=1$, we see that $I(0)=2 \pi>0$. The following result implies that $I(e)$ has a change of sign. Hence, $I\left(e_{*}\right)=0$ for some $e_{*} \in(0,1)$.

Lemma 3.3. The function $I(e)$ has a negative finite limit as $e \rightarrow 1^{-}$.
The proof of this result is delicate because it is not possible to interchange the limit with the integral sign. Let us explain this point. Since the integrand is even, we just consider the integral (3.23) on the interval $(0, \pi)$. At first glance we see that the limit of the integrand is

$$
\lim _{e \rightarrow 1^{-}} \frac{\cos [2(t-f(t, e))]}{r(t, e)^{3}}=\frac{\cos [2 t]}{r(t, 1)^{3}}
$$

because, as $e \rightarrow 1^{-}, f(t, e) \rightarrow \pi$ for all $t \in(0, \pi)$. From the definition of $r(t, 1)$, we get the expansion $r(t, 1)^{3}=9 t^{2} / 2+O\left(t^{4}\right)$, i.e., the integrand has a pole of order 2 at $t=0$. Therefore,

$$
\int_{0}^{\pi} \frac{\cos [2 t]}{r(t, 1)^{3}} d t=+\infty
$$

However, the delicate point comes from the fact that, for $e$ close to 1 , the value of $f(t, e)$ increases from 0 to $\pi$ very fast. This results in a fast-changing argument of the cosine and, ultimately, a change of sign of the integrand in (3.23) for smaller and smaller $t>0$. In this situation we cannot apply any classical technique, such as the dominated convergence theorem or Fatou's lemma.

In order to prove Lemma 3.3, we will first apply the Residue Theorem to compute $I(e)$ for $e \in(0,1)$, and then we let $e$ go to 1 . All this hard work is postponed to the end of the section.

Once we have found $e_{*}$ such that $\Psi\left(e_{*}, 0\right)=0$, it seems natural to find the function $e=E(\Lambda)$ as a solution of the implicit function problem

$$
\Psi(E(\Lambda), \Lambda)=0, \quad E(0)=e_{*}
$$

A direct application of the implicit function theorem does not seem easy. The number $e_{*}$ is not known explicitly and the transversality condition $\partial_{\Lambda} \Psi\left(e_{*}, 0\right) \neq 0$ leads to a complicated integral with no clear sign.

Taking advantage of the analytic character of the function $\Psi$, we will apply the following parametric version of Bolzano's Theorem. The proof of Theorem 3.1 will follow as a direct consequence.

Lemma 3.4. Let $\Upsilon:\left[0, l_{1}\right) \times\left[0, l_{2}\right) \rightarrow \mathbb{R}, l_{1}, l_{2}>0$, be a real analytic function of two variables $\Upsilon=\Upsilon(x, y)$ such that,

$$
\begin{equation*}
\Upsilon(0,0)<0<\liminf _{x \rightarrow l_{1}^{-}} \Upsilon(x, 0) \tag{3.28}
\end{equation*}
$$

Then, there exists a value $x_{*} \in\left(0, l_{1}\right)$ and a function $\varphi:[0, \varepsilon) \rightarrow\left(0, l_{1}\right)$, such that

$$
\begin{equation*}
\varphi(0)=x_{*}, \quad \Upsilon(\varphi(y), y)=0, \quad \text { for each } y \in[0, \varepsilon), \tag{3.29}
\end{equation*}
$$

and, for each $\bar{x} \in\left(x_{*}, l_{1}\right)$, there exists a $\bar{y}>0$ such that

$$
\begin{equation*}
\Upsilon(x, y)>0, \quad \text { if } \quad \varphi(y)<x, x<\bar{x}, 0<y<\bar{y} . \tag{3.30}
\end{equation*}
$$

Moreover, there exists some positive integer $p \geq 1$ such that $\varphi(y)=$ $\tilde{\varphi}\left(y^{1 / p}\right)$, where $\tilde{\varphi}(\zeta)$ is analytic at $\zeta=0$.

Proof. The function $\Upsilon(\cdot, 0)$ is analytic in $\left[0, l_{1}\right)$ and changes sign, then it has a finite number of zeros. We will say that a zero $x_{0} \in\left(0, l_{1}\right)$ of this function is transversal if

$$
\Upsilon\left(x_{0}+\sigma, 0\right) \Upsilon\left(x_{0}-\sigma, 0\right)<0,
$$

for every small enough $\sigma>0$. The function $\Upsilon(\cdot, 0)$ has at least one transversal zero due to the condition (3.28).

Define the set of zeros

$$
Z=\left\{(x, y) \in\left[0, l_{1}\right) \times\left[0, l_{2}\right): \Upsilon(x, y)=0\right\}
$$

We say that a zero $x_{0} \in\left(0, l_{1}\right)$ of $\Upsilon(\cdot, 0)$ has a continuation if the point $\left(x_{0}, 0\right)$ is non-isolated in $Z$. Transversal zeros have always a continuation. This is a consequence of Bolzano's Theorem. Given a transversal zero $x_{0}$, for small $\varepsilon>0$,

$$
\Upsilon\left(x_{0}+\sigma, y\right) \Upsilon\left(x_{0}-\sigma, y\right)<0 \quad \text { if } 0<y<\varepsilon
$$

Therefore, $Z$ has a point lying in the segment $\left[x_{0}-\sigma, x_{0}+\sigma\right] \times\{y\}$. The converse is not true, sometimes non-transversal zeros have a continuation. We illustrate the previous definitions with the example

$$
\Upsilon(x, y)=(y-x+1)^{2}(y+x-2)(x-3)^{2} .
$$

This function satisfies the conditions of the Lemma if $l_{1}>3, l_{2}>0$. Additionally, $\Upsilon(\cdot, 0)$ has three zeros, say, $x_{0}=2$ (transversal), $x_{1}=1$ (nontransversal with continuation) and $x_{2}=3$ (non-transversal without continuation).

Let $x_{*} \in\left(0, l_{1}\right)$ be the largest zero of $\Upsilon(\cdot, 0)$ having a continuation. Now, we are going to use several theorems on real analytic functions of two variables in order to characterize the continuation set of the point $\left(x_{*}, 0\right)$.

First, we apply the Weierstrass Preparation Theorem (Theorem 6.3.1 in [67]) to the function $\Upsilon$ at the point $\left(x_{*}, 0\right)$. To do this, note that some coefficient of the power series expansion of $\Upsilon(x, 0)$ at $x=x_{*}$ does not vanish (otherwise $\Upsilon(x, 0) \equiv 0$ ). Then, the function $\Upsilon(x, y)$ can be decomposed as

$$
\Upsilon(x, y)=W\left(x-x_{*}, y\right) Y(x, y), \quad(x, y) \in U
$$

where $U$ is a small neighborhood of $\left(x_{*}, 0\right), Y(x, y)$ is a non-vanishing real analytic function defined on $U$ and $W(x, y)$ is a Weierstrass polynomial. This means that there exists an integer $N \geq 1$ such that

$$
W(x, y)=x^{N}+A_{N-1}(y) x^{N-1}+\cdots+A_{1}(y) x+A_{0}(y)
$$

where the functions $A_{n}(y), n=0, \ldots, N-1$, are real analytic at $y=0$ and $A_{n}(0)=0$. As a result, the equation $\Upsilon=0$ is equivalent to $W=0$ in $U$.

Second, we can apply the Decomposition Theorem (Theorem 4.2.7 in [67]) to $W$. We deduce that there exists a finite number $q$ of functions


Figure 3.4: Illustration of the contradiction argument. Green, red and blue correspond to values of $\Upsilon$ that are positive, negative and zero, respectively.
$H_{1}, H_{2}, \ldots, H_{q}$, defined on $[0, \varepsilon)$ where $H_{j}(0)=x_{*}, j=1, \ldots, q ; H_{1}(y)<$ $H_{2}(y)<\ldots<H_{q}(y)$ if $y \in(0, \varepsilon)$, and such that, for some neighborhood $V \subset U$ of $\left(x_{*}, 0\right)$, we can characterize the continuation set as

$$
Z \cap V=\left\{\left(H_{j}(y), y\right): y \in[0, \varepsilon), j=1, \ldots, q\right\} .
$$

Moreover, there exists an integer $p \geq 1$ such that $H_{j}(y)=\tilde{H}_{j}\left(y^{1 / p}\right)$, where each $\tilde{H}_{j}(\zeta)$ is analytic at $\zeta=0$. We define $\varphi=H_{q}$ and $\tilde{\varphi}=\tilde{H}_{q}$. Then, the identities (3.29) are automatically satisfied.

It remains to check that the inequality (3.30) holds. We start with a preliminary observation: given a point $(x, y) \in V$ with $x>\varphi(y)$, then, $\Upsilon(x, y)>0$. This is a consequence of the way we have chosen $\varphi=H_{q}$. Consider $\chi \in\left(x_{*}, x_{*}+\sigma\right)$, with $\sigma>0$ small enough such that the point $(\chi, 0) \in V$. The point $(\chi, 0)$ is connected to every point within the region $\{(x, y) \in V: x>\varphi(y)\}$. Since $\Upsilon(\chi, 0)>0$, the same is true for all the points in the region.

Let us now prove (3.30) by a contradiction argument concerning the definition of $x_{*}$. Assume the existence of a number $\bar{x} \in\left(x_{*}, l_{1}\right)$ and a sequence of points $\left\{\left(x_{n}, y_{n}\right)\right\}$ satisfying

$$
\Upsilon\left(x_{n}, y_{n}\right) \leq 0, \quad \varphi\left(y_{n}\right)<x_{n}, x_{n}<\bar{x}, y_{n}>0, y_{n} \underset{n \rightarrow \infty}{\longrightarrow} 0 .
$$

Figure 3.4 illustrates the argument for strict inequalities $\Upsilon\left(x_{n}, y_{n}\right)<0$. It is not restrictive to assume that $\bar{x}$ is sufficiently close to $l_{1}$ in order to guarantee that $\bar{x} \notin V$ and $\Upsilon(\bar{x}, 0)>0$. Let us fix $\varepsilon_{1}>0$ such that $\Upsilon(\bar{x}, y)>0$ if $y \in\left[0, \varepsilon_{1}\right]$. Letting $n \rightarrow \infty$ in the inequality $x_{n}>\varphi\left(y_{n}\right)$, we deduce that $\liminf _{n \rightarrow \infty} x_{n} \geq x_{*}$.

From the previous discussions we know that $\left(x_{n}, y_{n}\right) \notin V$. Then, there exists some positive number $\nu>0$ such that $x_{n}>x_{*}+\nu$ for large $n$. Also,
we can assume $y_{n} \leq \varepsilon_{1}$. For each $n$, the function $\Upsilon\left(\cdot, y_{n}\right)$ must have a zero in the interval $\left[x_{n}, \bar{x}\right)$, say $\hat{x}_{n} \in\left[x_{n}, \bar{x}\right)$. After extracting a subsequence we can assume that $\hat{x}_{n}$ converges to some $\hat{x} \in\left[x_{*}+\nu, \bar{x}\right]$. Then, $(\hat{x}, 0)$ is a nonisolated point in $Z$. Which contradicts the definition of $x_{*}$ as the largest of such points.

Proof of Lemma 3.3. We will employ some techniques from complex analysis. They are motivated by the following observation: after the change of variable $t=u-e \sin u$, we can express the integral in the form

$$
I(e)=\int_{-\pi}^{\pi} \frac{\cos [2(u-e \sin u-f(u, e))]}{(1-e \cos u)^{2}} d u
$$

where the true anomaly $f$ is written in terms of the eccentric anomaly $u$, as defined by eqs. (1.11) and (1.12). Then, it is indeed the composition of $f(t, e)$ with $t=u-e \sin u$.

Using some trigonometric identities $I(e)$ can be written as an integral in the family

$$
\int_{-\pi}^{\pi}\left(R_{1}(\cos u, \sin u) \sin (2 e \sin u)+R_{2}(\cos u, \sin u) \cos (2 e \sin u)\right) d u
$$

where $R_{1}(x, y)$ and $R_{2}(x, y)$ are rational functions. The simpler family of trigonometric integrals

$$
\int_{-\pi}^{\pi} R(\cos u, \sin u) d u
$$

is often analyzed using the change of variables $z=\exp [i u]$ and the Residue Theorem. We will show that this trick also works in our situation.

First it is convenient to observe that

$$
\int_{-\pi}^{\pi} \frac{\sin [2(u-e \sin u-f(u, e))]}{(1-e \cos u)^{2}} d u=0
$$

because the integrand is odd. Therefore, our integral can be expressed as

$$
\begin{equation*}
I(e)=\int_{-\pi}^{\pi} \frac{\exp [2 i(u-e \sin u-f(u, e))]}{(1-e \cos u)^{2}} d u \tag{3.31}
\end{equation*}
$$

After the change of variable $z=\exp [i u]$, we can interpret $I(e)$ as an integral over the curve $\gamma$, where $\gamma$ is the unit circle with counter-clockwise orientation. To find the integrand we employ the formulas

$$
\cos u=\frac{1}{2}\left(z+\frac{1}{z}\right), \quad \sin u=\frac{1}{2 i}\left(z-\frac{1}{z}\right),
$$

leading to

$$
1-e \cos u=-\frac{e}{2 z}\left(z-\zeta_{-}\right)\left(z-\zeta_{+}\right),
$$

where $\zeta_{ \pm}=\frac{1 \pm \sqrt{1-e^{2}}}{e}$. Note that $\zeta_{-}$and $\zeta_{+}$are positive real numbers with $\zeta_{-} \zeta_{+}=1$ and $\zeta_{-}^{e}<1$.

From (1.12) we can compute that

$$
\exp [i f(u, e)]=-\zeta_{+} \frac{z-\zeta_{-}}{z-\zeta_{+}}
$$

Straightforward computations show that

$$
I(e)=\frac{4}{i e^{2} \zeta_{+}^{2}} \int_{\gamma} h(z, e) d z
$$

where

$$
h(z, e)=\frac{z^{3} \exp \left[-e\left(z-\frac{1}{z}\right)\right]}{\left(z-\zeta_{-}\right)^{4}}
$$

For each $e \in(0,1)$, the meromorphic function $h(\cdot, e)$ has two singularities at $z=\zeta_{-}$and $z=0$, both inside the unit circle. Therefore, making explicit the dependence on $e$ and using the Residue Theorem,

$$
I(e)=\frac{8 \pi}{e^{2} \zeta_{+}(e)^{2}}\left[\operatorname{Res}\left(h(\cdot, e), \zeta_{-}(e)\right)+\operatorname{Res}(h(\cdot, e), 0)\right] .
$$

The singularity at $z=\zeta_{-}(e)$ is a pole of order 4. Then,

$$
\operatorname{Res}\left(h(\cdot, e), \zeta_{-}(e)\right)=\frac{1}{6} \frac{d^{3} g}{d z^{3}}\left(\zeta_{-}(e), e\right)
$$

with $g(z, e)=z^{3} \exp \left[-e\left(z-\frac{1}{z}\right)\right]$. The function $g(\cdot, 1)$ is holomorphic in $|z|>0$. Moreover,

$$
g(z, e) \rightarrow g(z, 1) \quad \text { as } \quad e \rightarrow 1^{-}, \quad z \neq 0,
$$

and the convergence is uniform for $z$ lying in any compact subset of $\mathbb{C} \backslash\{0\}$. In particular,

$$
\frac{d^{3} g}{d z^{3}}(z, e) \rightarrow \frac{d^{3} g}{d z^{3}}(z, 1) \quad \text { as } \quad e \rightarrow 1^{-} .
$$

This shows that the residue $\operatorname{Res}\left(h(\cdot, e), \zeta_{-}(e)\right)$ has a limit when $e \rightarrow 1^{-}$. We are going to prove that this is also the case for the residue at the origin.

The function $h(\cdot, 1)$ is holomorphic in $0<|z|<1$ and

$$
h(z, e) \rightarrow h(z, 1) \quad \text { as } \quad e \rightarrow 1^{-}, \quad 0<|z|<1
$$

The convergence is uniform on compact subsets. In particular on the circle $\tilde{\gamma}=\{z \in \mathbb{C}:|z|=1 / 2\}$. Then, as $e \rightarrow 1^{-}$,
$\operatorname{Res}(h(\cdot, e), 0)=\frac{1}{2 \pi i} \int_{\tilde{\gamma}} h(z, e) d z \quad \rightarrow \quad \frac{1}{2 \pi i} \int_{\tilde{\gamma}} h(z, 1) d z=\operatorname{Res}(h(\cdot, 1), 0)$.
We conclude that $I(e)$ has a limit, namely,

$$
\begin{equation*}
\lim _{e \rightarrow 1^{-}} I(e)=8 \pi\left[\frac{1}{6} \frac{d^{3} g}{d z^{3}}(1,1)+\operatorname{Res}(h(\cdot, 1), 0)\right] \tag{3.32}
\end{equation*}
$$

To complete the proof we must show that this number is negative. This will involve some computations, first,

$$
\begin{equation*}
\frac{1}{6} \frac{d^{3} g}{d z^{3}}(1,1)=-\frac{1}{3} \tag{3.33}
\end{equation*}
$$

The function $h(\cdot, 1)$ has an essential singularity at $z=0$. To compute the residue we factorize $h(\cdot, 1)$ in the form

$$
h(z, 1)=\mu(z) \nu(z),
$$

with

$$
\mu(z)=\frac{z^{3}}{(z-1)^{4}} \exp [-z], \quad \nu(z)=\exp \frac{1}{z} .
$$

Then, $\mu$ is holomorphic in the disk $|z|<1$ and has an expansion

$$
\mu(z)=\sum_{n=0}^{\infty} \mu_{n} z^{n}, \quad|z|<1 .
$$

The function $\nu$ has an essential singularity at $z=0$ with Laurent expansion

$$
\nu(z)=\sum_{n=0}^{\infty} \frac{1}{n!} z^{-n}, \quad|z|>0
$$

The residue of $h(\cdot, 1)$ can be computed from the Laurent expansion. More precisely,

$$
\begin{equation*}
\operatorname{Res}(h(\cdot, 1), 0)=\sum_{n=0}^{\infty} \frac{\mu_{n}}{(n+1)!} \tag{3.34}
\end{equation*}
$$

From the binomial series $(1-z)^{-d}=\sum_{n=0}^{\infty}\binom{n+d-1}{n} z^{n}$, we know that

$$
\frac{1}{(z-1)^{4}}=\sum_{n=0}^{\infty}\binom{n+3}{n} z^{n}, \quad|z|<1,
$$

and

$$
z^{3} \exp [-z]=\sum_{n=3}^{\infty} \frac{(-1)^{n+1}}{(n-3)!} z^{n}, \quad z \in \mathbb{C},
$$

we deduce that

$$
\mu_{0}=\mu_{1}=\mu_{3}=0, \quad \mu_{n}=\sum_{k=0}^{n-3}\binom{k+3}{k} \frac{(-1)^{n-k+1}}{(n-k-3)!}, \quad n \geq 3 .
$$

Combining this formula with (3.34),

$$
\operatorname{Res}(h(\cdot, 1), 0)=\sum_{n=0}^{\infty} \sum_{k=0}^{n-3}\binom{k+3}{k} \frac{(-1)^{n-k+1}}{(n+1)!(n-k-3)!}
$$

Letting $n-k-3=j$,

$$
\begin{aligned}
\operatorname{Res}(h(\cdot, 1), 0) & =\sum_{k=0}^{\infty} \sum_{j=0}^{\infty}\binom{k+3}{k} \frac{(-1)^{j}}{j!(j+k+4)!} \\
& <\sum_{k=0}^{\infty} \sum_{j=0}^{\infty}\binom{k+3}{k} \frac{1}{j!(j+k+4)!} \\
& <\sum_{j=0}^{\infty} \frac{1}{j!} \sum_{k=0}^{\infty}\binom{k+3}{k} \frac{1}{(k+4)!}=\exp [1] \sum_{k=0}^{\infty}\binom{k+3}{k} \frac{1}{(k+4)!}
\end{aligned}
$$

Finally, we observe that

$$
\sum_{k=0}^{\infty}\binom{k+3}{k} \frac{1}{(k+4)!}=\frac{1}{3!} \sum_{k=0}^{\infty} \frac{1}{(k+4) k!}<\frac{1}{4!} \sum_{k=0}^{\infty} \frac{1}{k!}=\frac{\exp [1]}{24} .
$$

Thus,

$$
\operatorname{Res}(h(\cdot, 1), 0)<\frac{\exp [2]}{24}<\frac{1}{3}
$$

and the proof follows from (3.32), (3.33) and this inequality.

### 3.3 The synchronous resonance in the dissipative regime

Recall that the dissipative spin-orbit problem is modelled by the equation

$$
\begin{equation*}
\ddot{\Theta}+\delta D(t, e) \dot{\Theta}+\frac{\Lambda}{r(t, e)^{3}} \sin \Theta=-2 \ddot{f}(t, e), \quad e \in[0,1), \Lambda \gg \delta \geq 0 \tag{3.35}
\end{equation*}
$$

with $D(t, e)$ positive, analytic and $2 \pi$-periodic in $t$. We know from Proposition 3.2 that, for $\delta=0$, there exists an odd $2 \pi$-periodic solution $\Theta^{*}(t ; e, \Lambda)$, which is linearly stable in the set

$$
\Omega=\left\{(e, \Lambda): 0<e<1,0<\Lambda<\frac{1}{4} \Lambda_{1}(e), 0<\Lambda<\Lambda_{2}(e)\right\} .
$$

Furthermore, this solution is elliptic in the following sense, the discriminant associated to the linearized equation at $\Theta^{*}(t ; e, \Lambda)$, say $\Delta_{0}=\Delta_{0}(e, \Lambda)$, satisfies $\left|\Delta_{0}\right|<2$.

We will prove that this periodic solution can be continued in the presence of friction, although the odd symmetry is lost.

Theorem 3.2. Assume that $(e, \Lambda) \in \Omega$. Then, there exists a number $\bar{\delta}>0$ and a real analytic function

$$
(t, \delta) \in \mathbb{R} \times[0, \bar{\delta}] \quad \mapsto \quad \Theta_{\delta}^{*}(t) \in \mathbb{R}
$$

satisfying
i) $\Theta_{\delta}^{*}(t)$ is an asymptotically stable $2 \pi$-periodic solution of (3.35),
ii) $\Theta_{0}^{*}(t)=\Theta^{*}(t ; e, \Lambda)$ for each $t \in \mathbb{R}$.

In principle, this theorem is consequence of well known classical results (see for instance Theorem 1.1 and 1.2 in Chapter 14, [31]). However, we will prove it independently because our proof will provide an explicit formula for $\bar{\delta}$. This formula will involve the quantities $e, \Lambda$ and $\Delta_{0}$ only.

Let $\Theta_{\delta}(t)$ be a solution of (3.35) satisfying $\Theta_{\delta}(0)=\Theta_{0} \in \mathbb{R}, \dot{\Theta}_{\delta}(0)=$ $\omega_{0} \in \mathbb{R}$. To make explicit the dependence on initial conditions, consider $x=\left(\Theta_{0}, \omega_{0}\right)^{\top} \in \mathbb{R}^{2}$ and

$$
\phi_{t}(\delta, x)=\binom{\Theta_{\delta}(t)}{\omega_{\delta}(t)}, \quad \text { with } \quad \omega_{\delta}(t)=\dot{\Theta}_{\delta}(t)
$$

Define the function

$$
\mathcal{F}(\delta, x)=\phi_{2 \pi}(\delta, x)-x
$$

The zeros of this function are in correspondence with the $2 \pi$-periodic solutions of (3.35). Since we know that $\Theta^{*}(t ; e, \Lambda)$ is the odd $2 \pi$-periodic solution for $\delta=0$, we are going to study the implicit function problem

$$
\mathcal{F}(\delta, \chi(\delta))=0, \quad \chi(0)=\binom{0}{\dot{\Theta}^{*}(0 ; e, \Lambda)} .
$$

The solution $x=\chi(\delta)$ of this problem will produce a branch of periodic solutions in the conditions of Theorem 3.2.

The proof of Theorem 3.2 will consists of two steps. First, we will apply a quantitative version of the Implicit Function Theorem in order to find $\chi(\delta)$, defined on $\delta \in[0, \bar{\delta}]$. Once the branch is constructed, we will prove the asymptotic stability of the solution.

In the next lemma we will employ the following notation.
Given a function $(\delta, x) \in[0,1] \times \mathbb{R}^{n} \mapsto \mathcal{G}(\delta, x) \in \mathbb{R}^{n}$. The partial derivative $\partial_{\delta} \mathcal{G}(\delta, x)$ will be interpreted as a vector in $\mathbb{R}^{n}$, whereas $\partial_{x} \mathcal{G}(\delta, x)$ and $\partial_{\delta x} \mathcal{G}(\delta, x)=\partial_{\delta}\left(\partial_{x} \mathcal{G}(\delta, x)\right)$ are linear maps represented by matrices in $\mathbb{R}^{n \times n}$. Let $x_{i}$ be the $i$-th component of $x \in \mathbb{R}^{n}$, then, $\partial_{x x} \mathcal{G}(\delta, x)$ is a bilinear map given by

$$
\partial_{x x} \mathcal{G}(\delta, x)[u, v]=\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial^{2} \mathcal{G}(\delta, x)}{\partial x_{i} \partial x_{j}} u_{i} v_{j}, \quad u, v \in \mathbb{R}^{n} .
$$

The norm in $\mathbb{R}^{n}$ is denoted by $\|\cdot\|$. The same notation will be employed for the induced norm in spaces of multilinear forms. See [40], Chapter 5, Section 7. Given a point $\zeta \in \mathbb{R}^{n}$ and a positive number $r>0$, the closed ball centered at $\zeta$ of radius $r$ is denoted by $\bar{B}_{r}(\zeta)$.

Lemma 3.5. Let $\mathcal{G}:\left[0, \delta_{*}\right] \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, with $\delta_{*}>0$, and $\mathcal{G}=\mathcal{G}(\delta, x)$, be a function of class $C^{2}$ such that there exists $\left(\partial_{x} \mathcal{G}\left(\delta_{0}, x_{0}\right)\right)^{-1}$ and $\mathcal{G}\left(\delta_{0}, x_{0}\right)=0$ for a certain point $\left(\delta_{0}, x_{0}\right) \in\left[0, \delta_{*}\right] \times \mathbb{R}^{n}$.

Assume that there exist uniform bounds $C_{1} \geq\left\|\partial_{\delta} \mathcal{G}\right\|, C_{12} \geq\left\|\partial_{\delta x} \mathcal{G}\right\|$, $C_{22} \geq\left\|\partial_{x x} \mathcal{G}\right\|$ for all $(\delta, x) \in\left[0, \delta_{*}\right] \times \mathbb{R}^{n}$ and $C_{0}>\left\|\left(\partial_{x} \mathcal{G}\left(\delta_{0}, x_{0}\right)\right)^{-1}\right\|$.

Define the positive constants

$$
\rho= \begin{cases}\frac{C_{12}-C_{0} C_{1} C_{22}}{C_{0} C_{12}^{2}} & \text { if } 2 C_{0} C_{1} C_{22}<C_{12},  \tag{3.36}\\ \frac{1}{4 C_{0}^{2} C_{1} C_{22}} & \text { if } 2 C_{0} C_{1} C_{22} \geq C_{12},\end{cases}
$$

and

$$
\begin{equation*}
R=R(\rho)=\frac{1-\sqrt{1-4 C_{0}^{2} C_{1} C_{22} \rho}}{2 C_{0} C_{22}}, \tag{3.37}
\end{equation*}
$$

then, there exists a $C^{2}$ function $\chi: \bar{B}_{\rho}\left(\delta_{0}\right) \cap\left[0, \delta_{*}\right] \rightarrow \bar{B}_{R}\left(x_{0}\right)$ satisfying $x_{0}=\chi\left(\delta_{0}\right)$ and

$$
\mathcal{G}(\delta, \chi(\delta))=0, \quad \delta \in \bar{B}_{\rho}\left(\delta_{0}\right) \cap\left[0, \delta_{*}\right] .
$$

Proof. The proof follows along the standard methods using the Contraction mapping theorem. See for instance Section 3.4 in [68]. We give some hints to reproduce the values of $\rho$ and $R$ in eqs. (3.36) and (3.37). Define

$$
L(\delta, x)=x-M^{-1} \mathcal{G}(\delta, x), \quad M=\partial_{x} \mathcal{G}\left(\delta_{0}, x_{0}\right),
$$

so that our problem is equivalent to the fixed point equation $x=L(\delta, x)$. We see that

$$
\begin{gathered}
\partial_{x} \mathcal{G}(\delta, x)-M=\int_{0}^{1} \partial_{\delta x} \mathcal{G}\left(\delta_{\lambda}, x_{\lambda}\right)\left(\delta-\delta_{0}\right) d \lambda+\int_{0}^{1} \partial_{x x} \mathcal{G}\left(\delta_{\lambda}, x_{\lambda}\right)\left(x-x_{0}\right) d \lambda, \\
\partial_{x} \mathcal{G}\left(\delta_{0}, x\right)-M=\int_{0}^{1} \partial_{x x} \mathcal{G}\left(\delta_{0}, x_{\lambda}\right)\left(x-x_{0}\right) d \lambda,
\end{gathered}
$$

where $\delta_{\lambda}=\lambda \delta+(1-\lambda) \delta_{0}, x_{\lambda}=\lambda x+(1-\lambda) x_{0}, \lambda \in[0,1]$. Consequently, since $\partial_{x} L(\delta, x)=\mathbb{1}-M^{-1} \partial_{x} \mathcal{G}(\delta, x)$, we can use the bounds of the derivatives of $\mathcal{G}$ to get that

$$
\begin{equation*}
\left\|\partial_{x} L(\delta, x)\right\| \leq C_{0}\left(C_{12} \rho+C_{22} R\right), \quad\left\|\partial_{x} L\left(\delta_{0}, x\right)\right\| \leq C_{0} C_{22} R, \tag{3.38}
\end{equation*}
$$

for each $x \in \bar{B}_{R}\left(x_{0}\right)$ and $\delta \in \bar{B}_{\rho}\left(\delta_{0}\right)$. From the second expression in (3.38) and the generalized version of the mean-value theorem for vector-valued functions, see [3], we get

$$
\left\|L\left(\delta_{0}, x\right)-L\left(\delta_{0}, x_{0}\right)\right\| \leq C_{0} C_{22} R^{2} \quad x \in \bar{B}_{R}\left(x_{0}\right)
$$

Proceeding analogously with $\partial_{\delta} L$, we obtain

$$
\left\|L(\delta, x)-L\left(\delta_{0}, x\right)\right\| \leq C_{0} C_{1} \rho \quad x \in \bar{B}_{R}\left(x_{0}\right), \delta \in \bar{B}_{\rho}\left(\delta_{0}\right)
$$

Note that $L\left(\delta_{0}, x_{0}\right)=x_{0}$ by definition, then,

$$
\begin{aligned}
\left\|L(\delta, x)-x_{0}\right\| & \leq\left\|L(\delta, x)-L\left(\delta_{0}, x\right)\right\|+\left\|L\left(\delta_{0}, x\right)-L\left(\delta_{0}, x_{0}\right)\right\| \\
& \leq C_{0}\left(C_{1} \rho+C_{22} R^{2}\right) .
\end{aligned}
$$

Let $X$ be the complete metric space composed by continuous functions

$$
\chi: \bar{B}_{\rho}\left(\delta_{0}\right) \cap\left[0, \delta_{*}\right] \rightarrow \bar{B}_{R}\left(x_{0}\right), \quad \chi\left(\delta_{0}\right)=x_{0} .
$$

The distance in $X$ is induced by the uniform norm. Consider the operator $L(\delta, \cdot): X \rightarrow X$. From the previous computations, this operator is well defined, i.e., $L(\delta, X) \subseteq X$, as long as

$$
C_{0}\left(C_{1} \rho+C_{22} R^{2}\right) \leq R .
$$

Moreover, from the first inequality in (3.38), L( $\delta, \cdot)$ is a contraction if

$$
C_{0}\left(C_{12} \rho+C_{22} R\right)<1
$$

The parameters $\rho$ and $R$ in (3.36) and (3.37) are the values such that the last two inequalities are satisfied and the value of $\rho$ is the largest possible. The Banach principle leads to a continuous solution of the functional equation. The implicit function theorem can be applied at each $(\delta, \chi(\delta))$ to deduce that this solution is indeed $C^{2}$.

Remark 3.4. Note that $\chi$ is a real analytic function if $\mathcal{G}$ is real analytic.
Remark 3.5. By direct substitution of (3.36), we get that $0 \leq 1-4 C_{0}^{2} C_{1} C_{22} \rho<$ 1, and

$$
\rho \in\left(0, \frac{1}{4 C_{0}^{2} C_{1} C_{22}}\right], \quad R \in\left(0, \frac{1}{2 C_{0} C_{22}}\right] .
$$

We will work with $n=2$ and the maximum norm

$$
\|x\|=\max \left\{\left|x_{1}\right|,\left|x_{2}\right|\right\}, \quad x=\binom{x_{1}}{x_{2}} .
$$

The corresponding norms in the spaces of multilinear maps (see [40]) are given by

$$
\begin{gathered}
\left\|\partial_{\delta} \mathcal{G}(\delta, x)\right\|=\max _{i \in\{1,2\}}\left|\partial_{\delta} \mathcal{G}_{i}(\delta, x)\right|, \\
\left\|\partial_{\delta x} \mathcal{G}(\delta, x)\right\|=\max _{i \in\{1,2\}}\left\{\sum_{j \in\{1,2\}}\left|\frac{\partial^{2} \mathcal{G}_{i}(\delta, x)}{\partial \delta \partial x_{j}}\right|\right\}, \\
\left\|\partial_{x x} \mathcal{G}(\delta, x)\right\|=\max _{i \in\{1,2\}}\left\{\sum_{j, k \in\{1,2\}}\left|\frac{\partial^{2} \mathcal{G}_{i}(\delta, x)}{\partial x_{k} \partial x_{j}}\right|\right\} .
\end{gathered}
$$

It will be clear from the computations of the bounds of the previous norms that Lemma 3.5 cannot be directly applied to the function $\mathcal{F}$. Actually, the norm of $\partial_{\delta} \mathcal{F}(\delta, x)$ has not a uniform bound in $(\delta, x) \in \mathbb{R}^{2}$. To overcome this difficulty, we will observe that there is a partial a priori bound for the periodic solutions of (3.35).

Lemma 3.6. Let $\Theta(t)$ be a $2 \pi$-periodic solution of (3.35). Then,

$$
|\dot{\Theta}(t)| \leq C \quad \text { for each } t \in \mathbb{R},
$$

with $C:=\Lambda \int_{0}^{2 \pi} \frac{d t}{r(t, e)^{3}}+2 \int_{0}^{2 \pi}|\ddot{f}(t, e)| d t$.
Proof. Note that if $\Theta(t)$ satisfies (3.35), then $\omega(t)=\dot{\Theta}(t)$ satisfies the equation

$$
\dot{\omega}+\delta D(t, e) \omega=b_{0}(t), \quad b_{0}(t)=-2 \ddot{f}(t, e)-\frac{\Lambda}{r(t, e)^{3}} \sin [\Theta(t)]
$$

by variation of constants we see that if $\omega_{0}=\omega\left(t_{0}\right)$,

$$
\omega(t)=\omega_{0} \exp \left(-\delta \int_{t_{0}}^{t} D(s, e) d s\right)+\int_{t_{0}}^{t} b_{0}(s) \exp \left(-\delta \int_{s}^{t} D(\tau, e) d \tau\right) d s
$$

and, since $D$ is positive,

$$
\begin{equation*}
|\omega(t)| \leq\left|\omega_{0}\right|+\int_{t_{0}}^{t_{0}+2 \pi}\left|b_{0}(s)\right| d s \leq\left|\omega_{0}\right|+C \tag{3.39}
\end{equation*}
$$

where we defined

$$
C=2\|\ddot{f}(\cdot, e)\|_{1}+\Lambda\left\|r(\cdot, e)^{-3}\right\|_{1}
$$

where $\|\cdot\|_{1}$ is the $L^{1}[0,2 \pi]$-norm.
Since the solution $\Theta(t)$ is $2 \pi$-periodic, then, we could choose $t_{0}$ such that $\dot{\Theta}\left(t_{0}\right)=\omega_{0}=0$. Then, $C$ is a bound for $|\dot{\Theta}(t)|$.

Note that an analogous bound cannot be obtained for $\Theta(t)$. Due to the periodicity of the equation, $\Theta(t)+2 n \pi$ is also a solution for each $n \in \mathbb{Z}$.

Let us define the function $\mathcal{M}: \mathbb{R} \rightarrow \mathbb{R}$, and the map $\mathcal{R}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ such that

$$
\mathcal{M}(\zeta)=\left\{\begin{array}{ll}
\arctan (\zeta+C)-C & \text { if } \zeta<-C,  \tag{3.40}\\
\zeta & \text { if }|\zeta| \leq C, \\
\arctan (\zeta-C)+C & \text { if } \zeta>C,
\end{array} \quad \mathcal{R}(x)=\binom{x_{1}}{\mathcal{M}\left(x_{2}\right)}\right.
$$

We observe that $\mathcal{R}$ is $C^{2}$ and satisfies

- $\mathcal{R}$ is the identity on the strip $S_{C}=\left\{\left(x_{1}, x_{2}\right)^{\top}:\left|x_{2}\right| \leq C\right\}$.
- $\mathcal{R}\left(\mathbb{R}^{2} \backslash S_{C}\right) \cap S_{C}=\emptyset$.

From these properties and Lemma 3.6 it is easy to deduce that, if $x \in S_{C}$, the equation $\mathcal{F}(\delta, x)=0$ is equivalent to $\mathcal{G}(\delta, x)=0$, where,

$$
\mathcal{G}(\delta, x)=\mathcal{F}(\delta, \mathcal{R}(x)) .
$$

Here by equivalence we mean that both equations have the same solutions.
We can now find bounds for the norms of the derivatives of $\mathcal{G}$. Consider a vector $x=\left(\Theta_{0}, \omega_{0}\right)^{\top} \in \mathbb{R}^{2}$ and let $\Theta=\Theta(t ; \delta, x)$ be the solution of (3.35) with initial conditions $\Theta(0)=\Theta_{0}, \dot{\Theta}(0)=\omega_{0}$ for fixed $(e, \Lambda)$. Let us call $\omega(t ; \delta, x)=\dot{\Theta}(t ; \delta, x)$ and

$$
\phi_{t}(\delta, x)=\binom{\Theta(t ; \delta, x)}{\omega(t ; \delta, x)} .
$$

Note that $\Phi(t)=\partial_{x} \phi_{t}(\delta, x) \in \mathbb{R}^{2 \times 2}$ is the matrix solution of

$$
\dot{y}=A(t) y, \quad y(0)=\mathbb{1}
$$

where

$$
A(t)=\left(\begin{array}{cc}
0 & 1 \\
-\frac{\Lambda}{r(t, e)^{3}} \cos [\Theta(t ; \delta, x)] & -\delta D(t, e)
\end{array}\right),
$$

then, for $0 \leq s \leq t \leq T=2 \pi$,

$$
\Phi(t) \Phi(s)^{-1}=\mathbb{1}+\int_{s}^{t} A(\tau) \Phi(\tau) \Phi(s)^{-1} d \tau
$$

taking matrix norms and using Gronwall's inequalities, we have that

$$
\left\|\Phi(t) \Phi(s)^{-1}\right\| \leq \exp \left(\int_{s}^{t}\|A(\tau)\| d \tau\right) \leq \exp \left(\int_{0}^{T}\|A(\tau)\| d \tau\right)
$$

Using the maximum norm we get

$$
\|A(\tau)\| \leq \begin{cases}\max \left\{1, \Lambda\left|r(\tau, e)^{-3}\right|\right\} & \text { if } \delta=0 \\ \max \left\{1, \Lambda\left|r(\tau, e)^{-3}\right|+\delta|D(\tau, e)|\right\} & \text { if } \delta>0\end{cases}
$$

in consequence, using the subscript 0 for the case $\delta=0$, we have that

$$
\left\|\Phi_{0}(t) \Phi_{0}(s)^{-1}\right\| \leq \kappa_{0}=\exp \left(\max \left\{T, \Lambda\left\|r(\cdot, e)^{-3}\right\|_{1}\right\}\right),
$$

where $\|\cdot\|_{1}$ is the $L^{1}[0, T]$-norm. Note that, for $\delta=0$, it is also true that $\left\|A(\tau)^{\top}\right\| \leq \max \left\{T, \Lambda\left|r(\tau, e)^{-3}\right|\right\}$, then, $\left\|\Phi_{0}(t)^{\top}\right\| \leq \kappa_{0}$. Fixing a value $\delta_{*}>0$, for $\delta \in\left(0, \delta_{*}\right]$ we have

$$
\left\|\Phi(t) \Phi(s)^{-1}\right\| \leq \kappa=\exp \left(\max \left\{T, \Lambda\left\|r(\cdot, e)^{-3}\right\|_{1}+\delta_{*}\|D(\cdot, e)\|_{1}\right\}\right)
$$

The previous bounds are valid for all the initial conditions $x \in \mathbb{R}^{2}$.
For

$$
\mathcal{G}(\delta, x)=\mathcal{F}(\delta, \mathcal{R}(x))=\phi_{T}(\delta, \mathcal{R}(x))-\mathcal{R}(x),
$$

where $\mathcal{R}$ is defined in (3.40), we want to find some positive constants such that

$$
C_{1} \geq\left\|\partial_{\delta} \mathcal{G}(\delta, x)\right\|, \quad C_{12} \geq\left\|\partial_{\delta x} \mathcal{G}(\delta, x)\right\|, \quad C_{22} \geq\left\|\partial_{x x} \mathcal{G}(\delta, x)\right\| .
$$

Computing the derivatives,

$$
\begin{gathered}
\partial_{\delta} \mathcal{G}(\delta, x)=\partial_{\delta} \phi_{T}(\delta, \mathcal{R}(x)), \\
\partial_{\delta x} \mathcal{G}(\delta, x)=\partial_{\delta x} \phi_{T}(\delta, \mathcal{R}(x)) \partial_{x} \mathcal{R}(x), \\
\frac{\partial^{2} \mathcal{G}}{\partial x_{i} \partial x_{j}}(\delta, x)=\partial_{x x} \phi_{T}(\delta, \mathcal{R}(x))\left[\frac{\partial \mathcal{R}}{\partial x_{i}}, \frac{\partial \mathcal{R}}{\partial x_{j}}\right]+\left(\partial_{x} \phi_{T}(\delta, \mathcal{R}(x))-\mathbb{1}\right)\left[\frac{\partial^{2} \mathcal{R}}{\partial x_{i} \partial x_{j}}\right],
\end{gathered}
$$

where, in the last expression, $\partial_{x x} \phi_{T}$ is considered as a bilinear map and $\left(\partial_{x} \phi_{T}-\mathbb{1}\right)$ as a linear map. We can see that the non-vanishing derivatives of $\mathcal{R}$ appearing above are

$$
\frac{\partial \mathcal{R}}{\partial x_{1}}=\binom{1}{0}, \quad \frac{\partial \mathcal{R}}{\partial x_{2}}=\binom{0}{\mathcal{M}^{\prime}\left(x_{2}\right)}, \quad \frac{\partial^{2} \mathcal{R}}{\partial x_{2}^{2}}=\binom{0}{\mathcal{M}^{\prime \prime}\left(x_{2}\right)}
$$

then, particularly,

$$
\begin{gathered}
\frac{\partial^{2} \mathcal{G}}{\partial x_{1}^{2}}(\delta, x)=\frac{\partial^{2} \phi_{T}}{\partial x_{1}^{2}}(\delta, \mathcal{R}(x)), \quad \frac{\partial^{2} \mathcal{G}}{\partial x_{1} \partial x_{2}}=\frac{\partial^{2} \phi_{T}}{\partial x_{1} \partial x_{2}}(\delta, \mathcal{R}(x)) \mathcal{M}^{\prime}\left(x_{2}\right), \\
\frac{\partial^{2} \mathcal{G}}{\partial x_{2}^{2}}(\delta, x)=\left(\mathcal{M}^{\prime}\left(x_{2}\right)\right)^{2} \frac{\partial^{2} \phi_{T}}{\partial x_{2}^{2}}(\delta, \mathcal{R}(x))+\left(\partial_{x} \phi_{T}(\delta, \mathcal{R}(x))-\mathbb{1}\right)\binom{0}{\mathcal{M}^{\prime \prime}\left(x_{2}\right)} .
\end{gathered}
$$

Taking into account that $\left|\mathcal{M}^{\prime}\left(x_{2}\right)\right| \leq 1$ and $\left|\mathcal{M}^{\prime \prime}\left(x_{2}\right)\right| \leq 3 \sqrt{3} / 8$, the constants $C_{1}, C_{12}$ and $C_{22}$ are going to be defined in terms of bounds for the derivatives of $\phi_{T}(\delta, \mathcal{R}(x))$.

The function $\partial_{\delta} \phi_{t}(\delta, x)$ is a solution of

$$
\dot{y}=A(t) y+b_{1}(t), \quad y(0)=0,
$$

where

$$
b_{1}(t)=\binom{0}{-D(t, e) \omega(t ; \delta, x)} .
$$

By variation of constants

$$
\partial_{\delta} \phi_{t}(\delta, x)=\int_{0}^{t} \Phi(t) \Phi(s)^{-1} b_{1}(s) d s
$$

then, in order to find a bound for $\left\|\partial_{\delta} \phi_{T}(\delta, \mathcal{R}(x))\right\|$, first we need to find a bound for $|\omega(t ; \delta, \mathcal{R}(x))|$. Note that the expression (3.39) is valid for all the initial conditions $\omega_{0}=\omega(0 ; \delta, x)$, but in our case $\left|\mathcal{M}\left(\omega_{0}\right)\right| \leq C+\pi / 2$, then,

$$
|\omega(t ; \delta, \mathcal{R}(x))| \leq 2 C+\pi / 2
$$

Consequently,

$$
\left\|\partial_{\delta} \phi_{T}(\delta, \mathcal{R}(x))\right\| \leq \int_{0}^{T}\left\|\Phi(T) \Phi(s)^{-1}\right\|\left\|b_{1}(s)\right\| d s \leq C_{1}=\kappa\|D(\cdot, e)\|_{1}(2 C+\pi / 2)
$$

We see that $\partial_{\delta x} \phi_{t}(\delta, x)$ is a matrix solution of

$$
\dot{y}=A(t) y+b_{12}(t), \quad y(0)=0
$$

where

$$
b_{12}(t)=\left(\begin{array}{cc}
0 & 0 \\
\frac{\Lambda}{r(t, e)^{3}} \partial_{\delta} \Theta(t ; \delta, x) \sin [\Theta(t ; \delta, x)] & -D(t, e)
\end{array}\right) \Phi(t),
$$

then,

$$
\left\|\partial_{\delta x} \phi_{T}(\delta, \mathcal{R}(x))\right\| \leq \int_{0}^{T}\left\|\Phi(T) \Phi(s)^{-1}\right\|\left\|b_{12}(s)\right\| d s \leq C_{12}
$$

with $C_{12}=\kappa^{2}\left(C_{1} \Lambda\left\|r(\cdot, e)^{-3}\right\|_{1}+\|D(\cdot, e)\|_{1}\right)$.
Finally, we observe that $\frac{\partial^{2} \phi_{t}}{\partial x_{i} \partial x_{j}}$ is solution of

$$
\dot{y}=A(t) y+b_{22}^{i j}(t), \quad y(0)=0,
$$

where

$$
b_{22}^{i j}(t)=\binom{0}{\frac{\Lambda}{r(t, e)^{3}} \frac{\partial \Theta}{\partial x_{i}} \frac{\partial \Theta}{\partial x_{j}} \sin \Theta} .
$$

Then

$$
\left\|\frac{\partial^{2} \phi_{T}}{\partial x_{i} \partial x_{j}}(\delta, \mathcal{R}(x))\right\| \leq \int_{0}^{T}\left\|\Phi(T) \Phi(s)^{-1}\right\|\left\|b_{22}^{i j}(s)\right\| d s \leq \kappa^{3} \Lambda\left\|r(\cdot, e)^{-3}\right\|_{1} .
$$

In consequence,

$$
\left\|\partial_{x x} \mathcal{G}(\delta, x)\right\| \leq \sum_{i, j \in\{1,2\}}\left\|\frac{\partial^{2} \mathcal{G}}{\partial x_{i} \partial x_{j}}\right\| \leq C_{22}=4 \kappa^{3} \Lambda\left\|r(\cdot, e)^{-3}\right\|_{1}+\frac{3 \sqrt{3}(1+\kappa)}{8} .
$$

Finally, in our case, $\delta_{0}=0$ and $x_{0}=\left(0, \dot{\Theta}^{*}(0)\right)^{\top}$. We know that $\left|\dot{\Theta}^{*}(0)\right| \leq$ $C$, since $\Theta^{*}(t)$ is a $T$-periodic solution, then, $\mathcal{R}\left(x_{0}\right)=x_{0}$ and $\partial_{x} \mathcal{R}\left(x_{0}\right)=\mathbb{1}$, so, we have to find a bound for the norm of

$$
\left(\partial_{x} \mathcal{G}\left(0, x_{0}\right)\right)^{-1}=\left(\partial_{x} \phi_{T}\left(0, x_{0}\right)-\mathbb{1}\right)^{-1} .
$$

For any matrix $M \in \mathbb{R}^{2 \times 2}$,

$$
M^{-1}=-\frac{J M^{\top} J}{\operatorname{det} M}, \quad J=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right),
$$

since $\|J\|=1$, then,

$$
\left\|M^{-1}\right\| \leq \frac{\left\|M^{\top}\right\|}{|\operatorname{det} M|}
$$

on the other hand, define $\Delta_{0}=\operatorname{Tr}\left(\partial_{x} \phi_{T}\left(0, x_{0}\right)\right)$, since $\partial_{x} \phi_{T}\left(0, x_{0}\right)$ is a symplectic matrix, we have that $\operatorname{det}\left(\partial_{x} \phi_{T}\left(0, x_{0}\right)^{\top}-\mathbb{1}\right)=2-\Delta_{0}$. In consequence,

$$
\left\|\left(\partial_{x} \mathcal{G}\left(0, x_{0}\right)\right)^{-1}\right\| \leq C_{0}=\frac{1+\kappa_{0}}{\left|2-\Delta_{0}\right|}
$$

Summarizing, we have obtained

$$
\begin{gathered}
C_{0}=\frac{1+\kappa_{0}}{\left|2-\Delta_{0}\right|}, \quad C_{1}=\kappa\|D(\cdot, e)\|_{1}(2 C+\pi / 2), \\
C_{12}=\kappa^{2}\left(C_{1} \Lambda\left\|r(\cdot, e)^{-3}\right\|_{1}+\|D(\cdot, e)\|_{1}\right), \\
C_{22}=4 \kappa^{3} \Lambda\left\|r(\cdot, e)^{-3}\right\|_{1}+\frac{3 \sqrt{3}(1+\kappa)}{8},
\end{gathered}
$$

where $\|\cdot\|_{1}$ is the $L^{1}[0,2 \pi]$-norm and the constants $\kappa_{0}$ and $\kappa$ are defined by

$$
\begin{gathered}
\kappa_{0}=\exp \left(\max \left\{2 \pi, \Lambda\left\|r(\cdot, e)^{-3}\right\|_{1}\right\}\right) \\
\kappa=\exp \left(\max \left\{2 \pi, \Lambda\left\|r(\cdot, e)^{-3}\right\|_{1}+\delta_{*}\|D(\cdot, e)\|_{1}\right\}\right)
\end{gathered}
$$

where the constant $\delta_{*} \in(0,1 / 4)$ can be chosen arbitrarily as long as the computed value $\bar{\delta}$ remains smaller than the chosen $\delta_{*}$. We will take $\delta_{*}=0.01$ for the linear MacDonald torque in Section 3.3.2.

The parameters $\rho$ and $R$ are now determined by (3.36) and (3.37). We find the function $\chi(\delta)$ defined on $[0, \rho]$, such that

$$
\begin{equation*}
\|\chi(\delta)-\chi(0)\| \leq R \tag{3.41}
\end{equation*}
$$

Once we have constructed the branch of periodic solutions $\Theta=\Theta_{\delta}^{*}(t)$, we analyze the stability properties. The next Lemma on linear equations is tailored for our purposes.

Lemma 3.7. Let $a, b, c: \mathbb{R} \rightarrow \mathbb{R}$ be continuous and $T$-periodic functions, also, $c \in C^{1}$ and $\int_{0}^{T} c(t) d t>0$. Let $K>0$ be a constant such that

$$
\left|b(t)-\frac{1}{4} c(t)^{2}-\frac{1}{2} \dot{c}(t)\right|<K, \quad t \in[0, T] .
$$

Let $\Delta_{0}$ be the discriminant of $\ddot{y}+a(t) y=0$ and assume that $\left|\Delta_{0}\right|<2$. Assume that

$$
\left\|\Phi_{0}(t) \Phi_{0}(s)^{-1}\right\| \leq \kappa_{0}, \quad 0 \leq s<t \leq T,
$$

where $\Phi_{0}(t)$ is the matrix solution of $\ddot{y}+a(t) y=0$, such that $\Phi_{0}(0)=\mathbb{1}$, and $\|\cdot\|$ denotes the matrix norm induced by the maximum norm in $\mathbb{R}^{2}$. Then, the equation

$$
\begin{equation*}
\ddot{y}+c(t) \dot{y}+(a(t)+b(t)) y=0 \tag{3.42}
\end{equation*}
$$

is asymptotically stable if

$$
\begin{equation*}
K<\frac{1}{\kappa_{0} T} \ln \left(1+\frac{2-\left|\Delta_{0}\right|}{2 \kappa_{0}}\right) . \tag{3.43}
\end{equation*}
$$

Proof. The change of variables $\eta(t)=\exp \left(\frac{1}{2} \int_{0}^{t} c(s) d s\right) y(t)$, transforms (3.42) into

$$
\ddot{\eta}+(a(t)+\tilde{b}(t)) \eta=0,
$$

where

$$
\tilde{b}(t)=b(t)-\frac{1}{4} c(t)^{2}-\frac{1}{2} \dot{c}(t) .
$$

We observe that (3.42) is asymptotically stable if the equation for $\eta$ is stable. If we call $Y=\binom{\eta}{\dot{\eta}}$, we obtain the equation

$$
\dot{Y}=\left(A_{0}(t)+\tilde{b}(t) N\right) Y
$$

where

$$
A_{0}(t)=\left(\begin{array}{cc}
0 & 1 \\
-a(t) & 0
\end{array}\right), \quad N=\left(\begin{array}{cc}
0 & 0 \\
-1 & 0
\end{array}\right) .
$$

Let $\Phi(t)$ be the matrix solution with $\Phi(0)=\mathbb{1}$. Then, by variation of constants, the equation is equivalent to

$$
\Phi(t)=\Phi_{0}(t)+\int_{0}^{t} \Phi_{0}(t) \Phi_{0}(s)^{-1} \tilde{b}(t) N \Phi(s) d s
$$

Since the maximum norm of $N$ is 1 , then,

$$
\|\Phi(t)\| \leq \kappa_{0}+\kappa_{0} \mu \int_{0}^{t}\|\Phi(s)\| d s
$$

Using Gronwall's Lemma,

$$
\|\Phi(t)\| \leq \kappa_{0} \exp \left(\kappa_{0} \mu t\right),
$$

in consequence,

$$
\left\|\Phi(t)-\Phi_{0}(t)\right\| \leq \kappa_{0}^{2} \mu \int_{0}^{t} \exp \left(\kappa_{0} \mu s\right) d s=\kappa_{0}\left(\exp \left(\kappa_{0} \mu t\right)-1\right)
$$

For any real square matrix $M,|\operatorname{Tr} M| \leq 2 r_{s}(M) \leq 2| | M| |$, where $r_{s}$ is the spectral radius. If $\Delta=\operatorname{Tr} \Phi(T)$ and, using hypothesis (3.43),

$$
\left|\Delta-\Delta_{0}\right| \leq 2 \kappa_{0}\left(\exp \left(\kappa_{0} \mu T\right)-1\right)<2-\left|\Delta_{0}\right| .
$$

We conclude that $|\Delta|<2$.
The variational equation of (3.35) at $\Theta_{\delta}^{*}(t)$ is

$$
\ddot{y}+\delta D(t, e) \dot{y}+\frac{\Lambda}{r(t, e)^{3}} \cos \left[\Theta_{\delta}^{*}(t)\right] y=0 .
$$

We can interpret this equation as a perturbation of the equation for $\delta=0$. In the framework of (3.42),

$$
\begin{gathered}
a(t)=\frac{\Lambda}{r(t, e)^{3}} \cos \left[\Theta_{0}^{*}(t)\right] \\
b(t)=\frac{\Lambda}{r(t, e)^{3}}\left(\cos \left[\Theta_{\delta}^{*}(t)\right]-\cos \left[\Theta_{0}^{*}(t)\right]\right), \quad c(t)=\delta D(t, e) .
\end{gathered}
$$

To estimate $|b(t)|$ we observe that $\eta(t)=\Theta_{\delta}^{*}(t)-\Theta_{0}^{*}(t)$ satisfies the linear equation

$$
\begin{equation*}
\ddot{\eta}+P(t) \eta=Q(t), \tag{3.44}
\end{equation*}
$$

where

$$
P(t)=\frac{\Lambda}{r(t, e)^{3}} \frac{\sin \left[\Theta_{\delta}^{*}(t)\right]-\sin \left[\Theta_{0}^{*}(t)\right]}{\Theta_{\delta}^{*}(t)-\Theta_{0}^{*}(t)}, \quad Q(t)=-\delta D(t, e) \dot{\Theta}_{\delta}^{*}(t)
$$

In view of Lemma 3.6 we deduce that $|Q(t)| \leq \rho C D(t, e)$. Also, $|P(t)| \leq$ $\frac{\Lambda}{r(t, e)^{3}}$. These estimates, together with (3.41) and (3.37) lead to

$$
\begin{equation*}
\left|\Theta_{\delta}^{*}(t)-\Theta_{0}^{*}(t)\right| \leq \kappa_{0} R(\rho)+\kappa_{0} \rho C\|D(\cdot, e)\|_{1}, \tag{3.45}
\end{equation*}
$$

where $\|\cdot\|_{1}$ is the $L^{1}[0,2 \pi]$-norm. Let us prove this. By variation of constants in (3.44) we get that

$$
\binom{\eta(t)}{\dot{\eta}(t)}=\hat{\Phi}(t)\binom{\eta(0)}{\dot{\eta}(0)}+\int_{0}^{t} \hat{\Phi}(t) \hat{\Phi}^{-1}(s)\binom{0}{Q(s)} d s
$$

where $\hat{\Phi}(t)$ is the matrix solution of the homogeneous equation $\ddot{\eta}+P(t) \eta=0$. Note that, since $|P(t)| \leq \frac{\Lambda}{r(t, e)^{3}}$, we have that

$$
\|\hat{\Phi}(t)\| \leq \kappa_{0}=\exp \left(\max \left\{2 \pi, \Lambda\left\|r(\cdot, e)^{-3}\right\|_{1}\right\}\right),
$$

exactly as in the computation of $\kappa_{0}$. Moreover, note that

$$
\left\|\binom{\eta(0)}{\dot{\eta}(0)}\right\|=\|\chi(\delta)-\chi(0)\| \leq R,
$$

since $|Q(t)| \leq \rho C D(t, e)$, we get that

$$
\left|\Theta_{\delta}^{*}(t)-\Theta_{0}^{*}(t)\right| \leq \kappa_{0} R+\kappa_{0} \rho C| | D(\cdot, e) \|_{1} .
$$

Consequently,

$$
|b(t)| \leq \frac{\kappa_{0} \Lambda}{r(t, e)^{3}}\left(R(\rho)+\rho C\|D(\cdot, e)\|_{1}\right),
$$

and we can take a suitable $K=K(\rho)$, say,

$$
\begin{aligned}
K(\rho)=\kappa_{0} \Lambda\left\|r(\cdot, e)^{-3}\right\|_{\infty}\left(R(\rho)+\rho C\|D(\cdot, e)\|_{1}\right)+\frac{\rho^{2}}{4} \| & D(\cdot, e) \|_{\infty}^{2} \\
& +\frac{\rho}{2}\|\dot{D}(\cdot, e)\|_{\infty}
\end{aligned}
$$

Note that, by (3.37), $K(\rho)$ is an increasing continuous function for $\rho \in$ $\left(0, \frac{1}{4 C_{0}^{2} C_{1} C_{22}}\right]$ and such that $K(\rho) \rightarrow 0^{+}$as $\rho \rightarrow 0^{+}$. In consequence, the function $\Theta_{\delta}^{*}(t)$ obtained by Lemma 3.5 is asymptotically stable as long as

$$
\rho<K^{-1}\left(\frac{1}{\kappa_{0} T} \ln \left(1+\frac{2-\left|\Delta_{0}\right|}{2 \kappa_{0}}\right)\right) .
$$

In principle, we do not know if the value of $\rho$ defined by (3.36) satisfies this inequality. However, since the solution $\Theta_{\delta}^{*}(t)$ is defined for all $\delta \in[0, \rho]$, we can always take a smaller value of $\rho$, say $\bar{\delta}$, satisfying the previous inequality so that $\Theta_{\delta}^{*}(t)$ is asymptotically stable for all $\delta \in[0, \bar{\delta}]$. With this, we have proved Theorem 3.2.

### 3.3.1 The dissipative function $D(t, e)$

In addition of being a planar model, equation (3.35) models the dissipative spin-orbit with the strong assumption that the dissipative torque is proportional to $\dot{\Theta}$. This is obvious for the so-called linear MacDonald torque in (1.14), for which $D(t, e)=r(t, e)^{-6}$, in this case we will be able to find analytically the constants of our estimates, except for $\Delta_{0}$, which can be found numerically.

Let us sketch a procedure to make applicable our results to other dissipative torques. We take [42] as reference. In general, to compute the dissipative torque $\mathcal{T}_{d}$ we start from a potential $U$ depending on the position of the perturbing body, so that $\mathcal{T}_{d}=r F_{z}$, where $F_{z}$ is the $z$-component of the force $F=-\operatorname{grad} U$. It is common to expand $U$ in power series of $1 / r$, via Legendre polynomials, and assume that the dissipation is introduced by including a constant small time delay $\Delta t$ in the position of the perturber. This gives rise to the torque of equation (28) in [42]. If we take only the leading term of the expansion we get the linear MacDonald torque, equation (30), [42]. Note that, in the expanded torque (28), [42], we work with $i=0, M_{1}=M_{1}^{*}$, $r=r^{*}$, and $\lambda=\lambda^{*}$. Consequently, we can see that each term of the expansion is proportional to $\sin (-m \Delta t \dot{\Theta} / 2) \approx-m \Delta t \dot{\Theta} / 2$ and we can write the torque in the form $-\delta D(t, e) \dot{\Theta}$. Actually, different orders of approximation would give rise to different functions $D(t, e)$. However, we must mention that this procedure does not guarantee that $D(t, e)$ is positive, which is important to find an upper bound $C \geq\left|\dot{\Theta}_{\delta}^{*}(t)\right|$, see Lemma 3.6, involved in the computation of other constants of our estimates.


Figure 3.5: Dissipative diagram for the linear MacDonald torque. The greener regions correspond to greater admissible $\delta$. We do not guarantee the existence of $\Theta_{\delta}^{*}(t ; e, \Lambda)$ for the region filled with the wavy pattern.

### 3.3.2 Quantitative estimates for the linear MacDonald torque

In general we see that

$$
\begin{aligned}
\left\|r(\cdot, e)^{-3}\right\|_{\infty}= & \frac{1}{(1-e)^{3}}, \quad\left\|r(\cdot, e)^{-3}\right\|_{1}=\frac{2 \pi}{\left(1-e^{2}\right)^{3 / 2}} \\
& \|\ddot{f}(\cdot, e)\|_{1}=\frac{8 e}{\sqrt{1-e^{2}}}
\end{aligned}
$$

while for the linear MacDonald torque

$$
\begin{gathered}
\|D(\cdot, e)\|_{\infty}=\frac{1}{(1-e)^{6}}, \quad\|D(\cdot, e)\|_{1}=\frac{8+24 e^{2}+3 e^{4}}{4\left(1-e^{2}\right)^{9 / 2}} \pi \\
\|\dot{D}(\cdot, e)\|_{\infty} \leq \frac{6 e}{(1-e)^{8}}
\end{gathered}
$$

Taking $\delta_{*}=0.01$, we can compute the maximum admissible $\bar{\delta}=\bar{\delta}(e, \Lambda)$ and divide the $(e, \Lambda)$-diagram in regions corresponding to different orders of magnitude of $\bar{\delta}$. See Figure 3.5.

In the case of the Moon-Earth system, for which $e=0.0549, \Lambda=0.00069$, we obtain that the $1: 1$ resonance is asymptotically stable for all $\delta$ smaller than $\bar{\delta}=2.06 \cdot 10^{-20}$. This is actually a very small value, however, if we
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| Satellite (Planet) | $e$ | $\Lambda$ | $\delta$ | $\Delta t(\delta)$ |
| :---: | :---: | :---: | :---: | :---: |
| Moon (Earth) | 0.0549 | 0.00069 | $2.06 \cdot 10^{-20}$ | 11 min |
| Io (Jupiter) | 0.0041 | 0.021 | $9.69 \cdot 10^{-19}$ | 0.00057 min |
| Europa (Jupiter) | 0.0094 | 0.0055 | $2.85 \cdot 10^{-19}$ | 0.0064 min |

Table 3.1: Estimates for some satellite-planet systems with strong spin-orbit interaction. The parameters $e$ and $\Lambda$ have been taken from [16] and other constants from [1]. The corresponding $\bar{\delta}$ has been obtained numerically. The dependence of $\Delta t$ with respect to $\delta$ only depends on the parameters of the system.
evaluate the corresponding maximum admissible delay we get $\Delta t(\bar{\delta})=11$ min. Which means that, if the Moon's response is delayed 11 minutes or less, its asymptotic stability is guaranteed by our computations. Consider a seismic event occurring at the center of the Moon and reaching the surface in 11 minutes. If the Moon were homogeneous, the necessary velocity of propagation would be of $2.74 \mathrm{~km} / \mathrm{s}$. This is reasonably consistent with the available data from the interior of the Moon, for which the speed of p -waves ranges from $1.0 \mathrm{~km} / \mathrm{s}$ to $8.5 \mathrm{~km} / \mathrm{s}$, according to Table 24.2 in [122]. On the contrary, as we see in Table 3.1, we are less optimistic with respect to the direct applicability of these estimates for Io and Europa, since we get too small values of $\Delta t$. We do not know the ultimate reason for this shortcoming. The roughness of our estimates could be the underlying reason. The limitations of the model could also explain it. One of the referees has informed us about more accurate models involving a multi-layer structure for the satellite, like in [120]. In the framework of our study, the disparity comes from one parameter. The delay is given by

$$
\begin{equation*}
\Delta t=\frac{\delta}{2 C_{M}} \frac{T_{\text {orb }}}{2 \pi}=\delta \frac{\mathcal{C} a^{6}}{3 G M_{p}^{2} R_{s}^{5} k_{2, s}} \frac{T_{\text {orb }}}{2 \pi} \tag{3.46}
\end{equation*}
$$

where $T_{\text {orb }}$ is the orbital period, $a$ is the semimajor axis of the orbit, $G$ is the gravitational constant, $M_{p}$ is the mass of the planet, $R_{s}$ is the mean radius of the satellite and $k_{2, s}$ is its Love number (elasticity). The small values of $\Delta t$ for Io and Europa are mainly due to the large mass of Jupiter, which is around 300 times the mass of the Earth. The rest of the parameters in (3.46) are comparable for the three systems.

## Chapter 4

## The spin-spin model and its double synchronous resonance

### 4.1 Derivation of the conservative spin-spin model

In this section we will compute the equations of motion of the ellipsoids with respect to the inertial frame with origin at the barycenter of the system. We will compute the expansion of the potential energy of the system in Section 4.1.1 and particularize it to the planar problem in Section 4.1.2. Section 4.1.3 is devoted to find the equations of motion of the full system of four variables $\left(r, f, \theta_{1}, \theta_{2}\right)$, in terms of the gravitational potential energy $V=V\left(r, f, \theta_{1}, \theta_{2}\right)$. In Section 4.1.4 we fix the Keplerian orbit and obtain the final model in terms of physical parameters of the system.

### 4.1.1 Potential of the Full Two-Body Problem

The expansion of the potential energy in the Full Two-Body Problem has been obtained in several papers, see [119] for example. In this subsection, and in order to introduce some notation, we present a short derivation of the spherical harmonics expansion, following the approach of [76] and [13]. See also a similar approach in [84] and [32]. We start from the formula

$$
V=-G \iint \frac{\mathrm{~d} M_{1}\left(\mathbf{x}_{1}\right) \mathrm{d} M_{2}\left(\mathbf{x}_{2}\right)}{\left|\mathbf{x}_{1}-\mathbf{x}_{2}\right|}
$$

where each $\mathbf{x}_{j} \in \mathbb{R}^{3}$ is the position vector (with respect to the barycenter of the system) of the mass element $\mathrm{d} M_{j}\left(\mathbf{x}_{j}\right)$ corresponding to the ellipsoid $\mathcal{E}_{j}$.


Figure 4.1: Position vectors of the element of mass of an ellipsoid.

Making the change of variables $\mathbf{y}_{j}=\mathbf{x}_{j}-\mathbf{r}_{j}$, illustrated in Figure 4.1, and defining $\mathbf{y}=\mathbf{y}_{1}-\mathbf{y}_{2}$, we obtain

$$
V=-G \iint \frac{d M_{1}\left(\mathbf{y}_{1}\right) d M_{2}\left(\mathbf{y}_{2}\right)}{|\mathbf{r}-\mathbf{y}|} .
$$

Recall that $\mathbf{r}=\mathbf{r}_{2}-\mathbf{r}_{1}$. The usual expansion in spherical harmonics gives us

$$
\begin{equation*}
V=-G \sum_{(l, m) \in \Upsilon} Q_{l, m} \frac{Y_{l, m}(\hat{\mathbf{r}})}{|\mathbf{r}|^{l+1}} \tag{4.1}
\end{equation*}
$$

where

$$
\Upsilon=\left\{(l, m) \in \mathbb{Z}^{2}: 0 \leq|m| \leq l\right\}
$$

and the multipolar moments of the system $Q_{l, m}$ are defined by

$$
\begin{equation*}
Q_{l, m}=\iint|\mathbf{y}|^{l} \bar{Y}_{l, m}(\hat{\mathbf{y}}) \mathrm{d} M_{1}\left(\mathbf{y}_{1}\right) \mathrm{d} M_{2}\left(\mathbf{y}_{2}\right) \tag{4.2}
\end{equation*}
$$

where the upper bar indicates complex conjugation. We use the Schmidt semi-normalization ${ }^{1}$ of the spherical harmonics in the same way as in [13]. Assume that, in the inertial frame, $\mathbf{r}$ has spherical coordinates $(r, \vartheta, \phi)$, then, the spherical harmonics are defined by

$$
Y_{l, m}(\vartheta, \phi)=(-1)^{m} \sqrt{\frac{(l-m)!}{(l+m)!}} P_{l, m}(\cos \vartheta) \exp (i m \phi)
$$

where the associated Legendre polynomials are given by

$$
P_{l, m}(x)=\frac{1}{2^{l} l!}\left(1-x^{2}\right)^{m / 2} \frac{\mathrm{~d}^{l+m}}{\mathrm{~d} x^{l+m}}\left(x^{2}-1\right)^{l}, \quad x \in[-1,1] .
$$

[^11]Note that, since $\mathbf{y}=\mathbf{y}_{1}-\mathbf{y}_{2}$, we cannot factorize the integral in (4.2) into factors that involve quantities associated to each body separately. However we can express this integral as a sum of factorized terms. For this we can define the auxiliary normalized solid harmonics

$$
\mathcal{Y}_{l, m}(\mathbf{x})=\frac{|\mathbf{x}|^{l} Y_{l, m}(\hat{\mathbf{x}})}{\sqrt{(l-m)!(l+m)!}}, \quad \mathbf{x} \in \mathbb{R}^{3}
$$

and apply the translation formula, given in equation (313) in [117],

$$
\begin{equation*}
\mathcal{Y}_{l, m}\left(\mathbf{y}_{1}-\mathbf{y}_{2}\right)=\sum_{\lambda_{1}, \mu_{1}} \sum_{\lambda_{2}, \mu_{2}} \mathcal{Y}_{\lambda_{1}, \mu_{1}}\left(\mathbf{y}_{1}\right) \mathcal{Y}_{\lambda_{2}, \mu_{2}}\left(-\mathbf{y}_{2}\right) \tag{4.3}
\end{equation*}
$$

where $\lambda_{j}$ and $\mu_{j}$ are integers running all the values such that

$$
0 \leq \lambda_{j} \leq l, \quad \lambda_{1}+\lambda_{2}=l ; \quad-\lambda_{j} \leq \mu_{j} \leq \lambda_{j}, \quad \mu_{1}+\mu_{2}=m .
$$

Then, using the parity relation $Y_{l, m}(-\hat{\mathbf{x}})=(-1)^{l} Y_{l, m}(\hat{\mathbf{x}})$, the expression (4.2) becomes

$$
\begin{align*}
& \frac{Q_{l, m}}{\sqrt{(l-m)!(l+m)!}}= \\
& \quad \sum_{\lambda_{1}, \mu_{1}} \sum_{\lambda_{2}, \mu_{2}}(-1)^{\lambda_{2}} \frac{M_{1} R_{1}^{\lambda_{1}} Z_{\lambda_{1}, \mu_{1}}^{1)}}{\sqrt{\left(\lambda_{1}-\mu_{1}\right)!\left(\lambda_{1}+\mu_{1}\right)!}} \frac{M_{2} R_{2}^{\lambda_{2}} Z_{\lambda_{2}, \mu_{2}}^{2)}}{\sqrt{\left(\lambda_{2}-\mu_{2}\right)!\left(\lambda_{2}+\mu_{2}\right)!}}, \tag{4.4}
\end{align*}
$$

where, the complex Stokes coefficients ${ }^{2}$ of each ellipsoid are given by

$$
\begin{equation*}
Z_{\lambda, \mu}^{j)}=\frac{1}{M_{j} R_{j}^{\lambda}} \int\left|\mathbf{y}_{j}\right|^{\lambda} \bar{Y}_{\lambda, \mu}\left(\hat{\mathbf{y}}_{j}\right) \mathrm{d} M_{j}\left(\mathbf{y}_{j}\right) \tag{4.5}
\end{equation*}
$$

and $R_{j}$ is the mean radius of $\mathcal{E}_{j}$.
Finally, since in the potential energy the summation range is $0 \leq l \leq \infty$, $-l \leq m \leq l$, which are all the possible terms, then, from (4.1) and (4.4) we

[^12]can write
\[

$$
\begin{align*}
& V=-\frac{G M_{1} M_{2}}{|\mathbf{r}|} \sum_{\substack{\left(\begin{array}{c}
\left.\left.\lambda_{1}, \mu_{1}\right) \in \Upsilon \\
\lambda_{2}, \mu_{2}\right) \in \Upsilon
\end{array}\right.}}(-1)^{\lambda_{2}} \gamma_{\lambda_{2}, \mu_{2}}^{\lambda_{1}, \mu_{1}}\left(\frac{R_{1}}{|\mathbf{r}|}\right)^{\lambda_{1}}\left(\frac{R_{2}}{|\mathbf{r}|}\right)^{\lambda_{2}} \times \\
& \times Z_{\lambda_{1}, \mu_{1}}^{1)} Z_{\lambda_{2}, \mu_{2}}^{2)} Y_{\lambda_{1}+\lambda_{2}, \mu_{1}+\mu_{2}}(\hat{\mathbf{r}}) \tag{4.6}
\end{align*}
$$
\]

where we defined the constants

$$
\gamma_{\lambda_{2}, \mu_{2}}^{\lambda_{1}, \mu_{1}}=\sqrt{\frac{\left(\lambda_{1}+\lambda_{2}-\mu_{1}-\mu_{2}\right)!\left(\lambda_{1}+\lambda_{2}+\mu_{1}+\mu_{2}\right)!}{\left(\lambda_{1}-\mu_{1}\right)!\left(\lambda_{1}+\mu_{1}\right)!\left(\lambda_{2}-\mu_{2}\right)!\left(\lambda_{2}+\mu_{2}\right)!}}
$$

### 4.1.2 Potential of the ellipsoidal spin-spin model

Note that the terms in the expansion (4.6), and in particular $Z_{\lambda, \mu}^{j)}$, have to be computed with respect to the inertial frame. Let us call $\mathcal{E}_{j}$-frame to the fixed body frame of each ellipsoid, formed by its center and its principal directions associated respectively to $\mathrm{a}_{j}, \mathrm{~b}_{j}$ and $\mathrm{c}_{j}$. Let $\mathcal{Z}_{\lambda, \mu}^{j)}$ be the Stokes coefficients computed with respect to the $\mathcal{E}_{j}$-frame. The $\mathcal{E}_{j}$-frame is rotated, with respect to the inertial frame, with the rotation labelled by the Euler $z-y$ - $z$ angles $(\alpha, \beta, \gamma)=\left(\theta_{j}, 0,0\right)$.

Let $\mathbf{x} \in \mathbb{R}^{3}$ be a vector with spherical coordinates $\left(|\mathbf{x}|, \vartheta_{j}, \phi_{j}\right)$ with respect to the $\mathcal{E}_{j}$-frame and $(|\mathbf{x}|, \vartheta, \phi)$ with respect to the reference frame formed by the center of the body $\mathcal{E}_{j}$ and the directions parallel to those of the inertial frame. The relation between spherical harmonics $Y_{l, m}(\hat{\mathbf{x}})$ computed with respect to both systems of reference is the following

$$
Y_{l, m}\left(\vartheta_{j}, \phi_{j}\right)=\sum_{m^{\prime}=-l}^{l} Y_{l, m^{\prime}}(\vartheta, \phi) \bar{D}_{m, m^{\prime}}^{l}(\alpha, \beta, \gamma)
$$

where $D_{m, m^{\prime}}^{l}(\alpha, \beta, \gamma)$ is the $\left(m, m^{\prime}\right)$-element of the Wigner $D$-matrix associated to the rotation given by the Euler $z-y-z$ angles $(\alpha, \beta, \gamma)$, see [117]. Then, from (4.5),

$$
\begin{equation*}
Z_{\lambda, \mu}^{j)}=\sum_{\mu^{\prime}=-\lambda}^{\lambda} D_{\mu, \mu^{\prime}}^{\lambda}(\alpha, \beta, \gamma) \mathcal{Z}_{\lambda, \mu^{\prime}}^{j} . \tag{4.7}
\end{equation*}
$$

From the definition of the Wigner $D$-matrices, see for instance equation (186) in [117], in our planar case they are diagonal $D_{\mu, \mu^{\prime}}^{\lambda}\left(\theta_{j}, 0,0\right)=$ $\delta_{\mu, \mu^{\prime}} \exp \left(-i \mu^{\prime} \theta_{j}\right)$, where $\delta_{\mu, \mu^{\prime}}$ is the Kronecker delta. Then,

$$
Z_{\lambda, \mu}^{j)}=\mathcal{Z}_{\lambda, \mu}^{j)} \exp \left(-i \mu \theta_{j}\right) .
$$

Now we can express (4.6) in terms of $\mathcal{Z}_{\lambda, \mu}^{j)}$. In [5] an expansion of the potential created by a homogeneous ellipsoid was computed. Incidentally, a complicated general expression for $\mathcal{Z}_{\lambda, \mu}^{j)}$ was computed there as well. In the next Proposition we summarize some remarkable properties of those quantities.

Proposition 4.1. Let $\mathcal{Z}_{l, m}$ be Stokes coefficients of an homogeneous ellipsoid computed in its own fixed body frame. They have the following properties

1. $\mathcal{Z}_{l, m} \in \mathbb{R}$.
2. $\mathcal{Z}_{l, m} \equiv 0$ if either $l$ or $m$ are odd numbers.
3. $\mathcal{Z}_{l,-2 n}=\mathcal{Z}_{\lambda, 2 n}$, with $n$ integer.

## Proof.

1. Let us choose convenient units such that both the mass and the mean radius of the ellipsoid equal 1. Take spherical coordinates $(\mathrm{r}, \vartheta, \phi)$ in the fixed body frame, then, the distance $r_{\mathcal{E}}(\vartheta, \phi)$ from the center of the ellipsoid $\mathcal{E}$ to its surface si given by

$$
\frac{1}{r_{\mathcal{E}}(\vartheta, \phi)^{2}}=\sin ^{2} \vartheta\left(\frac{\cos ^{2} \phi}{a^{2}}+\frac{\sin ^{2} \phi}{b^{2}}\right)+\frac{\cos ^{2} \vartheta}{c^{2}}
$$

then, if we take the density $\rho$, from (4.5),

$$
\begin{align*}
\mathcal{Z}_{l, m}= & (-1)^{m} \rho \sqrt{\frac{(l-m)!}{(l+m)!}} \times \\
& \times \int_{\phi=0}^{2 \pi} \int_{\vartheta=0}^{\pi} \int_{\mathrm{r}=0}^{r_{\mathcal{E}}(\vartheta, \phi)} \mathrm{r}^{l+2} \mathrm{dr} P_{l, m}(\cos \vartheta) \exp (-i m \phi) \mathrm{d} \cos \vartheta \mathrm{~d} \phi \\
= & \frac{(-1)^{m} \rho}{l+3} \sqrt{\frac{(l-m)!}{(l+m)!}} \times \\
& \times \int_{\phi=0}^{2 \pi} \int_{\vartheta=0}^{\pi} r_{\mathcal{E}}(\vartheta, \phi)^{l+3} P_{l, m}(\cos \vartheta) \exp (-i m \phi) \operatorname{dcos} \vartheta \mathrm{d} \phi \tag{4.8}
\end{align*}
$$

Since $r_{\mathcal{E}}(\vartheta,-\phi)=r_{\mathcal{E}}(\vartheta, \phi)$, if we take the change of variable $\phi=-\phi^{\prime}$, we obtain that $\mathcal{Z}_{l, m}$ equals its complex conjugate, then, it must be real.
2. We can change variables $\mathbf{y}_{i}=-\mathbf{y}^{\prime}$ in (4.5),

$$
\begin{aligned}
\mathcal{Z}_{l, m} & =\iint_{-\mathbf{y}^{\prime}} \int_{\text {inside } \mathcal{E}} \int_{\mathcal{E}}\left|-\mathbf{y}^{\prime}\right|^{l} \bar{Y}_{l, m}\left(-\hat{\mathbf{y}}^{\prime}\right) d M\left(-\mathbf{y}^{\prime}\right) \\
& =(-1)^{3} \int_{\mathbf{y}^{\prime} \text { inside } \mathcal{E}} \int\left|\mathbf{y}^{\prime}\right|^{l} \bar{Y}_{l, m}\left(-\hat{\mathbf{y}}^{\prime}\right)(-1)^{3} d M\left(\mathbf{y}^{\prime}\right) \\
& =(-1)^{l} \mathcal{Z}_{l, m},
\end{aligned}
$$

where we used $Y_{l, m}(-\hat{\mathbf{x}})=(-1)^{l} Y_{l, m}(\hat{\mathbf{x}})$. Then, $\mathcal{Z}_{l, m} \equiv 0$ if $l$ is odd. Note that this particular result is independent of the reference frame.
From (4.8) we see that $\mathcal{Z}_{l, m}$ is computed integrating the function

$$
I(\vartheta)=\int_{\phi=0}^{2 \pi} \mathrm{r}_{\mathcal{E}}(\vartheta, \phi)^{l+3} \exp (-i m \phi) \mathrm{d} \phi
$$

Since $r_{\mathcal{E}}(\vartheta, \phi)$ depends on $\phi$ through $\sin ^{2} \phi$ and $\cos ^{2} \phi$, we know that $r_{\mathcal{E}}(\vartheta, \pi-\phi)=r_{\mathcal{E}}(\vartheta, \phi)$. Now, if we take the change of variables $\phi=$ $\pi-\phi^{\prime}$, we obtain that $I(\vartheta)=(-1)^{m} \bar{I}(\vartheta)$. Since $I(\vartheta)$ must be real, then, $I(\vartheta) \equiv 0$ for odd $m$.
3. If we apply the symmetry relation $Y_{l, m}(\mathbf{x})=(-1)^{m} \bar{Y}_{l,-m}(\mathbf{x})$ we can easily see that $\mathcal{Z}_{l,-m}=(-1)^{m} \overline{\mathcal{Z}}_{l, m}$. Since $m$ is even and $\mathcal{Z}_{l, m}$ is real, we have finished the proof.

Remark 4.1. Regarding these properties, a convenient expression to compute numerically $\mathcal{Z}_{2 k, 2 n}$, with $k \geq 0$ and $n$ integers, is

$$
\begin{align*}
& \quad \mathcal{Z}_{2 k, 2 n}=\frac{3}{4 \pi R^{2 k}} \sqrt{\frac{(2 k-2 n)!}{(2 k+2 n)!}} \int_{\mathrm{B}} \operatorname{Re}\left((\mathrm{a} Z-i \mathrm{~b} Y)^{2 n}\right) \times \\
& \times \frac{\left[(\mathrm{a} X)^{2}+(\mathrm{b} Y)^{2}+(c Z)^{2}\right]^{k}}{\left[(\mathrm{a} X)^{2}+(\mathrm{b} Y)^{2}\right]^{n}} P_{2 k, 2 n}\left(\frac{\mathrm{c} Z}{\sqrt{(\mathrm{a} X)^{2}+(\mathrm{b} Y)^{2}+(\mathrm{c} Z)^{2}}}\right) \mathrm{d} X \mathrm{~d} Y \mathrm{~d} Z, \tag{4.9}
\end{align*}
$$

where $R$ is the mean radius of the ellipsoid, $\mathrm{a}, \mathrm{b}$ and c are its principal semiaxes, Re indicates the real part and B is the unit ball, defined by $X^{2}+Y^{2}+$ $Z^{2} \leq 1$. Moreover, $\mathcal{Z}_{2 k, 2 n}$ can be written only in terms of $M$ and the principal moments of inertia because

$$
\mathrm{a}=\sqrt{\frac{5(-\mathcal{A}+\mathcal{B}+\mathcal{C})}{2 M}}, \quad \mathrm{~b}=\sqrt{\frac{5(\mathcal{A}-\mathcal{B}+\mathcal{C})}{2 M}}, \quad \mathrm{c}=\sqrt{\frac{5(\mathcal{A}+\mathcal{B}-\mathcal{C})}{2 M}} .
$$

Recalling the definitions of $q$ and $d$ in (4.17), the first non-vanishing Stokes coefficients are given by

$$
\begin{gather*}
\mathcal{Z}_{0,0}=1, \quad \mathcal{Z}_{2,0}=-\frac{1}{2} \frac{q}{M R^{2}}, \quad \mathcal{Z}_{2,2}=\sqrt{\frac{3}{8}} \frac{d}{M R^{2}},  \tag{4.10}\\
\mathcal{Z}_{4,0}=\frac{15}{56} \frac{d^{2}+2 q^{2}}{M^{2} R^{4}}, \quad \mathcal{Z}_{4,2}=-\frac{15}{28} \sqrt{\frac{5}{3}} \frac{d q}{M^{2} R^{4}}, \quad \mathcal{Z}_{4,4}=\frac{15}{8} \sqrt{\frac{5}{14}} \frac{d^{2}}{M^{2} R^{4}}, \tag{4.11}
\end{gather*}
$$

and it seems that, in general, $\mathcal{Z}_{2 k, 2 n}$ has the form of a homogeneous polynomial of degree $k$ with respect to $q /\left(M R^{2}\right)$ and $d /\left(M R^{2}\right)$.

In order to simplify expression (4.6), recall that $\mathbf{r}$ is the vector pointing from the center of $\mathcal{E}_{1}$ to the center of $\mathcal{E}_{2}$. Then, the spherical coordinates of $\mathbf{r}$ with respect to the inertial frame are $(r, \vartheta=\pi / 2, \phi=f)$. The non-vanishing terms of (4.6) are such that $\lambda_{j}=2 l_{j}$ and $\mu_{j}=2 m_{j}$. Let us call from now on $l=l_{1}+l_{2}$ and $m=m_{1}+m_{2}$. We can apply the formula

$$
Y_{2 l, 2 m}(\pi / 2, f)=\sqrt{\frac{(2 l-2 m)!}{(2 l+2 m)!}} P_{2 l, 2 m}(0) e^{2 i m f}
$$

and the following property of the associated Legendre polynomials

$$
P_{2 l, 2 m}(0)=\frac{(-1)^{l-m}}{4^{l}} \frac{(2 l+2 m)!}{(l-m)!(l+m)!},
$$

see for instance equation (68) in [117]. Then, we can write the potential keeping only the real part of $V$, so that the final expression potential is

$$
\begin{align*}
V=-\frac{G M_{1} M_{2}}{r} & \sum_{\substack{\left(l_{1}, m_{1}\right) \in \Upsilon \\
\left(l_{2}, m_{2}\right) \in \Upsilon}} \Gamma_{l_{2}, m_{2}}^{l_{1}, m_{1}}\left(\frac{R_{1}}{r}\right)^{2 l_{1}}\left(\frac{R_{2}}{r}\right)^{2 l_{2}} \times \\
& \times \mathcal{Z}_{2 l_{1}, 2 m_{1}}^{1)} \mathcal{Z}_{2 l_{2}, 2 m_{2}}^{2)} \cos \left(2 m_{1}\left(\theta_{1}-f\right)+2 m_{2}\left(\theta_{2}-f\right)\right) \tag{4.12}
\end{align*}
$$

where

$$
\begin{align*}
\Gamma_{l_{2}, m_{2}}^{l_{1}, m_{1}}=\frac{(-1)^{l-m}}{4^{l} \sqrt{\left(2 l_{1}-2 m_{1}\right)!\left(2 l_{1}+2 m_{1}\right)!\left(2 l_{2}-2 m_{2}\right)!\left(2 l_{2}+2 m_{2}\right)!}} & \times \\
& \times \frac{(2 l-2 m)!(2 l+2 m)!}{(l-m)!(l+m)!} . \tag{4.13}
\end{align*}
$$

The first terms of the expansion (4.12) can be computed using (4.10) and (4.11). The terms corresponding to $l=l_{1}+l_{2}$, for $l=0,1$ and 2 , are shown in (4.16).

### 4.1.3 The planar Lagrangian model

Let the Lagrangian of the system be $L=T-V$, where $T$ is the kinetic energy and $V$ the potential energy of the system. Recall that the positions of the bodies are $\mathbf{r}_{1}=-M_{2} \mathbf{r}$ and $\mathbf{r}_{2}=M_{1} \mathbf{r}$, where the relative position vector is defined by $\mathbf{r}=\mathbf{r}_{2}-\mathbf{r}_{1}=r \exp (i f)$. Besides, for each body, the angle $\theta_{j}$ defines the orientation of the axis associated to $\mathbf{a}_{j}$. We are going to use $r, f$, $\theta_{1}$ and $\theta_{2}$, depicted in Figure 1.10, as the Lagrangian variables of our system. The total orbital kinetic energy is given by

$$
T_{\text {orb }}=\frac{1}{2}\left(M_{1} \dot{\mathbf{r}}_{1}^{2}+M_{2} \dot{\mathbf{r}}_{2}^{2}\right)=\frac{\mu}{2} \dot{\mathbf{r}}^{2}=\frac{\mu}{2}\left(\dot{r}^{2}+r^{2} \dot{f}^{2}\right),
$$

where $\mu=M_{1} M_{2}$ is the the reduced mass of the system (recall $M_{1}+M_{2}=1$ ). While the rotational kinetic energy is $T_{\text {rot }}=\frac{1}{2} \mathcal{C}_{1} \dot{\theta}_{1}^{2}+\frac{1}{2} \mathcal{C}_{2} \dot{\theta}_{2}^{2}$. In the previous subsection we derivated the full expression of the potential energy of the system $V=V\left(r, f, \theta_{1}, \theta_{2}\right)$, equation (4.12). The Euler-Lagrange equations corresponding to the Lagrangian $L=T_{\text {orb }}(r, \dot{r}, \dot{f})+T_{\text {rot }}\left(\dot{\theta}_{1}, \dot{\theta}_{2}\right)-V\left(r, f, \theta_{1}, \theta_{2}\right)$ are

$$
\begin{gather*}
\mathcal{C}_{1} \ddot{\theta}_{1}=-\partial_{\theta_{1}} V, \quad \mathcal{C}_{2} \ddot{\theta}_{2}=-\partial_{\theta_{2}} V  \tag{4.14}\\
\mu \ddot{r}=\mu r \dot{f}^{2}-\partial_{r} V, \quad \ddot{f}=-\frac{1}{\mu r^{2}} \partial_{f} V-2 \frac{\dot{r} \dot{f}}{r} . \tag{4.15}
\end{gather*}
$$

Note that, in the case of ellipsoids, the expansion of the potential energy (4.12) has the form $V=\sum_{n=0}^{\infty} V_{2 n}$, where $V_{2 n}$ is proportional to $1 / r^{2 n+1}$. The first terms of the expansion are

$$
\begin{gather*}
V_{0}=-\frac{G M_{1} M_{2}}{r} \\
V_{2}=-\frac{G M_{2}}{4 r^{3}}\left(q_{1}+3 d_{1} \cos \left(2\left(\theta_{1}-f\right)\right)\right)-\frac{G M_{1}}{4 r^{3}}\left(q_{2}+3 d_{2} \cos \left(2\left(\theta_{2}-f\right)\right)\right), \\
\begin{aligned}
& V_{4}=-\frac{3 G}{4^{3} r^{5}}\left\{12 q_{1} q_{2}+\frac{15}{7}\left[\frac{M_{2}}{M_{1}} d_{1}^{2}+2 \frac{M_{2}}{M_{1}} q_{1}^{2}+\frac{M_{1}}{M_{2}} d_{2}^{2}+2 \frac{M_{1}}{M_{2}} q_{2}^{2}\right]\right. \\
&+d_{1} M_{2}\left\{\left[20 \frac{q_{2}}{M_{2}}+\frac{100}{7} \frac{q_{1}}{M_{1}}\right] \cos \left(2\left(\theta_{1}-f\right)\right)+25 \frac{d_{1}}{M_{1}} \cos \left(4\left(\theta_{1}-f\right)\right)\right\} \\
&+d_{2} M_{1}\left\{\left[20 \frac{q_{1}}{M_{1}}+\frac{100}{7} \frac{q_{2}}{M_{2}}\right] \cos \left(2\left(\theta_{2}-f\right)\right)+25 \frac{d_{2}}{M_{2}} \cos \left(4\left(\theta_{2}-f\right)\right)\right\} \\
&\left.+6 d_{1} d_{2} \cos \left(2\left(\theta_{1}-\theta_{2}\right)\right)+70 d_{1} d_{2} \cos \left(2\left(\theta_{1}+\theta_{2}\right)-4 f\right)\right\},
\end{aligned}
\end{gather*}
$$

where we defined the parameters

$$
\begin{equation*}
d_{j}=\mathcal{B}_{j}-\mathcal{A}_{j}, \quad q_{j}=2 \mathcal{C}_{j}-\mathcal{B}_{j}-\mathcal{A}_{j} \tag{4.17}
\end{equation*}
$$

Note that $d_{j}$ is proportional to $C_{22}^{j)}$, whereas $q_{j}$ is proportional to $C_{20}^{j)}$, where $C_{n m}^{j)}$ are the usual coefficients in the expansion of the gravitational potential of the ellipsoid $\mathcal{E}_{j}$. The quantity $d_{j} / \mathcal{C}_{j}$ measures the oblateness of the section of the ellipsoid in the plane of motion, whereas, $q_{j} / \mathcal{C}_{j}$ measures the flattening with respect to the plane. If $\mathcal{A}_{j} \leq \mathcal{B}_{j} \leq \mathcal{C}_{j}$, then, $q_{j} \geq d_{j} \geq 0$. Note that the term $V_{0}$ contains the dynamics of two point masses, $V_{2}$ the uncoupled spin-orbit dynamics and $V_{4}$ the spin-spin coupled dynamics between $\theta_{1}$ and $\theta_{2}$. The coupling terms appear in the last line of (4.16).

### 4.1.4 The Keplerian assumption

The complete dynamics of the system is given by Equations (4.14) and (4.15), with $V$ in (4.12). In this paper we impose that the orbital motion is Keplerian, i.e., we keep only $V_{0}$ in the orbital part (4.15). Besides, in the spin part (4.14), we truncate $V$ ignoring terms of order $1 / r^{7}$ and higher, then $V \approx V_{0}+V_{2}+V_{4}$. The resulting system is

$$
\begin{gather*}
\mathcal{C}_{1} \ddot{\theta}_{1}=-\partial_{\theta_{1}}\left(V_{0}+V_{2}+V_{4}\right), \quad \mathcal{C}_{2} \ddot{\theta}_{2}=-\partial_{\theta_{2}}\left(V_{0}+V_{2}+V_{4}\right),  \tag{4.18}\\
\mu \ddot{r}=\mu r \dot{f}^{2}-\partial_{r} V_{0}, \quad \ddot{f}=-\frac{1}{\mu r^{2}} \partial_{f} V_{0}-2 \frac{\dot{r} \dot{f}}{r} . \tag{4.19}
\end{gather*}
$$

Note that, since $\partial_{\theta_{j}} V_{0}=0$, the system (4.19) is now decoupled from (4.18). Its solution is $r=r(t), f=f(t)$ given by Equations (1.10) to (1.12) and depends on the eccentricity of the orbit $e$ and its semimajor axis $a$.

Let us now write $V_{2}$ and $V_{4}$ in a more convenient way. The quantity $M_{j} a^{2}$ is a sort of orbital moment of inertia of the body $\mathcal{E}_{j}$. Then, we can define

$$
\begin{equation*}
\hat{d}_{j}=\frac{d_{j}}{M_{j} a^{2}}, \quad \hat{q}_{j}=\frac{q_{j}}{M_{j} a^{2}}, \tag{4.20}
\end{equation*}
$$

so that $\hat{d}_{j}$ measures the equatorial oblateness of $\mathcal{E}_{j}$ with respect to the size of the orbit and $\hat{q}_{j}$ measures the flattening of $\mathcal{E}_{j}$ with respect to the size of the orbit.

Taking into account that in our units $G=a^{3}$, the terms $V_{2}$ and $V_{4}$ can be written in a compact way as

$$
\begin{equation*}
V_{2}=-\frac{1}{4}\left(\frac{a}{r(t)}\right)^{3}\left(\Lambda_{0}+\Lambda_{1} \cos \left(2 \theta_{1}-2 f(t)\right)+\Lambda_{2} \cos \left(2 \theta_{2}-2 f(t)\right)\right) \tag{4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{4}=-\frac{1}{4}\left(\frac{a}{r(t)}\right)^{5} \sum_{\left(m_{1}, m_{2}\right) \in \Xi} \Lambda_{m_{2}}^{m_{1}} \cos \left(2 m_{1}\left(\theta_{1}-f(t)\right)+2 m_{2}\left(\theta_{2}-f(t)\right)\right) \tag{4.22}
\end{equation*}
$$

where

$$
\Xi=\left\{\left(m_{1}, m_{2}\right) \in \mathbb{Z}^{2}:\left|m_{1}\right|+\left|m_{2}\right| \leq 2\right\}
$$

and the following $\Lambda$ parameters are defined by

$$
\begin{equation*}
\Lambda_{1}=3 d_{1} M_{2}, \quad \Lambda_{2}=3 d_{2} M_{1} \tag{4.23}
\end{equation*}
$$

$$
\begin{equation*}
\Lambda_{0}^{1}=\Lambda_{0}^{-1}=\frac{5}{56}\left(7 \hat{q}_{2}+5 \hat{q}_{1}\right) \Lambda_{1}, \quad \Lambda_{1}^{0}=\Lambda_{-1}^{0}=\frac{5}{56}\left(7 \hat{q}_{1}+5 \hat{q}_{2}\right) \Lambda_{2} \tag{4.24}
\end{equation*}
$$

$$
\begin{gather*}
\Lambda_{0}^{2}=\Lambda_{0}^{-2}=\frac{25}{32} \hat{d}_{1} \Lambda_{1}, \quad \Lambda_{2}^{0}=\Lambda_{-2}^{0}=\frac{25}{32} \hat{d}_{2} \Lambda_{2},  \tag{4.25}\\
\Lambda_{1}^{1}=\Lambda_{-1}^{-1}=\frac{35}{16} \hat{d}_{1} \Lambda_{2}=\frac{35}{16} \hat{d}_{2} \Lambda_{1}, \quad \Lambda_{1}^{-1}=\Lambda_{-1}^{1}=\frac{3}{16} \hat{d}_{1} \Lambda_{2}=\frac{3}{16} \hat{d}_{2} \Lambda_{1}  \tag{4.26}\\
\Lambda_{0}=q_{1} M_{2}+q_{2} M_{1}, \quad \Lambda_{0}^{0}=\frac{9}{4} \hat{q}_{1} q_{2} M_{1}+\frac{15}{112}\left(\Lambda_{1} \hat{d}_{1}+6 \hat{q}_{1} q_{1} M_{2}+\Lambda_{2} \hat{d}_{2}+6 \hat{q}_{2} q_{2} M_{1}\right) .
\end{gather*}
$$

With the last definitions we can write equations (4.18) as $\mathcal{C}_{j} \ddot{\theta}=\mathcal{T}_{j}^{C}$, where $\mathcal{T}_{j}^{C}=-\partial_{\theta_{j}}\left(V_{2}+V_{4}\right)$ are the conservative torques of the spin-spin model shown in (1.20). This can be checked with the expressions (4.21) and (4.22). Note that $m_{j} \Lambda_{m_{2}}^{m_{1}}$ is in all cases proportional to the corresponding $\Lambda_{j}$. Then, the equations of the conservative spin-spin model (4.18) can be written in terms of the physical parameters in the following symmetric way for $j=1,2$,

$$
\begin{align*}
0= & \ddot{\theta}_{j}+\frac{\lambda_{j}}{2}\left\{\left(\frac{a}{r(t)}\right)^{3} \sin \left(2 \theta_{j}-2 f(t)\right)+\right. \\
+ & \left(\frac{a}{r(t)}\right)^{5}\left[\frac{5}{4}\left(\hat{q}_{3-j}+\frac{5}{7} \hat{q}_{j}\right) \sin \left(2 \theta_{j}-2 f(t)\right)+\frac{25 \hat{d}_{j}}{8} \sin \left(4 \theta_{j}-4 f(t)\right)\right. \\
& \left.\left.+\frac{3 \hat{d}_{3-j}}{8} \sin \left(2 \theta_{j}-2 \theta_{3-j}\right)+\frac{35 \hat{d}_{3-j}}{8} \sin \left(2 \theta_{3-j}+2 \theta_{j}-4 f(t)\right)\right]\right\}, \tag{4.27}
\end{align*}
$$

where

$$
\lambda_{j}=\frac{\Lambda_{j}}{\mathcal{C}_{j}}=3 \frac{d_{j}}{\mathcal{C}_{j}} \frac{\mu}{M_{j}} .
$$

It is worth mentioning that the terms with $\hat{q}_{j}$ and $\hat{d}_{j}$ in (4.27) were missing in the model used in [7] due to the dumbbell simplification for one of the bodies in the derivation of the equations. Not all the parameters appearing in (4.27) are free because the following identities hold

$$
\begin{equation*}
\mathcal{C}_{1}+\mathcal{C}_{2}=1, \quad \Lambda_{1} \hat{d}_{2}=\Lambda_{2} \hat{d}_{1}, \quad \Lambda_{1} \hat{q}_{2}=\Lambda_{2} \hat{q}_{1} . \tag{4.28}
\end{equation*}
$$

In consequence, our model depends on six independent parameters with physical meaning $\left(e ; \mathcal{C}_{1}, \lambda_{1}, \lambda_{2}, \hat{d}_{1}, \hat{q}_{1}\right)$. Moreover, in (4.27) we see that spin of the ellipsoid $\mathcal{E}_{2}$ is affected by the spin-spin coupling with a strength essentially given by $\hat{d}_{1}$, and vice versa.

### 4.2 Linear stability of the double synchronous resonance in the conservative model

In this section we deal with the conservative system with the notation in (1.23), that is more convenient for our purpose. The main result is Theorem 4.2. It determines a region of linear stability of the double synchronous resonance in the space of parameters of the system.

### 4.2.1 Existence of the odd $2 \pi$-periodic solution

The system (1.23) can be written as

$$
\begin{equation*}
\mathcal{C} \ddot{\Theta}+F(t, \Theta)=0 \tag{4.29}
\end{equation*}
$$

where

$$
\Theta=\binom{\Theta_{1}}{\Theta_{2}}, \quad \mathcal{C}=\left(\begin{array}{cc}
\mathcal{C}_{1} & 0 \\
0 & \mathcal{C}_{2}
\end{array}\right), \quad \mathcal{C}_{j}>0
$$

and $F(t, \Theta)$ is the bounded function given by

$$
\begin{align*}
& F(t, \Theta)=\left(\frac{a}{r(t)}\right)^{3}\binom{\Lambda_{1} \sin \Theta_{1}}{\Lambda_{2} \sin \Theta_{2}}+ \\
& +\left(\frac{a}{r(t)}\right)^{5} \sum_{\left(m_{1}, m_{2}\right) \in \Xi}\binom{m_{1}}{m_{2}} \Lambda_{m_{2}}^{m_{1}} \sin \left(m_{1} \Theta_{1}+m_{2} \Theta_{2}\right)+2 \ddot{f}(t)\binom{\mathcal{C}_{1}}{\mathcal{C}_{2}} . \tag{4.30}
\end{align*}
$$

Note that equation (4.29) is invariant under the change $(t, \Theta) \rightarrow(-t,-\Theta)$, since $f(-t)=-f(t)$ and $r(-t)=r(t)$. Then, if $\Theta(t)$ is a solution of (4.29), so it is $-\Theta(-t)$. On the other hand, for $e=0$, we have $f(t)=t$ and $r(t)=a$, meaning that the system (4.29) is that of two coupled free pendula. For this case, the trivial solution $\Theta(t) \equiv 0$ is a stable equilibrium. Then, for $e \neq 0$, it is natural to look for the $2 \pi$-periodic continuation of $\Theta(t) \equiv 0$ in the family of the odd solutions of (4.29), say, solutions satisfying $\Theta(-t)=-\Theta(t)$. This is equivalent to solve the Dirichlet problem

$$
\left\{\begin{array}{l}
\mathcal{C} \ddot{\Theta}+F(t, \Theta)=0  \tag{4.31}\\
\Theta(0)=\Theta(\pi)=0
\end{array}\right.
$$

It is well known from nonlinear analysis that the system (4.31) has at least one solution because $F(t, \Theta)$ is bounded. We can give a simple proof for this. Let $\Theta(t)=\vartheta(t, v)$ be the solution of (4.29) satisfying initial conditions $\Theta(0)=$ $0, \dot{\Theta}(0)=v \in \mathbb{R}^{2}$. Solutions of the problem (4.31) are in correspondence
with the solutions of the equation $\vartheta(\pi, v)=0$. From (4.29), we know that $\vartheta$ satisfies the following integral equation

$$
\begin{equation*}
\vartheta(t, v)=v t-\int_{0}^{t}(t-s) \mathcal{C}^{-1} F(s, \vartheta(s, v)) \mathrm{d} s \tag{4.32}
\end{equation*}
$$

Let $\|\cdot\|$ be a norm in $\mathbb{R}^{2}$, for instance, the maximum norm or the Euclidean one. We will employ the same notation for the corresponding induced matrix norm in $\mathbb{R}^{2 \times 2}$. Since there exists a positive number $M \geq$ $\left\|\mathcal{C}^{-1} F(t, \Theta)\right\|$, then

$$
\|\vartheta(t, v)-v t\| \leq M \frac{t^{2}}{2}
$$

for each $t \in \mathbb{R}$. If we take $t=\pi$, then, $\|\Phi(v)\| \leq M \pi / 2$, with $\Phi(v)=$ $v-\vartheta(\pi, v) / \pi$ and $v \in \mathbb{R}^{2}$. Hence, we can apply Brouwer's fixed-point theorem to guarantee that $\Phi(v)$ has a fixed point for some $v_{0}$ satisfying $\left\|v_{0}\right\| \leq M \pi / 2$. For such point we have that $\vartheta\left(\pi, v_{0}\right)=0$, and the corresponding $\vartheta\left(t, v_{0}\right)$ satisfyies (4.31).

### 4.2.2 Uniqueness of the solution

We know now that the Dirichlet problem (4.31) has a solution, however, it is not necessarily unique. For instance, if $\Lambda>1$, there is not a unique solution for the free pendulum equation $\ddot{x}+\Lambda \sin x=0, x \in \mathbb{R}$, with Dirichlet conditions $x(0)=x(\pi)=0$. See [86]. We would like to determine sufficient conditions on the space of parameters of the system such that there is uniqueness for the problem (4.31).

We can prove uniqueness by a contradiction argument. Define the following matrix

$$
\mathcal{C}^{1 / 2}=\left(\begin{array}{cc}
\sqrt{\mathcal{C}_{1}} & 0 \\
0 & \sqrt{\mathcal{C}_{2}}
\end{array}\right)
$$

and its inverse $\mathcal{C}^{-1 / 2}=\left(\mathcal{C}^{1 / 2}\right)^{-1}$. Let $\Theta^{(0)}(t)$ and $\Theta^{(1)}(t)$ be two non-identical solutions of (4.31). Then, we can check that $y(t)=\mathcal{C}^{1 / 2}\left(\Theta^{(1)}(t)-\Theta^{(0)}(t)\right)$ is a solution of the Dirichlet problem

$$
\left\{\begin{array}{l}
\ddot{y}+A(t) y=0,  \tag{4.33}\\
y(0)=y(\pi)=0,
\end{array}\right.
$$

with $A(t)$ a symmetric ${ }^{3}$ matrix given by

$$
\begin{equation*}
\mathcal{C}^{1 / 2} A(t) \mathcal{C}^{1 / 2}=\int_{0}^{1} \partial_{\Theta} F\left(t, \Theta^{(\lambda)}(t)\right) \mathrm{d} \lambda \tag{4.34}
\end{equation*}
$$

where $\Theta^{(\lambda)}(t)=\lambda \Theta^{(1)}(t)+(1-\lambda) \Theta^{(0)}(t)$ and

$$
F(t, \Theta)=\binom{F_{1}(t, \Theta)}{F_{2}(t, \Theta)}, \quad \partial_{\Theta} F(t, \Theta)=\left(\begin{array}{ll}
\frac{\partial F_{1}}{\partial \Theta_{1}} & \frac{\partial F_{1}}{\partial \Theta_{2}} \\
\frac{\partial F_{2}}{\partial \Theta_{1}} & \frac{\partial F_{2}}{\partial \Theta_{2}}
\end{array}\right)
$$

The statement of uniqueness is given in Theorem 4.1. We can prove it by guaranteeing that (3.9) has only the trivial solution. In the proof we are going to apply the following lemma to (4.33) for a generic matrix $A(t) \in \mathbb{R}^{d \times d}$. But first we need some definitions. Let $\langle\cdot, \cdot\rangle$ be the Euclidean inner product in $\mathbb{R}^{d}$ and $\|\cdot\|$ its corresponding norm. Let $\mathbb{1}$ be the unit matrix in $R^{d \times d}$.
Definition 4.1. Let $A_{1}, A_{2} \in \mathbb{R}^{d \times d}$ be two symmetric matrices. We say that $A_{1} \leq A_{2}$ if, for the corresponding quadratic forms, $\left\langle A_{1} y, y\right\rangle \leq\left\langle A_{2} y, y\right\rangle$ for all $y \in \mathbb{R}^{d}$.
Lemma 4.1. Assume that, for some $\gamma<1$, the matrix $A(t) \in \mathbb{R}^{d \times d}$ is such that $A(t) \leq \gamma \mathbb{1}$ for each $t \in[0, \pi]$. Then, the only solution of $\ddot{y}+A(t) y=0$, $y \in \mathbb{R}^{d}$, with Dirichlet conditions $y(0)=y(\pi)=0$ is the trivial one.

[^13]Proof. Proceed by contradiction. Let $y(t)$ be a non-trivial solution of $\ddot{y}+A(t) y=0, y(0)=y(\pi)=0$, then,

$$
\int_{0}^{\pi}\langle\ddot{y}(t), y(t)\rangle+\int_{0}^{\pi}\langle A(t) y(t), y(t)\rangle=0,
$$

integrating by parts it follows that

$$
\int_{0}^{\pi}\|\dot{y}(t)\|^{2}=\int_{0}^{\pi}\langle A(t) y(t), y(t)\rangle .
$$

Let $y_{n}(t)$ be the components of the vector $y(t)$. From the Sobolev inequality $\int_{0}^{\pi}\left|y_{n}(t)\right|^{2} \leq \int_{0}^{\pi}\left|\dot{y}_{n}(t)\right|^{2}$, see [128] or [91], we get that

$$
\int_{0}^{\pi}\|y(t)\|^{2} \leq \int_{0}^{\pi}\langle A(t) y(t), y(t)\rangle .
$$

This contradicts the hypothesis $A(t) \leq \gamma \mathbb{1}$ for some $\gamma<1$. Then, $y(t)$ must be the trivial solution.

Let us define the matrix $\tilde{A}(t, \Theta)=\mathcal{C}^{-1 / 2} \partial_{\Theta} F(t, \Theta) \mathcal{C}^{-1 / 2}$,

$$
\begin{align*}
& \tilde{A}(t, \Theta)=\left(\frac{a}{r(t)}\right)^{3}\left(\begin{array}{cc}
\frac{\Lambda_{1}}{\mathcal{C}_{1}} \cos \Theta_{1} & 0 \\
0 & \frac{\Lambda_{2}}{\mathcal{C}_{2}} \cos \Theta_{2}
\end{array}\right) \\
& \quad+\left(\frac{a}{r(t)}\right)^{5} \sum_{\left(m_{1}, m_{2}\right) \in \Xi}\left(\begin{array}{cc}
\frac{m_{1}^{2}}{\mathcal{C}_{1}} & \frac{m_{1} m_{2}}{\sqrt{\mathcal{C}_{1} \mathcal{C}_{2}}} \\
\frac{m_{1} m_{2}}{\sqrt{\mathcal{C}_{1} \mathcal{C}_{2}}} & \frac{m_{2}^{2}}{\mathcal{C}_{2}}
\end{array}\right) \Lambda_{m_{2}}^{m_{1}} \cos \left(m_{1} \Theta_{1}+m_{2} \Theta_{2}\right) . \tag{4.35}
\end{align*}
$$

We will use the maximum norm

$$
\|y\|=\max \left\{\left|y_{1}\right|,\left|y_{2}\right|\right\}, \quad y=\binom{y_{1}}{y_{2}}
$$

and its induced norm in matrices

$$
\|A\|=\max \left\{\left|A_{11}\right|+\left|A_{12}\right|,\left|A_{21}\right|+\left|A_{22}\right|\right\}, \quad A=\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right) .
$$

Theorem 4.1. Assume that $e \in[0,1)$ and the parameters of the problem satisfy

$$
\begin{equation*}
1>\frac{1}{(1-e)^{3}} \max \left\{\frac{\Lambda_{1}}{\mathcal{C}_{1}}\left(1+\alpha_{1}\right), \frac{\Lambda_{2}}{\mathcal{C}_{2}}\left(1+\alpha_{2}\right)\right\} \tag{4.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{j} \frac{\Lambda_{j}}{\mathcal{C}_{j}}=\frac{1}{(1-e)^{2}} \sum_{\left(m_{1}, m_{2}\right) \in \Xi}\left(\frac{m_{j}^{2}}{\mathcal{C}_{j}}+\frac{\left|m_{1} m_{2}\right|}{\sqrt{\mathcal{C}_{1} \mathcal{C}_{2}}}\right) \Lambda_{m_{2}}^{m_{1}} \tag{4.37}
\end{equation*}
$$

Then, there exists a unique solution of the Dirichlet problem (4.31), denoted by $\Theta^{*}(t)$.

Proof. Using the fact that $a / r \leq 1 /(1-e)$ by (1.11), equations (4.36) and (4.37) imply that $1>\|\tilde{A}(t, \Theta)\|$ for all $(t, \Theta) \in \mathbb{R}^{3}$, where we use the maximum norm. Furthermore, if $\rho(A)$ is the spectral radius of $A$, the well known inequality $\|\tilde{A}(t, \Theta)\| \geq \rho(\tilde{A}(t, \Theta))$ guarantees that $\gamma \mathbb{1} \geq \tilde{A}(t, \Theta)$ for some $\gamma<1$. Then, $\gamma \mathbb{1} \geq A(t)$ for $A(t)$ defined in (4.34). Now a direct application of Lemma 4.1 finishes the proof.

Remark 4.2. Note that, as in the spin-orbit problem, there are two special cases for which $\Theta^{*}$ can be computed explicitly for some combination of parameters satisfying (4.36). If $\Lambda_{j}=0$ and $\Lambda_{m_{2}}^{m_{1}}=0$ for $m_{1} m_{2} \neq 0$, for each $e \in(0,1)$ the solution is the synchronous resonance of the uncoupled system

$$
\begin{equation*}
\Theta^{*}(t)=2(t-f(t, e))\binom{1}{1} \tag{4.38}
\end{equation*}
$$

On the other hand, if $e=0$ the solution is $\Theta^{*}(t)=0$.

### 4.2.3 Linear stability of the solution

Now we are interested in the stability properties of the solution $\Theta^{*}(t)$, which should be seen as $2 \pi$-periodic and odd from now on. In the following we will find a region of parameters guaranteeing stability of the (scaled) linearized system of (1.23) at the periodic solution $\Theta^{*}$, say,

$$
\begin{equation*}
\ddot{y}+A(t) y=0, \tag{4.39}
\end{equation*}
$$

where we take the symmetric matrix $A(t)$ now defined by

$$
A(t)=\tilde{A}\left(t, \Theta^{*}(t)\right)=\mathcal{C}^{-1 / 2} \partial_{\Theta} F\left(t, \Theta^{*}(t)\right) \mathcal{C}^{-1 / 2}
$$

and $\tilde{A}(t, \Theta)$ was defined in (4.35).
Recall from Section 1.3.3 that the conservative spin-spin model has a time-dependent Hamiltonian structure given by (1.21). The variational equations associated to periodic solutions, like (4.39), are linear Hamiltonian systems with periodic coefficients. We will abbreviate them by LPH systems ${ }^{4}$. These systems have some special properties that we will use in the following. For the general theory see [126] or [43]. For example, assume that $\varphi$ is a Floquet multiplier of an LPH system. Then, its inverse $\varphi^{-1}$, its complex conjugate $\bar{\varphi}$ and $\bar{\varphi}^{-1}$ are also multipliers and have the same multiplicity as $\varphi$. This is stated in Corollary 6 of Chapter 1.1 of [43]. Let us point out two interesting consequences. First, a necessary condition for stability of an LPH system is that all its Floquet multipliers must have modulus 1. Second, an LPH system can never be asymptotically stable. In order to do continuation of periodic solutions to the dissipative regime we will need the concept of strong stability for LPH systems.

Definition 4.2. Let $A_{0}(t) \in \mathbb{R}^{d \times d}$ be a fixed symmetric and $T$-periodic matrix. Assume that the there exists a number $\varepsilon>0$ such that the equation $\ddot{y}+A_{*}(t) y=0$ is stable for all $A_{*}(t) \in \mathbb{R}^{d \times d}$ symmetric and T-periodic satisfying $\int_{0}^{T}\left\|A_{*}(t)-A_{0}(t)\right\|<\varepsilon$. Then, $\ddot{y}+A_{0}(t) y=0$ is strongly stable.

In other words, if an LPH system is strongly stable, then, any sufficiently small perturbation of it is stable. The perturbation should keep the Hamiltonian structure. Let us illustrate this with an example of the so-called Mathieu equation. Consider the $2 \pi$-periodic equation

$$
\ddot{x}+\frac{1}{4}(1+\epsilon \cos t) x=0, \quad x \in \mathbb{R} .
$$

[^14]For $\epsilon=0$ it is stable, but not strongly stable, because we can always find a small number $\epsilon \neq 0$ such that the corresponding equation is not stable. This is called parametric resonance, see [4].

Strong stability can be characterized with the Floquet multipliers of the system. For example, take an LPH system whose multipliers belong to the unit circle. If the multiplicity of all the multipliers is one, then the system is strongly stable. However, the converse is not true. M. Krein developed a theory to determine if a system is strong stable with further algebraic properties of the multipliers. For our purpose of making continuation of periodic solutions the following property is relevant.
Proposition 4.2. Assume that $\ddot{y}+A(t) y=0$, with $A(t) \in \mathbb{R}^{d \times d}$ symmetric and T-periodic, is strongly stable. Then, neither 1 nor -1 are Floquet multipliers of the system.

We will not prove this property because it is a particular result of the general theory. Nonetheless, it can be inferred by the paragraph previous to Theorem 10 in Chapter 1.2 of [43], that is the main result of Krein's theory.

Some sufficient conditions for strong stability of (4.39) are given by the following Lyapunov-like stability criterion, from Test 4, in [126], Chapter III, Section 7.
Stability test 4.1. The equation $\ddot{y}+A(t) y=0$, with $A(t) \in \mathbb{R}^{d \times d}$ symmetric and $2 \pi$-periodic, is strongly stable provided that, for all $x \in \mathbb{R}^{d} \backslash\{0\}$,

$$
\begin{equation*}
\int_{0}^{2 \pi}\langle A(t) x, x\rangle \mathrm{d} t>0 \quad \text { and } \quad \int_{0}^{2 \pi} \operatorname{Tr}(A(t)) \mathrm{d} t<\frac{2}{\pi} . \tag{4.40}
\end{equation*}
$$

This stability test is the main tool for the proof of the next theorem.
Theorem 4.2. Assume that the parameters of the model satisfy the following conditions.

$$
\begin{align*}
\frac{1}{\pi^{2}}> & \frac{1}{(1-e)^{3}}\left(\frac{\Lambda_{1}}{\mathcal{C}_{1}}+\frac{\Lambda_{2}}{\mathcal{C}_{2}}\right)+\frac{1}{(1-e)^{5}} \sum_{\left(m_{1}, m_{2}\right) \in \Xi}\left(\frac{m_{1}^{2}}{\mathcal{C}_{1}}+\frac{m_{2}^{2}}{\mathcal{C}_{2}}\right) \Lambda_{m_{2}}^{m_{1}},  \tag{4.41}\\
\frac{1}{4 \pi}>M: & =\frac{1}{(1-e)^{3}} \max \left\{\frac{\Lambda_{1}}{\mathcal{C}_{1}}, \frac{\Lambda_{2}}{\mathcal{C}_{2}}\right\}+ \\
& +\frac{1}{(1-e)^{5}} \sum_{\left(m_{1}, m_{2}\right) \in \Xi} \max \left\{\frac{\left|m_{1}\right|}{\mathcal{C}_{1}}, \frac{\left|m_{2}\right|}{\mathcal{C}_{2}}\right\} \Lambda_{m_{2}}^{m_{1}}+\frac{4 e \sqrt{1-e^{2}}}{(1-e)^{4}},  \tag{4.42}\\
& \cos \left(2 \pi^{2} M\right) \min \left\{\frac{\Lambda_{1}}{\mathcal{C}_{1}}, \frac{\Lambda_{2}}{\mathcal{C}_{2}}\right\}>\max \left\{\alpha_{1} \frac{\Lambda_{1}}{\mathcal{C}_{1}}, \alpha_{2} \frac{\Lambda_{2}}{\mathcal{C}_{2}}\right\}, \tag{4.43}
\end{align*}
$$

with $\alpha_{j}$ defined in (4.37). Then the solution $\Theta^{*}(t)$ is strongly linearly stable.

Note that the second condition of (4.40) is guaranteed by (4.41). The first condition of (4.40) is a bit more complicated, but its proof is immediate by the following two lemmas.

Lemma 4.2. The components of the solution $\Theta^{*}(t)$ satisfy the following bounds $\left|\Theta_{j}^{*}(t)\right| \leq 2 \pi^{2} M,\left|\dot{\Theta}_{j}^{*}(t)\right| \leq 2 \pi M$ provided that $M \geq\left\|\mathcal{C}^{-1} F\left(t, \Theta^{*}(t)\right)\right\|$.

Proof. Integrating the identity $\ddot{\Theta}^{*}(t)+\mathcal{C}^{-1} F\left(t, \Theta^{*}(t)\right)=0$ and taking the first component,

$$
\dot{\Theta}_{1}^{*}(t)=\dot{\Theta}_{1}^{*}\left(t_{0}\right)-\int_{t_{0}}^{t} u_{1} \mathcal{C}^{-1} F\left(s, \Theta^{*}(s)\right) \mathrm{d} s
$$

where $u_{1}$ is the row vector $(1,0)$. Then, for $t \in\left[t_{0}, t_{0}+2 \pi\right]$,

$$
\left|\dot{\Theta}_{1}^{*}(t)\right| \leq\left|\dot{\Theta}_{1}^{*}\left(t_{0}\right)\right|+\int_{t_{0}}^{t_{0}+2 \pi}| | \mathcal{C}^{-1} F\left(s, \Theta^{*}(s)\right) \| \mathrm{d} s \leq\left|\dot{\Theta}_{1}^{*}\left(t_{0}\right)\right|+2 \pi M
$$

where $\|\cdot\|$ indicates a matrix norm induced by a norm in $\mathbb{R}^{2}$. Since $\Theta_{1}^{*}(t)$ is $2 \pi$-periodic, we can choose $t_{0}$ such that $\dot{\Theta}_{1}^{*}\left(t_{0}\right)=0$. The same is applicable to $\Theta_{2}$ for a possibly different $t_{0}$, consequently, $\left|\dot{\Theta}_{j}^{*}(t)\right| \leq 2 \pi M$ for all $t$. Furthermore, since $\Theta_{1}^{*}(0)=0$,

$$
\Theta_{1}^{*}(t)=\int_{0}^{t} \dot{\Theta}_{1}^{*}(s) \mathrm{d} s
$$

and, due to the odd symmetry of $\Theta_{1}^{*}(t)$, it is enough to consider $t \in[0, \pi]$. Then, $\left|\Theta_{1}^{*}(t)\right| \leq 2 \pi^{2} M$. The same is true for $\Theta_{2}^{*}(t)$.

Lemma 4.3. The conditions (4.42) and (4.43) are sufficient so that $A(t)=$ $\tilde{A}\left(t, \Theta^{*}(t)\right) \geq \gamma \mathbb{1}$ for some $\gamma>0$.

Proof. The proof this lemma is based on the following fact. Considering the partial ordering of symmetric matrices given by Definition 4.1, the conditions (4.42) and (4.43) imply that the term proportional to $1 / r^{3}$ in (4.35) dominates the other term, that is proportional to $1 / r^{5}$. Let us prove it. We can compute the derivatives of $f(t)$ using Equations (1.10) to (1.12) and get

$$
\ddot{f}(t)=-\frac{2 e \sqrt{1-e^{2}} \sin (u(t))}{(1-e \cos (u(t)))^{4}}
$$

where $u$ is the eccentric anomaly. Using the maximum norm we see from (4.42) and (4.30) that $1 /(4 \pi)>M \geq\left\|\mathcal{C}^{-1} F\left(t, \Theta^{*}(t)\right)\right\|$. Furthermore, from Lemma 4.2 we know that $\left|\Theta_{j}^{*}(t)\right| \leq 2 \pi^{2} M$, then, we can see graphically that

$$
\cos \Theta_{1}^{*}(t) \geq \cos \left(2 \pi^{2} M\right)>0
$$

therefore,

$$
\left(\begin{array}{cc}
\frac{\Lambda_{1}}{\mathcal{C}_{1}} \cos \Theta_{1}^{*}(t) & 0  \tag{4.44}\\
0 & \frac{\Lambda_{2}}{\mathcal{C}_{2}} \cos \Theta_{2}^{*}(t)
\end{array}\right) \geq \cos \left(2 \pi^{2} M\right) \min \left\{\frac{\Lambda_{1}}{\mathcal{C}_{1}}, \frac{\Lambda_{2}}{\mathcal{C}_{2}}\right\} \mathbb{1}
$$

On the other hand, let us define

$$
B=-\left(\frac{a}{r(t)}\right)^{2} \sum_{\left(m_{1}, m_{2}\right) \in \Xi}\left(\begin{array}{cc}
\frac{m_{1}^{2}}{\mathcal{C}_{1}} & \frac{m_{1} m_{2}}{\sqrt{\mathcal{C}_{2} \mathcal{C}_{2}}} \\
\frac{m_{1} m_{2} C^{2}}{\sqrt{\mathcal{C}_{1} C_{2}}} & \frac{m_{2}^{2}}{\mathcal{C}_{2}}
\end{array}\right) \Lambda_{m_{2}}^{m_{1}} \cos \left(m_{1} \Theta_{1}^{*}(t)+m_{2} \Theta_{2}^{*}(t)\right) .
$$

As we did in the Proof of Theorem 4.1, we can take the maximum norm and obtain that

$$
\max \left\{\alpha_{1} \frac{\Lambda_{1}}{\mathcal{C}_{1}}, \alpha_{2} \frac{\Lambda_{2}}{\mathcal{C}_{2}}\right\} \geq\|B\| \geq \rho(B)
$$

where $\rho(B)$ is the spectral radius of $B$, then,

$$
\max \left\{\alpha_{1} \frac{\Lambda_{1}}{\mathcal{C}_{1}}, \alpha_{2} \frac{\Lambda_{2}}{\mathcal{C}_{2}}\right\} \mathbb{1} \geq B
$$

From this inequality, (4.44) and the definition (4.35) of $\tilde{A}(t, \Theta)$, we prove that $\tilde{A}\left(t, \Theta^{*}(t)\right) \geq \gamma \mathbb{1}$ with

$$
\gamma=\cos \left(2 \pi^{2} M\right) \min \left\{\frac{\Lambda_{1}}{\mathcal{C}_{1}}, \frac{\Lambda_{2}}{\mathcal{C}_{2}}\right\}-\max \left\{\alpha_{1} \frac{\Lambda_{1}}{\mathcal{C}_{1}}, \alpha_{2} \frac{\Lambda_{2}}{\mathcal{C}_{2}}\right\}>0
$$

Now we see that Lemma 4.3 implies the first condition of (4.40) because $\langle A(t) x, x\rangle \geq \gamma\|x\|^{2}>0$.

### 4.3 The synchronous resonance in the dissipative regime

Recall from (1.22) that the dissipative spin-spin model takes the form of the system

$$
\begin{equation*}
\ddot{\Theta}+\operatorname{diag}(\delta) D(t) \dot{\Theta}+\mathcal{C}^{-1} F(t, \Theta)=0, \quad \delta=\binom{\delta_{1}}{\delta_{2}}, \quad \delta_{j} \geq 0, \tag{4.45}
\end{equation*}
$$

with $D(t)=(a / r(t))^{6}$. We know from Theorem 4.2 that, for $\delta=0$, there exists an odd $2 \pi$-periodic solution $\Theta^{*}(t)$, that is strongly linearly stable in the set of the parameters space satisfying the conditions given in Equations (4.41) to (4.43).

The main result of this section is Theorem 4.3. There we will see that the conservative periodic solution $\Theta^{*}(t)$ can be continued in the presence of friction to an asymptotically stable periodic solution $\Psi^{*}(t, \delta)$. However, the odd symmetry of the solution is lost because (4.45) is not invariant under the change $(t, \Theta) \rightarrow(-t,-\Theta)$ as in the conservative case. The proof of Theorem 4.3 is mainly based on Theorem 2 in [91] and on classical results on continuation of periodic solutions summarized in the next proposition.

Proposition 4.3. Let $\mathcal{F}$ be a real analytic function $\mathcal{F}=\mathcal{F}(t, x, \zeta)$, such that $\mathcal{F}(t+T, x, \zeta)=\mathcal{F}(t, x, \zeta)$, with $t \in \mathbb{R}, x \in \mathbb{R}^{n}, \zeta \in \mathbb{R}^{d}$. Assume that the equation $\dot{x}=\mathcal{F}(t, x, 0)$ has a $T$-periodic solution $x=p(t)$.

1. Suppose that 1 is not a Floquet multiplier of the corresponding variational equation at $x=p(t)$,

$$
\dot{y}=\partial_{x} \mathcal{F}(t, p(t), 0) y .
$$

Then, for $\zeta \neq 0$, with small enough norm $\|\zeta\|$, the equation $\dot{x}=$ $\mathcal{F}(t, x, \zeta)$ has a $T$-periodic solution $x=p_{c}(t, \zeta)$ such that $p_{c}(t, 0)=p(t)$. Moreover, $p_{c}(t, \zeta)$ is an analytic function and it is unique of each $\zeta$.
2. If additionally, $p(t)$ is asymptotically stable, then this is also true for $p_{c}(t, \zeta)$.

For the detailed proof of this proposition, see Theorems 1.1 and 1.2 in Chapter 14, [31]. Now we can state the main theorem.

Theorem 4.3. Assume that the parameters of the system satisfy the conditions in Theorem 4.2. If $\left|\delta_{j}\right|$ are small enough, then there exists a function $\Psi^{*}(t, \delta)$, analytic in both entries, satisfying
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i) $\Psi^{*}(t, 0)=\Theta^{*}(t)$ for each $t \in \mathbb{R}$.
ii) $\Psi^{*}(t, \delta)$ is a $2 \pi$-periodic solution of (4.45). Moreover, if $\left|\Lambda_{m_{2}}^{m_{1}}\right|$ are small enough, then, $\Psi^{*}(t, \delta)$ is asymptotically stable.

Proof. Recall that the conservative periodic solution $\Theta^{*}(t)$ is strongly linearly stable. Proposition 4.2 guarantees that 1 is not a Floquet multiplier of the variational equation at $\Theta^{*}(t)$. Then, we can apply the first item of Proposition 4.3 to make the analytic continuation of the periodic solution from the conservative $\left(\delta_{j}=0\right)$ to the dissipative regime $\left(\delta_{j}>0\right)$. We conclude that there exists a unique analytic $2 \pi$-periodic solution $\Psi^{*}(t, \delta)$ of (4.45) such that $\Psi^{*}(t, 0)=\Theta^{*}(t)$ for small enough $\delta_{j}$.

Let us explain more in detail the proof that the continuation is asymptotically stable. If $\Lambda_{m_{2}}^{m_{1}}=0$ for all $\left(m_{1}, m_{2}\right) \in \Xi$, then (4.45) takes the form of two uncoupled dissipative spin-orbit equations

$$
\begin{equation*}
\ddot{\Theta}_{j}+\delta_{j}\left(\frac{a}{r(t)}\right)^{6} \dot{\Theta}_{j}+\frac{\Lambda_{j}}{\mathcal{C}_{j}}\left(\frac{a}{r(t)}\right)^{3} \sin \Theta_{j}=0 . \tag{4.46}
\end{equation*}
$$

Besides, conditions in Equations (4.41) to (4.43) guarantee that, for $\Lambda_{m_{2}}^{m_{1}}=0$, the conservative solution $\Theta^{*}(t)$ is strongly linearly stable. We can see the solution $\Theta^{*}(t)$ split in two components $\Theta_{j}^{*}(t)$, each of them is a solution of the conservative spin-orbit problem (4.46) with $\delta_{j}=0$. Now we can apply Theorem 2 in [91] that guarantees that each equation in (4.46) has an asymptotically stable $2 \pi$-periodic solution $\Theta_{j, \delta_{j}}^{*}(t)$ provided that $\delta_{j} \in\left(0, \bar{\delta}_{j}\right]$. Here $\bar{\delta}_{j}$ are small numbers quantified in [91]. Moreover, $\Theta_{j, \delta_{j}}^{*}(t)$ is the unique continuation of $\Theta_{j}^{*}(t)=\Theta_{j, 0}^{*}(t)$.

Let us consider (4.46) as a system of two equations. This system has an asymptotically stable $2 \pi$-periodic solution $\Psi^{*}(t, \delta)=\left(\Theta_{1, \delta_{1}}^{*}(t), \Theta_{2, \delta_{2}}^{*}(t)\right)^{\top}$ such that $\Psi^{*}(t, 0)=\Theta^{*}(t)$. If $\left|\Lambda_{m_{2}}^{m_{1}}\right|$ are small, we can see (4.45) as a perturbation of the system (4.46) and apply the second item of Proposition 4.3. In this way we guarantee that $\Psi^{*}(t, \delta)$ has a $2 \pi$-periodic continuation for $\Lambda_{m_{2}}^{m_{1}} \neq 0$ that is asymptotically stable if $\left|\Lambda_{m_{2}}^{m_{1}}\right|$ are small enough.

Note that for asymptotic stability we require not only that $\left|\delta_{j}\right|$ should be small, but also $\left|\Lambda_{m_{2}}^{m_{1}}\right|$. We would like to erase this condition on the coupling parameters $\Lambda_{m_{2}}^{m_{1}}$. However, from a theoretical point of view, this is certainly difficult to address in general since we deal with systems of differential equations. Let us explain this point. The variational equation of (4.45) near $\Psi^{*}(t, \delta)$ is

$$
\begin{equation*}
\ddot{\eta}+\operatorname{diag}(\delta) D(t) \dot{\eta}+\mathcal{C}^{-1} \partial_{\Theta} F\left(t, \Psi^{*}(t, \delta)\right) \eta=0, \quad \delta=\binom{\delta_{1}}{\delta_{2}} . \tag{4.47}
\end{equation*}
$$

For $e \neq 0,(4.47)$ is a linear $2 \pi$-periodic system of two equations of second order. In [91], asymptotic stability was proved for the spin-orbit problem taking advantage of the following fact. Any second order periodic equation $\ddot{x}+a_{1}(t) \dot{x}+a_{0}(t) x=0, x \in \mathbb{R}, a_{n}(t)=a_{n}(t+T)$, can be converted into a Hill's equation $\ddot{\chi}+\alpha(t) \chi=0, \alpha(t)=a_{0}(t)-\frac{1}{4} a_{1}(t)^{2}-\frac{1}{2} \dot{a}_{1}(t)$, by the change of variables $\chi(t)=x(t) \exp \left(\frac{1}{2} \int_{0}^{t} a_{1}(s) \mathrm{d} s\right)$. See [77]. We can see the dissipative problem $\left(a_{1}(t) \neq 0\right)$ as a perturbation of the conservative one $\left(a_{1}(t)=0\right)$. Assume that $\ddot{x}+a_{0}(t) x=0$ is strongly stable, then $\ddot{\chi}+\alpha(t) \chi=0$ is stable. Since it is a Hill's equation (also a LPH system), the modulus of the Floquet multipliers of $\ddot{\chi}+\alpha(t) \chi=0$ is 1 . Now we undo the change of variables and conclude that the modulus of the Floquet multipliers of $\ddot{x}+a_{1}(t) \dot{x}+a_{0}(t) x=0$ is smaller than 1 , therefore, it is asymptotically stable. However, it is not clear how to perform an analogous procedure in (4.47). The main obstacle is the non-commutativity of matrices due to the asymmetric nature of the dissipative problem $\left(\delta_{1} \neq \delta_{2}\right)$. Actually, if we follow the same steps, we end up with a system of equations that is no longer periodic for $\delta_{1} \neq \delta_{2}$. The numbers $\delta_{j}$ depend on several parameters of the bodies and we do not see any good physical reason to impose both dissipative parameters to be equal. In fact, if $\delta_{1} \neq \delta_{2}$, in principle the dissipative spin-spin model cannot be considered conformally symplectic as the spin-orbit problem. See [20]. From this discussion, we conclude that this it is necessary a deeper theoretical study, but it is beyond the scope of this paper.

On the other hand, let us see that for $e=0$, the solution of (4.47) is asymptotically stable. The solution given by Theorem 3.2 is $\Psi^{*}(t, \delta) \equiv 0$. Taking $y=\mathcal{C}^{1 / 2} \eta$, the corresponding variational equation is

$$
\begin{equation*}
\ddot{y}+\operatorname{diag}(\delta) \dot{y}+A y=0, \tag{4.48}
\end{equation*}
$$

where $A$ is the symmetric constant matrix given by

$$
A=\left(\begin{array}{cc}
\xi_{1} & \sigma \\
\sigma & \xi_{2}
\end{array}\right)=\left(\begin{array}{cc}
\frac{\Lambda_{1}}{\mathcal{C}_{1}} & 0 \\
0 & \frac{\Lambda_{2}}{\mathcal{C}_{2}}
\end{array}\right)+\sum_{\left(m_{1}, m_{2}\right) \in \Xi}\left(\begin{array}{cc}
\frac{m_{1}^{2}}{\mathcal{C}_{1}} & \frac{m_{1} m_{2}}{\sqrt{\mathcal{C}_{2} \mathcal{C}_{2}}} \\
\frac{m_{1} m_{2}}{\sqrt{\mathcal{C}_{1} C_{2}}} & \frac{m_{2}^{2}}{\mathcal{C}_{2}}
\end{array}\right) \Lambda_{m_{2}}^{m_{1}} .
$$

Note that, by conditions (4.42) and (4.43), $A$ is a positive definite matrix. See Lemma 4.3. The characteristic polynomial of equation (4.48) is

$$
p(\omega)=\omega^{4}+\left(\delta_{1}+\delta_{2}\right) \omega^{3}+\left(\xi_{1}+\xi_{2}+\delta_{1} \delta_{2}\right) \omega^{2}+\left(\xi_{1} \delta_{2}+\xi_{2} \delta_{2}\right) \omega+\operatorname{det} A
$$

Equation (4.48) is asymptotically stable if and only if all the roots of $p(\omega)$ have negative real parts. This can be checked with the Routh-Hurwitz criterion, see [49]. According to it, all the roots of the polynomial have
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negative real parts if and only if the associated Hurwitz determinants of the polynomial are strictly positive, say,

$$
\begin{gathered}
D_{1}=\delta_{1}+\delta_{2}, \quad D_{2}=\delta_{1}^{2} \delta_{2}+\delta_{2}^{2} \delta_{1}+\xi_{1} \delta_{1}+\xi_{2} \delta_{2} \\
D_{3}=D_{1}^{2} \sigma^{2}+\delta_{1} \delta_{2}\left(D_{1}\left(\xi_{1} \delta_{2}+\xi_{2} \delta_{2}\right)+\left(\xi_{1}-\xi_{2}\right)^{2}\right), \quad D_{4}=D_{3} \operatorname{det} A .
\end{gathered}
$$

Since $A$ is positive definite, we get asymptotic stability for all $\delta_{1}$ and $\delta_{2}$ such that both are non-negative and at least one is different from zero.

### 4.4 Applications

Recall from the end of Section 4.1 that our model depends on six independent physical parameters $\left(e ; \mathcal{C}_{1}, \lambda_{1}, \lambda_{2}, \hat{d}_{1}, \hat{q}_{1}\right)$, where $e$ is the orbital eccentricity, $\mathcal{C}_{j}$ the moment of inertia of $\mathcal{E}_{j}$ with respect to the $\mathrm{c}_{j}$-axis, $\lambda_{j}=\Lambda_{j} / \mathcal{C}_{j}$ is the oblateness of $\mathcal{E}_{j}$ in the plane of motion, and $\hat{d}_{j}$ and $\hat{q}_{j}$ are, respectively, the oblateness and the flatness of $\mathcal{E}_{j}$ with respect to the size of the orbit.

We have two type of estimates. The first type in (4.36) guarantees uniqueness of the synchronous resonance in the conservative regime. The second one in Equations (4.41) to (4.43) guarantees linear stability of the same solution. Our estimates depend on certain values $\alpha_{j}$ in (4.37). To write them in terms of the physical parameters, we use the definitions in Equations (4.23) to (4.26), then

$$
\begin{align*}
\sum_{\left(m_{1}, m_{2}\right) \in \Xi} \frac{m_{j}^{2}}{\mathcal{C}_{j}} \Lambda_{m_{2}}^{m_{1}} & =\lambda_{j}\left(\frac{25}{4} \hat{d}_{j}+\frac{25}{28} \hat{q}_{j}+\frac{19}{4} \hat{d}_{3-j}+\frac{5}{4} \hat{q}_{3-j}\right),  \tag{4.49}\\
\sum_{\left(m_{1}, m_{2}\right) \in \Xi} \frac{\left|m_{1} m_{2}\right|}{\sqrt{\mathcal{C}_{1} \mathcal{C}_{2}}} \Lambda_{m_{2}}^{m_{1}} & =\frac{19}{4} \sqrt{\frac{\mathcal{C}_{1}}{\mathcal{C}_{2}}} \lambda_{1} \hat{d}_{2}=\frac{19}{4} \sqrt{\frac{\mathcal{C}_{2}}{\mathcal{C}_{1}}} \lambda_{2} \hat{d}_{1}  \tag{4.50}\\
\sum_{\left(m_{1}, m_{2}\right) \in \Xi} \frac{\left|m_{j}\right|}{\mathcal{C}_{j}} \Lambda_{m_{2}}^{m_{1}} & =\lambda_{j}\left(\frac{25}{8} \hat{d}_{j}+\frac{25}{28} \hat{q}_{j}+\frac{19}{4} \hat{d}_{3-j}+\frac{5}{4} \hat{q}_{3-j}\right) . \tag{4.51}
\end{align*}
$$

Now we are ready to apply our estimates to specific cases.

### 4.4.1 Real systems

In one hand, the Pluto-Charon binary is the largest known system that is in double synchronous resonance. The physical parameters of the system relevant for the spin-spin model are shown in Table 4.1. Pluto is almost twice the size of Charon, contains the $89 \%$ of the mass and the $97 \%$ of the body moment of inertia $\left(\mathcal{C}_{j}\right)$ of the system. Besides, the size of the orbit is quite large ( $a=27.2$ ) compared to the sizes of the bodies. This results in very small values of $\hat{d}_{j}$ of order $10^{-7}$, which means this is a certainly weak spin-spin coupling. The orbit has a very small eccentricity $e=0.0002$. Recall that the double synchronous resonance of the circular case $(e=0)$ is the trivial solution $\Theta(t) \equiv 0$, both for the conservative case (1.23) and the dissipative case (1.22). The asymptotic stability of the solution for any value of the dissipative parameters is easily guaranteed, as it was shown at the end of Section 3.3 using equation (4.48). For the real eccentricity, the solution $\Theta^{*}(t)$ of (1.23) oscillates very close to zero and our estimates guarantee the

| System | $M_{j}$ | $\mathrm{a}_{j}$ | $\mathcal{C}_{j}$ | $\lambda_{j}$ | $\hat{d}_{j}$ | $\hat{q}_{j}$ | $a$ | $e$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Pluto | 0.89 | 1.65 | 0.97 | $3.3 \cdot 10^{-5}$ | $1.5 \cdot 10^{-7}$ | $1.2 \cdot 10^{-6}$ | 27.2 | $2.0 \cdot 10^{-4}$ |
| Charon | 0.11 | 0.84 | 0.03 | $2.4 \cdot 10^{-3}$ | $3.5 \cdot 10^{-7}$ | $8.2 \cdot 10^{-7}$ |  |  |
| Patroclus | 0.56 | 1.7 | 0.60 | 0.11 | $2.6 \cdot 10^{-4}$ | $1.2 \cdot 10^{-3}$ | $18.2 \pm 0.5$ | $0.02 \pm 0.02$ |
| Menoetius | 0.44 | 1.6 | 0.40 | 0.14 | $2.2 \cdot 10^{-4}$ | $9.9 \cdot 10^{-4}$ |  |  |

Table 4.1: Real physical parameters for two binary systems. For Pluto and Charon, we take the largest values of $\lambda_{j}, \hat{d}_{j}$ and $\hat{q}_{j}$ obtained from data in [61]. The parameters of Patroclus and Menoetius are obtained from data in [36] and the orbital parameters from [79].
uniqueness and linear stability of solution. Furthermore, Theorem 4.3 shows the existence of an asymptotically stable solution $\Psi^{*}(t, \delta)$ of the dissipative model provided that $\delta_{j}, \hat{d}_{j}$ and $\hat{q}_{j}$ are small enough. Unfortunately, this last result is not quantified in this paper for the real parameters.

On the other hand, the Trojan binary asteroid 617 Patroclus is a system whose components are of similar size, mass and moment of inertia. See the physical parameters of its components, Patroclus and Menoetius, in Table 4.1. Each body has a diameter of around one hundred kilometres, almost ten times smaller than Charon. Patroclus and Menoetius have a more oblate ellipsoidal shape than Pluto and Charon and the size of the orbit in this case ( $a=18.2 \pm 0.5$ ) is smaller. In consequence, the corresponding dynamical parameters $\lambda_{j}, \hat{d}_{j}$ and $\hat{q}_{j}$ are several orders of magnitude larger. The orbital eccentricity is not measured with enough precision, $e=0.02 \pm 0.02$. With our estimates, we are able to guarantee the uniqueness of the solution $\Theta^{*}(t)$ of (1.23) for eccentricities up to $e=0.04$. However, we fail to guarantee linear stability even for $e=0$. The main reason is that the stability test given by the conditions (4.40) is not fine enough for such large values of $\lambda_{j}$. In the following subsection we will explain what is the range of parameters that is covered by our study.

### 4.4.2 Stability diagrams in the space of parameters

Note that all the terms appearing in Equations (4.49) to (4.51) are positive. Since $\hat{q} \geq \hat{d}$, and, in order to reduce the parameters in the upper bounds for the expressions in Equations (4.49) to (4.51), we can take $\hat{d}_{j}=\hat{q}_{j}$. In this way, we reduce the independent parameters to five $\left(e ; \lambda_{1}, \lambda_{2}, \mathcal{C}_{1}, \hat{q}_{1}\right)$. Note now that, to take $\hat{q}_{1}=0$ is equivalent to break the coupling of the system, resulting in two independent spin-orbit problems.

We will consider two special cases with three free parameters. In one hand, the case of identical bodies, that we compare with the asteroid 617 Patroclus. Here the parameters are $e, \lambda_{j}=\lambda$ and $\hat{q}_{j}=\hat{q}$. On the other hand, the case when $\mathcal{E}_{1}$ is twice the size of $\mathcal{E}_{2}$, that we compare with the PlutoCharon system. Here we consider the same density and the free parameters are $e, \lambda_{2}$ and $\hat{q}_{1}$, whereas the dependent parameters are $\lambda_{1}=2^{-3} \lambda_{2}$ and $\hat{q}_{2}=2^{-5} \hat{q}_{1}$.

Figure 4.2 shows regions in the space of parameters for which there is uniqueness and linear stability of the double synchronous resonance according to our theoretical estimates. We see that we cover the Patroclus-Menoetius system (top panels) only for the uniqueness of the solution but not for the linear stability. In contrast, the Pluto-Charon system (bottom panels) is covered for linear stability as well. We can compare the diagrams of $\hat{q}=0$ and $\hat{q}_{1}=0$ with the theoretical estimates obtained in [91], shown in Figure 4.3. We see that, although the uniqueness region is similar, the stability region (in yellow) is considerably larger in Figure 4.3 than those in Figure 4.2. This shows that the mathematical techniques used in [91] are much finer than in this paper. In [91] we used generalized Lyapunov criteria using $L^{p_{-}}$ norms, with $p \in[1, \infty]$, see [128], and upper and lower solutions to bound the amplitude of the solution. Instead, in this paper we use the stability test given by (4.40), that is of type $L^{\infty}$, and a rougher bound for the amplitude of the solution in Lemma 4.2. Since the model is quite new, here we initiate the analysis with a simpler approach. Besides, the mathematical tools are not as well developed for systems of equations as for standard second order scalar equations.

We see in Figure 4.2 that an increase in the value of $\hat{q}$ results in a global reduction of the regions that we estimated theoretically, both for stability and uniqueness regions. This behavior can be compared with the numerical plots in Figure 4.4. We focus only on the case of equal bodies. Here we see how the instability region changes when we increase $\hat{q}$. There are some interesting phenomena.

1. For $\hat{q}=0$ there is only one bifurcation point for the unstable solution in the $\lambda$-axis at $(e, \lambda)=(0,0.25)$. However, for $\hat{q}>0$, it becomes two

Equal size $\mathcal{E}_{1}=\mathcal{E}_{2}$


Double size $\mathcal{E}_{1}=2 \mathcal{E}_{2}$


Figure 4.2: Stability diagrams in the $(e, \lambda)$-plane of the synchronous resonance of the spin-spin model. Top: both bodies are equal. Bottom: one body is double the size of the other. The double synchronous resonance is unique under the dashed lines (right) and linearly stable under the black lines (left) for the indicated value of $\hat{q}$. In the left we see zoomed views of the stable regions. The more yellow is the region indicates that stability is guaranteed for larger values of $\hat{q}$. The gray regions in the right are unstable for the uncoupled system (spin-orbit), i.e., with $\hat{q}=0$.


Figure 4.3: Stability diagram in the $(e, \lambda)$-plane of the spin-orbit in [91], Figure 3.


Figure 4.4: Stability diagrams in the $(e, \lambda)$-plane in the case of equal bodies. The six plots in the left show the unstable region in gray for different values of $\hat{q}$. The image in the right shows the six diagrams superimposed. Darker tones of gray indicate more overlapping between unstable regions.
bifurcation points at $\left(0, \lambda_{(1)}\right)$ and $\left(0, \lambda_{(2)}\right)$, with $0<\lambda_{(1)}<\lambda_{(2)}<0.25$. This opens a small window of stability at the points $(e, \lambda)$ with $e$ close to 0 and $\lambda \in\left(\lambda_{(1)}, \lambda_{(2)}\right)$.
2. For $\hat{q}=0$, apart from the instability region bifurcating from the $\lambda$-axis, there is another one bifurcating from the $e$-axis at $(e, \lambda) \approx(0.682,0)$. The existence of such bifurcation was studied in [91]. However, for $\hat{q}>0$, it looks that the last bifurcation point moves to the right, at the same time that the two instability regions merge into a single one. This shows that turning on the coupling has a stabilizing effect of the synchronous resonance for large $e$ and small $\lambda$. This holds up to a critical $\hat{q} \in(0.05,0.1)$ for which another unstable region bifurcates from the $e$-axis. This region merges with the large one at some $\hat{q} \in(0.1,0.2)$. This leaves an island of stability for large $e$ and small $\lambda$.
3. In the right panel of Figure 4.4 we see that there are some regions (the darkest ones), that remain unstable, not very affected by changes in $\hat{q}$. Instead, the lighter regions show more susceptibility to change their stability when $\hat{q}$ changes.

In Figure 4.4 we have taken large values of $\hat{q}$, compared to the real values in Table 4.1. From its definition in (4.20) and (4.17) we see that $\hat{q} \leq 1 / a^{2}$ for equal bodies $(M=0.5, \mathcal{C}=0.5)$. In order to be consistent with the Keplerian orbit approximation, $a$ should be quite larger than 1 , that gives the scale of the objects. For example, $a$ of order 10 would give an upper estimate of $\hat{q}$ of order $10^{-2}$. In consequence, for more realistic parameters, we should not consider the appearance of the additional instability region bifurcating from the $e$-axis from large $\hat{q}$.

## Bibliography

[1] E. Y. Aleshkina, Synchronous spin-orbital resonance locking of large planetary satellites, Solar System Research, 43 (2009), pp. 71-78, https://doi.org/10.1134/S0038094609010079.
[2] F. Antognini, L. Biasco, and L. Chierchia, The Spin-Orbit Resonances of the Solar System: A Mathematical Treatment Matching Physical Data, Journal of Nonlinear Science, 24 (2014), pp. 473-492, https://doi.org/10.1007/s00332-014-9196-7.
[3] T. M. Apostol, Mathematical analysis, Addison-Wesley Series in Mathematics, Addison-Wesley, Reading, MA, 2nd ed., 1974.
[4] V. Arnol'd, Mathematical Methods of Classical Mechanics, Graduate Texts in Mathematics, Springer, New York, NY, 2nd ed., 1989, https: //doi.org/10.1007/978-1-4757-2063-1.
[5] G. Balmino, Gravitational potential harmonics from the shape of an homogeneous body, Celestial Mechanics and Dynamical Astronomy, 60 (1994), pp. 331-364, https://doi.org/10.1007/BF00691901.
[6] K. Batygin and A. Morbidelli, Onset of secular chaos in planetary systems: Period doubling and strange attractors, Celestial Mechanics and Dynamical Astronomy, 111 (2011), https://doi.org/10. 1007/s10569-011-9361-3.
[7] K. Batygin and A. Morbidelli, Spin-Spin coupling in the Solar System, The Astrophysical Journal, 810 (2015), p. 110, https://doi. org/10.1088/0004-637x/810/2/110.
[8] C. Beaugé and S. Ferraz-Mello, Resonance Trapping in the Primordial Solar Nebula: The Case of a Stokes Drag Dissipation, Icarus, 103 (1993), pp. 301 - 318, https://doi.org/10.1006/icar. 1993. 1072.
[9] C. Beaugé and S. Ferraz-Mello, Capture in Exterior MeanMotion Resonances Due to Poynting-Robertson Drag, Icarus, 110 (1994), pp. 239 - 260, https://doi.org/10.1006/icar.1994.1119.
[10] V. V. Beletskir, Motion of an artificial satellite about its center of mass, Mechanics of Space Flight, Israel Program for Scientific Translations; [available from the U.S. Dept. of Commerce, Clearinghouse for Federal Scientific and Technical Information, Springfield, Va.], Jerusalem, 1966, https://archive.org/details/nasa_ techdoc_19670006100.
[11] V. V. Beletskii and E. K. Lavrovskii, On the theory of the resonance rotation of Mercury, Astronomicheskii Zhurnal, 52 (1975), pp. 1299-1308, https://ui.adsabs.harvard.edu/abs/1975AZh... .52.1299B.
[12] G. Boué and J. Laskar, Spin axis evolution of two interacting bodies, Icarus, 201 (2009), pp. 750 - 767, https://doi.org/10.1016/j. icarus.2009.02.001.
[13] G. Boué, The two rigid body interaction using angular momentum theory formulae, Celestial Mechanics and Dynamical Astronomy, 128 (2017), pp. 261-273, https://doi.org/10.1007/ s10569-017-9751-2.
[14] S. Breiter and A. Jackson, Unified analytical solutions to two-body problems with drag., Mon. Not. R. Astron. Soc., 299 (1998), pp. 237243, https://doi.org/10.1046/j.1365-8711.1998.01768.x.
[15] D. Brouwer and G. I. Hori, Theoretical evaluation of atmospheric drag effects in the motion of an artificial satellite., Astron. J., 66 (1961), pp. 193-225, https://doi.org/10.1086/108070.
[16] A. D. Bruno, Families of Periodic Solutions to the Beletsky Equation, Cosmic Research, 40 (2002), pp. 274-295, https://doi.org/10.1023/ A: 1015981105366 .
[17] J. Burns, P. Lamy, and S. Soter, Radiation Forces on Small Particles in the Solar System., Icarus, 40 (1979), pp. 1-48, https: //doi.org/10.1016/0019-1035(79)90050-2.
[18] A. Cañada and S. Villegas, A Variational Approach to Lyapunov Type Inequalities. From ODEs to PDEs., Springer, Cham, 2015, https: //doi.org/10.1007/978-3-319-25289-6.
[19] R. Calleja and A. Celletti, Breakdown of invariant attractors for the dissipative standard map, Chaos: An Interdisciplinary Journal of Nonlinear Science, 20 (2010), p. 013121, https://doi.org/10.1063/ 1.3335408.
[20] R. C. Calleja, A. Celletti, and R. de la Llave, A KAM theory for conformally symplectic systems: Efficient algorithms and their validation, Journal of Differential Equations, 255 (2013), pp. 978 - 1049, https://doi.org/10.1016/j.jde.2013.05.001.
[21] A. Celletti, Analysis of resonances in the spin-orbit problem in celestial mechanics: The synchronous resonance (Part I)., Zeitschrift Angewandte Mathematik und Physik, 41 (1990), pp. 174-204, https: //doi.org/10.1007/BF00945107.
[22] A. Celletti, Weakly dissipative systems in celestial mechanics, in Topics in Gravitational Dynamics, D. Benest, C. Froeschle, and E. Lega, eds., vol. 729, Springer, Berlin, Heidelberg, 12 2007, pp. 67-90, https://doi.org/10.1007/978-3-540-72984-6_3.
[23] A. Celletti, Stability and Chaos in Celestial Mechanics, Springer, Berlin, Heidelberg, 01 2010, https://doi.org/10.1007/ 978-3-540-85146-2.
[24] A. Celletti and L. Chierchia, Measures of basins of attraction in spin-orbit dynamics, Celestial Mechanics and Dynamical Astronomy, 101 (2008), pp. 159-170, https://doi.org/10.1007/ s10569-008-9142-9.
[25] A. Celletti and L. Chierchia, Quasi-Periodic Attractors in Celestial Mechanics, Archive for Rational Mechanics and Analysis, 191 (2009), pp. 311-345, https://doi.org/10.1007/ s00205-008-0141-5.
[26] A. Celletti, S. Di Ruzza, C. Lhotka, and L. Stefanelli, Nearly-integrable dissipative systems and celestial mechanics, European physical journal - Special topics, 186 (2010), pp. 33-66, https://doi. org/10.1140/epjst/e2010-01259-2.
[27] A. Celletti, C. Froeschlé, and E. Lega, Dissipative and weaklydissipative regimes in nearly-integrable mappings, Discrete and Continuous Dynamical Systems - A, 16 (2006), p. 757, https://doi.org/10. 3934/dcds.2006.16.757.
[28] A. Celletti, L. Stefanelli, E. Lega, and C. Froeschlé, Some results on the global dynamics of the regularized restricted threebody problem with dissipation, Celestial Mechanics and Dynamical Astronomy, 109 (2011), pp. 265-284, https://doi.org/10.1007/ s10569-010-9326-y.
[29] B. V. Chirikov, A universal instability of many-dimensional oscillator systems, Physics Reports, 52 (1979), pp. 263 - 379, https: //doi.org/10.1016/0370-1573(79)90023-1.
[30] A. Chong, Effect of tidal dissipation on the motion of celestial bodies., PhD thesis, Penn State University, 2012, https://etda.libraries. psu.edu/catalog/16233.
[31] A. Coddington and N. Levinson, Theory of ordinary differential equations, International series in pure and applied mathematics, McGraw-Hill, 1955.
[32] A. Compère and A. Lemaître, The two-body interaction potential in the stf tensor formalism: An application to binary asteroids, Celestial Mechanics and Dynamical Astronomy, 119 (2014), pp. 313-330, https://doi.org/10.1007/s10569-014-9568-1.
[33] J. L. Corne and N. Rouche, Attractivity of closed sets proved by using a family of Lyapunov functions., J. Differential Equations, 13 (1973), pp. 231-246, https://doi.org/10.1016/0022-0396(73) 90016-8.
[34] A. C. M. Correia and J. Laskar, Mercury's capture into the 3/2 spin-orbit resonance as a result of its chaotic dynamics, Nature, 429 (2004), pp. 848 - 850, https://doi.org/10.1038/nature02609.
[35] J. M. A. Danby, Fundamentals of celestial mechanics., The Macmillan Company, New York, 1962.
[36] A. B. Davis and D. J. Scheeres, Doubly synchronous binary asteroid mass parameter observability, Icarus, 341 (2020), p. 113439, https://doi.org/10.1016/j.icarus.2019.113439.
[37] C. De Coster and P. Habets, The lower and upper solutions method for boundary value problems, in Handbook of Differential Equations, Ordinary Differential Equations, A. Cañada, P. Drábek, and A. Fonda, eds., vol. 1, Elsevier, Amsterdam, 2004, ch. 2, pp. 69-160, https://doi.org/10.1016/S1874-5725(00)80004-8.
[38] A. Deprit, The Secular Accelerations in Gyldens Problem, Celestial Mechanics, 31 (1983), pp. 1-22, https://doi.org/10.1007/ BF01272557.
[39] F. Diacu, Two body problems with drag or thrust: qualitative results., Celestial Mechanics and Dynamical Astronomy, 75 (1999), pp. 1-15, https://doi.org/10.1023/A:1008305723295.
[40] J. Dieudonneé, Chapter V Normed Spaces, in Foundations of Modern Analysis, vol. 10 of Pure and Applied Mathematics, Elsevier, 1969, pp. 91 - 114, https://doi.org/10.1016/S0079-8169(08)60167-1.
[41] A. R. Dobrovolskis, S. J. Peale, and A. W. Harris, Dynamics of the Pluto-Charon binary, in Pluto and Charon, A. Stern and D. Tholen, eds., Space science series, University of Arizona Press, 1997, https://books.google.es/books?id=VcY7iYJwJZoC.
[42] M. Efroimsky and V. V. Makarov, Tidal friction and tidal lagging. applicability limitations of a popular formula for the tidal torque, The Astrophysical Journal, 764 (2013), p. 26, https://doi.org/10. 1088/0004-637x/764/1/26.
[43] I. Ekeland, Convexity Methods in Hamiltonian Mechanics, vol. 19 of Ergebnisse der Mathematik und ihrer Grenzgebiete : a series of modern surveys in mathematics. Folge 3, Springer-Verlag, Berlin Heidelberg, 1990, https://doi.org/10.1007/978-3-642-74331-3.
[44] L. Euler and S. Thomas, III. Part of a letter from Leonard Euler, Prof. Math. At Berlin, and F. R. S. To the Rev. Mr. Caspar Wetstein, Chaplain to his Royal Highness the Prince of Wales, concerning the gradual approach of the Earth to the Sun. Translated from the French, by S. T. M. D. F. R. S. Phil. Trans. R. Soc. 46, 1749-1750, https: //doi.org/10.1098/rstl.1749.0038.
[45] E. G. Fahnestock and D. J. Scheeres, Simulation of the full two rigid body problem using polyhedral mutual potential and potential derivatives approach, Celestial Mechanics and Dynamical Astronomy, 96 (2006), pp. 317-339, https://doi.org/10.1007/ s10569-006-9045-6.
[46] S. Ferraz-Mello, Tidal synchronization of close-in satellites and exoplanets. A rheophysical approach, Celestial Mechanics and Dynamical Astronomy, 116 (2013), pp. 109-140, https://doi.org/10.1007/ s10569-013-9482-y.
[47] S. Ferraz-Mello, C. Grotta-Ragazzo, and L. Ruiz dos Santos, Dissipative forces in celestial mechanics, $30^{\circ}$ Colóquio Brasileiro de Matemática. Publicações Matemáticas, IMPA, Rio de Janeiro, 2015, https://impa.br/wp-content/uploads/2017/04/30CBM_03.pdf.
[48] H. A. Folonier, S. Ferraz-Mello, and E. Andrade-Ines, Tidal synchronization of close-in satellites and exoplanets. III. Tidal dissipation revisited and application to Enceladus, Celestial Mechanics and Dynamical Astronomy, 130 (2018), https://doi.org/10.1007/ s10569-018-9872-2.
[49] F. Gantmacher, Applications of the Theory of Matrices, Interscience Publishers, 1959.
[50] I. Gkolias, C. Efthymiopoulos, A. Celletti, and G. PuCACCO, Accurate modelling of the low-order secondary resonances in the spin-orbit problem, Communications in Nonlinear Science and Numerical Simulation, 77 (2019), pp. 181 - 202, https://doi.org/10. 1016/j. cnsns.2019.04.015.
[51] P. Goldreich and S. Peale, Spin orbit coupling in the Solar System, The Astronomical Journal, 71 (1966), p. 425, https://doi.org/ 10.1086/109947.
[52] R. Gonczi, C. Froeschle, and C. Froeschle, PoyntingRobertson drag and orbital resonance, Icarus, 51 (1982), pp. 633-654, https://doi.org/10.1016/0019-1035(82) 90152-X.
[53] R. Greenberg, Orbital resonance in a dissipative medium, Icarus, 33 (1978), pp. $62-73$, https://doi.org/10.1016/0019-1035(78) 90024-6.
[54] R. J. Greenberg, C. C. Counselman, and I. I. Shapiro, Orbit-orbit resonance capture in the solar system, Science, 178 (1972), pp. 747-749, https://doi.org/10.1126/science.178.4062.747.
[55] H. Gyldén, Die bahnbewegungen in einem systeme von zwei körpern in dem falle, dass die massen veränderungen unterworfen sind, Astronomische Nachrichten, 109 (1884), pp. 1-6, https://doi.org/10. 1002/asna. 18841090102.
[56] J. Hale, Ordinary Differential Equations, Dover Books on Mathematics Series, Dover Publications, 2nd ed., 1980.
[57] J. Hale, H. Buttanri, and H. Kocak, Dynamics and Bifurcations, Texts in Applied Mathematics, Springer-Verlag New York, 1991, https://doi.org/10.1007/978-1-4612-4426-4.
[58] B. Hamilton and M. Crescimanno, Linear frictional forces cause orbits to neither circularize nor precess., J. Phys. A: Math. Theor., 41 (2008), pp. 235-205, https://doi.org/10.1088\%2F1751-8113\%2F41\% 2F23\% 2 F235205.
[59] C. G. J. Jacobi, Jacobi's Lectures on Dynamics: Delivered at the University of Konigsberg in the Winter Semester 1842-1843 and According to the Notes Prepared by C. W. Brockardt. Edited by A. Clebsch., Texts and Readings in Mathematics, Hindustan Book Agency, Gurgaon, 2009, https://doi.org/10.1007/978-93-86279-62-0.
[60] M. Jafari Nadoushan and N. Assadian, Geography of the rotational resonances and their stability in the ellipsoidal full two body problem, Icarus, 265 (2016), pp. 175 - 186, https://doi.org/10.1016/j. icarus.2015.10.011.
[61] K. V. Kholshevnikov, M. A. Borukha, B. B. Eskin, and D. V. Mikryukov, On the asphericity of the figures of Pluto and Charon, Planetary and Space Science, 181 (2020), p. 104777, https://doi. org/10.1016/j.pss.2019.104777.
[62] D. G. King-Hele, Theory of Satellite Orbits in an Atmosphere, Butterworths mathematical texts, Butterworths, London, 1964, https: //books.google.es/books?id=gIVLAAAAIAAJ.
[63] J. Klačka, M. Kocifaj, P. Pástor, and J. Petržala, PoyntingRobertson effect and perihelion motion., Astronomy \& Astrophysics, 464 (2007), pp. 127-134, https://doi.org/10.1051/0004-6361: 20066132.
[64] Z. Kopal, Dynamics of Close Binary Systems, Springer, Dordrecht, 1978, https://doi.org/10.1007/978-94-009-9780-6.
[65] J. V. Kovalevsky, Passage through resonance, in Periodic Orbits, Stability and Resonances, G. Giacaglia, ed., Springer, Dordrecht, 1970.
[66] J. V. Kovalevsky, Non gravitational forces in the evolution of the solar system, in The Big Bang and Georges Lemaître, A. Berger, ed., Springer, Dordrecht, 1984.
[67] S. Krantz and H. Parks, A Primer of Real Analytic Functions, Birkhäuser, Boston, MA, 2002, https://doi.org/10.1007/ 978-0-8176-8134-0.
[68] S. Krantz and H. Parks, The Implicit Function Theorem: History, Theory, and Applications, Birkhäuser, New York, NY, 2003, https: //doi.org/10.1007/978-1-4614-5981-1.
[69] J. A. Kwiecinski, S. W. Biber, and R. A. Van Gorder, Chaotic rotations of a rigid ellipsoidal body exhibiting spin-orbit misalignment in a periodic orbit, International Journal of Bifurcation and Chaos, 29 (2019), p. 1930018, https://doi.org/10.1142/S0218127419300180.
[70] A. Lemaitre and P. Dubru, Secular resonances in the primitive solar nebula, Celestial Mechanics and Dynamical Astronomy, 52 (1991), pp. 57-78, https://doi.org/10.1007/BF00048587.
[71] C. Lhotka and A. Celletti, The effect of Poynting-Robertson drag on the triangular Lagrangian points, Icarus, 250 (2015), pp. 249-261, https://doi.org/10.1016/j.icarus.2014.11.039.
[72] A. Lichtenberg and M. Lieberman, Regular and Chaotic Dynamics, Applied Mathematical Sciences, Springer, New York, NY, 2nd ed., 1992, https://doi.org/10.1007/978-1-4757-2184-3.
[73] J.-C. Liou, H. A. Zook, and A. Jackson, Radiation Pressure, Poynting-Robertson Drag, and Solar Wind Drag in the Restricted Three-Body Problem, Icarus, 116 (1995), pp. 186 - 201, https://doi. org/10.1006/icar. 1995.1120.
[74] J. Littlewood, Adiabatic invariance II. Elliptic motion about a slowly varying center of force, Annals of Physics, 26 (1964), pp. 131 156, https://doi.org/10.1016/0003-4916(64)90280-5.
[75] G. J. F. MacDonald, Tidal friction, Reviews of Geophysics, 2 (1964), pp. 467-541, https://doi.org/10.1029/RG002i003p00467.
[76] A. J. Maciejewski, Reduction, relative equilibria and potential in the two rigid bodies problem, Celestial Mechanics and Dynamical Astronomy, 63 (1995), pp. 1-28, https://doi.org/10.1007/BF00691912.
[77] W. Magnus and S. Winkler, Hill's Equation, Dover, New York, 1979.
[78] R. Malhotra, Orbital resonances in the solar nebula: Strengths and weaknesses, Icarus, 106 (1993), pp. 264 - 273, https://doi.org/10. 1006/icar. 1993.1170.
[79] F. Marchis, D. Hestroffer, P. Descamps, J. Berthier, A. H. Bouchez, R. D. Campbell, J. C. Y. Chin, M. A. van Dam, S. K. Hartman, E. M. Johansson, R. E. Lafon, D. L. Mignant, I. de Pater, P. J. Stomski, D. M. Summers, F. Vachier, P. L. Wizinovich, and M. H. Wong, A low density of $0.8 \mathrm{~g} \mathrm{~cm}^{-3}$ for the Trojan binary asteroid 617 Patroclus, Nature, 439 (2006), pp. 565-567, https://doi.org/10.1038/nature04350.
[80] A. Margheri, R. Ortega, and C. Rebelo, Some analytical results about periodic orbits in the restricted three body problem with dissipation, Celestial Mechanics and Dynamical Astronomy, 113 (2012), pp. 279-290, https://doi.org/10.1007/s10569-012-9415-1.
[81] A. Margheri, R. Ortega, and C. Rebelo, Dynamics of Kepler problem with linear drag., Celestial Mechanics and Dynamical Astronomy, 120 (2014), pp. 19-38, https://doi.org/10.1007/ s10569-014-9553-8.
[82] A. Margheri, R. Ortega, and C. Rebelo, First integrals for the Kepler problem with linear drag., Celestial Mechanics and Dynamical Astronomy, 127 (2017), pp. 35-48, https://doi.org/10.1007/ s10569-016-9715-y.
[83] A. Margheri, R. Ortega, and C. Rebelo, On a family of Kepler problems with linear dissipation., Rend. Istit. Mat. Univ. Trieste, 49 (2017), pp. 265-286, https://doi.org/0.13137/2464-8728/16216.
[84] S. Mathis and C. Le Poncin-Lafitte, Tidal dynamics of extended bodies in planetary systems and multiple stars, Astronomy \& Astrophysics, 497 (2009), pp. 889-910, https://doi.org/10.1051/ 0004-6361/20079054.
[85] A. G. Mavraganis and D. G. Michalakis, The two-body problem with drag and radiation pressure., Celestial Mechanics and Dynamical Astronomy, 58 (1994), pp. 393-403, https://doi.org/10.1007/ BF00692013.
[86] J. Mawhin, Global Results for the Forced Pendulum Equation, in Handbook of Differential Equations: Ordinary Differential Equations,
A. Cañada, P. Drábek, and A. Fonda, eds., vol. 1, North-Holland, 2004, pp. $533-589$, https://doi.org/10.1016/S1874-5725(00)80008-5.
[87] R. MCGEHEE, Double collisions for a classical particle system with nongravitational interactions., Com. Math. Helvet., 56 (1981), pp. 524557, https://doi.org/10.1007/BF02566226.
[88] A. Melnikov and I. Shevchenko, The rotation states predominant among the planetary satellites, Icarus, 209 (2010), pp. 786-794, https: //doi.org/10.1016/j.icarus.2010.04.022.
[89] A. V. Melnikov, Bifurcation Regime of a Synchronous Resonance in the Translational-Rotational Motion of Nonspherical Natural Satellites of Planets, Cosmic Research, 39 (2001), pp. 68-77, https://doi.org/ 10.1023/A: 1002891929241 .
[90] J. Mestschersky, Ueber die integration der bewegungsgleichungen im probleme zweier körper von veränderlicher masse, Astronomische Nachrichten, 159 (1902), pp. 229-242, https://doi.org/10.1002/ asna. 19021591502.
[91] M. Misquero and R. Ortega, Some rigorous results on the 1:1 resonance of the spin-orbit problem. In press. Preprint available at https://www.ugr.es/\~ecuadif/files/MisqueroOrtega.pdf.
[92] D. Mittleman and D. Jezewski, An analytic solution to the classical two body problem with drag., Celest. Mech., 28 (1982), pp. 401-413, https://doi.org/10.1007/BF01372122.
[93] A. Molchanov, The resonant structure of the solar system: The law of planetary distances, Icarus, 8 (1968), pp. 203 - 215, https: //doi.org/10.1016/0019-1035(68)90074-2.
[94] A. Morbidelli, Modern Celestial Mechanics: Aspects of Solar System Dynamics, vol. 5 of Advances in astronomy and astrophysics, Taylor \& Francis, London ; New York, 2002.
[95] J. Moser and E. ZEHNDER, Notes on Dynamical Systems., American Mathematical Society, Courant Institute of Mathematical Sciences, New York, 2005.
[96] F. Moulton, An Introduction to Celestial Mechanics, Macmillan, 2nd revised ed., 1914.
[97] J. A. Murdock, Some mathematical aspects of spin-orbit resonance, Celestial mechanics, 18 (1978), pp. 237-253, https://doi.org/10. 1007/BF01230164.
[98] C. D. Murray, Dynamical Effects of Drag in the Circular Restricted Three-Body Problem: I. Location and Stability of the Lagrangian Equilibrium Points, Icarus, 112 (1994), pp. 465 - 484, https://doi.org/ 10.1006/icar. 1994.1198.
[99] C. D. Murray and S. F. Dermott, Solar System Dynamics, Cambridge University Press, Cambridge, 2000, https://doi.org/10. 1017/CB09781139174817.
[100] R. Nagle, E. Saff, and A. Snider, Fundamentals of Differential Equations and Boundary Value Problems, Pearson Education, sixth ed., 2012.
[101] D. Nuñez and P. J. Torres, Stable odd solutions of some periodic equations modeling satellite motion, Journal of Mathematical Analysis and Applications, 279 (2003), pp. $700-709$, https://doi.org/10. 1016/S0022-247X (03) 00057-X.
[102] R. Ortega, Linear motions in a periodically forced Kepler problem., Port. Math., 68 (2011), pp. 149-176, https://doi.org/10.4171/PM/ 1885.
[103] C. W. Patterson, Resonance capture and the evolution of the planets, Icarus, 70 (1987), pp. 319 - 333, https://doi.org/10.1016/ 0019-1035(87)90138-2.
[104] D. Pfenniger and C. Norman, Dissipation in barred galaxies - the growth of bulges and central mass concentrations, The Astrophysical Journal, 363 (1990), pp. 391-410, https://doi. org/10.1086/169352.
[105] H. C. Plummer, On the Possible Effects of Radiation on the Motion of Comets, with special reference to Encke's Comet, Monthly Notices of the Royal Astronomical Society, 65 (1905), pp. 229-238, https: //doi.org/10.1093/mnras/65.3.229.
[106] H. Poincaré, Leçons sur les hypothéses cosmogoniques., Librairie Scientifique A. Hermann et fils, Paris, 1911, https://archive.org/ details/leonssurleshy00poin.
[107] H. Poincare, New methods of celestial mechanics (1892-1899); edited and introduced by Daniel L. Goroff, American Institute of Physics [Woodbury, NY], 1993.
[108] J. H. Poynting, Radiation in the Solar System: Its Effect on Temperature and Its Pressure on Small Bodies, Philosophical Transactions of the Royal Society of London. Series A, Containing Papers of a Mathematical or Physical Character, 202 (1904), pp. 525-552.
[109] I. Prigogine and G. Nicolis, Self-organisation in nonequilibrium systems: Towards a dynamics of complexity, in Bifurcation Analysis, M. Hazewinkel, R. Jurkovich, and J. Paelinck, eds., Springer, Dordrecht, 1985, https://doi.org/10.1007/978-94-009-6239-2_1.
[110] H. P. Robertson and H. N. Russell, Dynamical Effects of Radiation in the Solar System, Monthly Notices of the Royal Astronomical Society, 97 (1937), pp. 423-437, https://doi.org/10.1093/mnras/ 97.6.423.
[111] C. Robinson and J. A. Murdock, "some mathematical aspects of spin-orbit resonance. ii", Celestial mechanics, 24 (1981), pp. 83-107, https://doi.org/10.1007/BF01228795.
[112] W. Rudin, Principles of mathematical analysis, McGraw-Hill, New York, 3rd ed., 1976.
[113] D. J. Scheeres, Stability in the Full Two-Body Problem, Celestial Mechanics and Dynamical Astronomy, 83 (2002), pp. 155-169, https: //doi.org/10.1023/A:1020143116091.
[114] D. J. Scheeres, Stability of the planar full 2-body problem, Celestial Mechanics and Dynamical Astronomy, 104 (2009), pp. 103-128, https: //doi.org/10.1007/s10569-009-9184-7.
[115] S. F. Singer, The Origin of the Moon and Geophysical Consequences, Geophysical Journal of the Royal Astronomical Society, 15 (1968), pp. 205-226, https://doi.org/10.1111/j.1365-246X. 1968. tb05759.x.
[116] H. J. Sperling, The collision singularity in a perturbed two-body problem., Celest. Mech., 1 (1969), pp. 213-221, https://doi.org/10. 1007/BF01228841.
[117] E. Steinborn and K. Ruedenberg, Rotation and translation of regular and irregular solid spherical harmonics, vol. 7 of Advances in Quantum Chemistry, Academic Press, 1973, pp. 1-81, https://doi. org/10.1016/S0065-3276(08)60558-4.
[118] G. Talenti, Best Constant in Sobolev Inequality, Annali di Matematica Pura ed Applicata, Series 4, 110 (1976), pp. 353-372, https: //doi.org/10.1007/BF02418013.
[119] P. Tricarico, Figure-figure interaction between bodies having arbitrary shapes and mass distributions: a power series expansion approach, Celestial Mechanics and Dynamical Astronomy, 100 (2008), pp. 319330, https://doi.org/10.1007/s10569-008-9128-7.
[120] T. Van Hoolst, N. Rambaux, O. Karatekin, V. Dehant, and A. Rivoldini, The librations, shape, and icy shell of Europa, Icarus, 195 (2008), pp. 386 - 399, https://doi.org/10.1016/j.icarus. 2007.12.011.
[121] R. Vilhena de Moraes, Non-gravitational disturbing forces, Advances in Space Research, 14 (1994), pp. 45 - 68, https://doi.org/ 10.1016/0273-1177(94) 90097-3.
[122] R. C. Weber, Interior of the moon, in Encyclopedia of the Solar System (Third Edition), T. Spohn, D. Breuer, and T. V. Johnson, eds., Elsevier, Boston, third ed., 2014, ch. 24, pp. $539-554$, https://doi. org/https://doi.org/10.1016/B978-0-12-415845-0.00024-4.
[123] S. J. Weidenschilling, Aerodynamics of solid bodies in the solar nebula, Monthly Notices of the Royal Astronomical Society, 180 (1977), pp. 57-70, https://doi.org/10.1093/mnras/180.2.57.
[124] J. Wisdom, Rotational Dynamics of Irregularly Shaped Natural Satellites, Astronomical Journal, 94 (1987), p. 1350, https://doi.org/10. 1086/114573.
[125] J. Wisdom, S. J. Peale, and F. Mignard, The chaotic rotation of Hyperion, Icarus, 58 (1984), pp. 137 - 152, https://doi.org/10. 1016/0019-1035(84)90032-0.
[126] V. A. Yakubovich and V. M. Starzhinskil, Linear Differential Equations with Periodic Coefficients, Wiley, New York, 1975.
[127] C. F. Yoder, Diagrammatic theory of transition of pendulum like systems, Celestial mechanics, 19 (1979), pp. 3-29, https://doi.org/ 10.1007/BF01230171.
[128] M. Zhang and W. Li, A Lyapunov-Type Stability Criterion Using $L^{\alpha}$ Norms, Proceedings of the American Mathematical Society, 130 (2002), pp. 3325-3333, http://www.jstor.org/stable/1194160.
[129] V. Zlatoustov, D. Ohotzimsky, V. Sarychev, and A. Torzhevsky, Investigation of a satellite oscillations in the plane of an elliptic orbit, in Applied Mechanics. Proceedings of the Eleventh International Congress of Applied Mechanics Munich (Germany) 1964, G. H., ed., Springer, Berlin, Heidelberg, 1966, pp. 436-439, https: //doi.org/10.1007/978-3-662-29364-5_59.


[^0]:    ${ }^{1}$ At least for some values of the masses.

[^1]:    ${ }^{2}$ Unfortunately for non-French speakers, there is not an available translation of the book. Anyhow, an interesting discussion on the book, in contrast with modern theories, is given in a talk by A. Morbidelli in 2012, entitled Leçons sur les hypothéses cosmogoniques: Poincaré's view of solar system formation. What remains valid today?. It is available on the YouTube channel of the Institut Henri Poincaré https://www.youtube.com/watch? $\mathrm{v}=\mathrm{FXNa} 00 \mathrm{sqTL8}$.

[^2]:    ${ }^{3}$ There are also other components acting in the perpendicular direction with respect to the velocity. For instance, the lift force appearing in an airplane wing.

[^3]:    ${ }^{4}$ This fact had already been mentioned by Euler when discussing the motion of a planet in a resistive medium, see [44].

[^4]:    ${ }^{5}$ For this dissipative force, the radial component of the velocity has a coefficient which is twice the one of the angular component.

[^5]:    ${ }^{6}$ Recall that, by the law of action-reaction, the torque exerted by the planet on the satellite is the opposite to the torque exerted by the satellite on the planet.

[^6]:    ${ }^{7}$ The results of [129] (in Russian) have been summarized in [10]. The works [129, 10] consider the true anomaly $f$ as independent variable, instead of the mean anomaly $t$.

[^7]:    ${ }^{8}$ For example, recall that, according to [34], Mercury was captured in a higher spinorbit resonance (3:2) because it had achieved large eccentricities is its evolution. Its current value is $e=0.2056$.

[^8]:    ${ }^{1}$ Jacobi, in his book on mechanics [59], had already a considered the dissipative Kepler problem corresponding to (1.9) with drag $P_{1, \beta}$, finding that the motions are planar and have decreasing energy and decreasing scalar angular momentum. We note that these properties actually hold for any dissipation opposite to the velocity.

[^9]:    ${ }^{2}$ An ejection solution is a solution such that $\lim _{t \rightarrow \alpha^{+}} \mathbf{x}(t)=0$, and $\alpha$ is the ejection time.

[^10]:    ${ }^{1}$ Sometimes we will make explicit the dependence on the parameters of the problem in this way, for example, a solution $\Theta(t)$ of (3.2) would be referred as $\Theta(t ; e, \Lambda)$

[^11]:    ${ }^{1}$ With this choice, the Legendre polynomials can be written in terms of the spherical harmonics as

    $$
    P_{l}(\hat{\mathbf{r}} \cdot \hat{\mathbf{y}})=\sum_{m=-l}^{l} Y_{l, m}(\hat{\mathbf{r}}) \bar{Y}_{l, m}(\hat{\mathbf{y}}) .
    $$

[^12]:    ${ }^{2}$ The quantities $Z_{l, m}^{j)}$ provide the expansion of the potential created for the body $\mathcal{E}_{j}$. They are related to the usual parameters $C_{l, m}^{j)}$ and $S_{l, m}^{j)}$ by

    $$
    C_{l, m}^{j)}+i S_{l, m}^{j)}=(-1)^{m} \frac{2}{1+\delta_{m, 0}} \sqrt{\frac{(l-m)!}{(l+m)!}} \bar{z}_{l, m}^{j)}, \quad m \geq 0
    $$

    where $\delta_{m, n}$ is the Kronecker delta.

[^13]:    ${ }^{3}$ In this paper we use properties of linear systems with symmetric coefficient matrices. $\mathcal{C}^{-1} \partial_{\Theta} F(t, \Theta)$ is not symmetric, but we obtain the desired structure using $\mathcal{C}^{1 / 2}$. See [126].

[^14]:    ${ }^{4}$ The linear system $\mathcal{C} \ddot{y}+\partial_{\Theta} F\left(t, \Theta^{*}(t)\right) y=0$ is an LPH system in the general sense. However, for simplicity, we particularize the general theory to (4.39).

