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I raised the bucket to his lips. He drank, his eyes closed. It was as sweet as some special festival 

treat. This water was indeed a different thing from ordinary nourishment. Its sweetness was 

born of the walk under the stars, the song of the pulley, the effort of my arms. It was good for 

the heart, like a present. 

The Little Prince, Antoine de Saint-Exupéry 

Levanté el balde hasta sus labios y el principito bebió con los ojos cerrados. Todo era bello 

como una fiesta. Aquella agua era algo más que un alimento. Había nacido del caminar bajo 

las estrellas, del canto de la roldana, del esfuerzo de mis brazos. Era como un regalo para el 

corazón. 

El Principito, Antoine de Saint-Exupéry 
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Resumen extendido 

El cambio climático asociado a las emisiones de gases de efecto invernadero como el dióxido 

de carbono representa uno de los mayores retos a los que se enfrentará la sociedad en las 

próximas décadas. El calentamiento global es inequívoco. Desde la década de 1950 se vienen 

observando cambios que no tienen precedentes, como aumentos de temperatura de la 

atmósfera y los océanos, disminución de las cantidades de nieve, hielo y reservas de agua 

subterránea y aumentos del nivel del mar (IPCC, 2014). En el Quinto Informe de Evaluación 

del Panel Intergubernamental sobre Cambio Climático (IPCC, por sus siglas en inglés) se 

incluyen cuatro trayectorias o proyecciones futuras de emisiones de dióxido de carbono de 

origen antrópico para el siglo XXI denominadas trayectorias de concentración representativas  

(RCP, por sus siglas en inglés). Dichas trayectorias incluyen un escenario de mitigación 

(RCP2.6), dos escenarios intermedios (RCP4.5 y RCP6.0), y un escenario con un nivel alto de 

emisiones (RCP8.5). Los escenarios sin esfuerzos adicionales por parte de la sociedad para 

limitar las emisiones dan lugar a trayectorias que se sitúan entre RCP6.0 y RCP8.5. 

Desde el punto de vista de los recursos hídricos, el cambio climático modificará la 

variabilidad espaciotemporal de las variables climáticas e hidrológicas que condicionan la 

disponibilidad de agua en estos sistemas. Los últimos estudios sobre cambio climático 

proyectan importantes disminuciones de los recursos en las cuencas mediterráneas, con 

importantes impactos ambientales, económicos y sociales (Iglesias et al., 2007). El cambio 

climático se asocia además a un incremento en la aparición de eventos extremos como pueden 

ser las sequías o inundaciones. A nivel europeo, mientras que las zonas Norte y Noreste son 

más propensas al incremento de la frecuencia de inundaciones, el Sur y Sureste muestran un 

aumento significativo en la frecuencia de las sequías (Voss et al., 2002). La evaluación de los 

impactos potenciales del cambio climático conlleva una importante propagación de 

incertidumbres a través de todas sus fases. Sin embargo, estas incertidumbres no deben 

constituir una excusa para retrasos o inacción en la evaluación, dado que los sistemas de 

recursos hídricos pueden ser muy vulnerables (UN, 2009). Las aguas subterráneas y el 

almacenamiento en forma de nieve pueden jugar un papel fundamental en la definición de 

estrategias de adaptación al cambio climático que permitan un suministro sostenible de las 

demandas (Barnett et al., 2005; Dragoni and Sukhiga, 2008). De estos dos sistemas de 

almacenamiento natural, las aguas subterráneas son las que ofrecen más flexibilidad para la 

gestión de los recursos, ya que la disponibilidad de agua a través de extracciones puede ser 

más o menos inmediata en cualquier época del año. El impacto del cambio climático en las 

aguas subterráneas es un tema abordado por la comunidad científica desde la década de los 

90, y en el que se ha incrementado el interés en los últimos años (McIntyre, 2017). Con 

respecto a la nieve, la fusión se produce de forma natural en periodos concretos de acuerdo 

con las condiciones climáticas. En cuencas alpinas la nieve juega un papel fundamental, no 

sólo desde el punto de vista del turismo, sino también desde el punto de vista de la gestión de 

los recursos hídricos. En éstos sistemas, en los que la mayoría de precipitación es sólida, se 

dispone de recursos procedentes de la fusión de nieve, cuya distribución espaciotemporal 

tiene una elevada sensibilidad al cambio climático (Steger et al., 2013).  
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El almacenamiento de agua en estos sistemas se encuentra estrechamente relacionado con las 

variables climáticas de la región. Los cambios de temperatura y precipitación pueden producir 

alteraciones significativas en los sistemas naturales de almacenamiento hídrico (Piani et al., 

2010). Estas variaciones influyen directamente sobre las variables hidrológicas que 

condicionan la disponibilidad de agua en los sistemas hídricos. La evaluación de la recarga de 

acuíferos procedente de la precipitación es crucial a la hora de cuantificar los recursos 

hídricos subterráneos renovables. Este aspecto resulta de gran interés a la hora de diseñar 

políticas de agua adecuadas en un país. En los sistemas alpinos, el equivalente de agua en la 

nieve está estrechamente relacionado con la precipitación y la temperatura. Dicha variable 

depende del espesor, la cubierta  y la densidad de la nieve. 

El estudio de los impactos del cambio climático en sistemas de recursos hídricos  requiere 

conocer y caracterizar previamente la distribución histórica de las variables climáticas 

principales, precipitación y temperatura. Generalmente las variables relacionadas con la 

orografía tienen una influencia importante en la distribución espacial de la temperatura y 

precipitación. Cuando se analizan variables climatológicas, la altitud se constituye como un 

condicionante fundamental y puede ser empleada como información secundaria cuando no 

existe información suficiente para caracterizar el sistema. Normalmente se acepta que la 

temperatura disminuye y la precipitación aumenta con la altitud pero esto no siempre es así 

(Immerzeel et al., 2014). Se hace necesario un adecuado estudio de los gradientes altitudinales 

de las variables climáticas. La información que estos gradientes aportan a veces es 

fundamental para el completado de datos en problemas hidrológicos mediante técnicas de 

estimación geoestadística (Haberlandt, 2007).  

Para la propagación de los impactos del cambio climático se precisa calibrar modelos 

matemáticos que relacionan las variables climáticas con las variables hidrológicas. El espesor 

de nieve (López-Moreno and Nogués-Bravo, 2006), la cubierta de nieve (Mir et al., 2015), la 

densidad (Bormann et al., 2013) o, directamente, el equivalente de agua en la nieve 

(Harshburger et al., 2010) han sido estimados mediante modelos de interpolación y 

simulación geoestadística. Algunos modelos hidrológicos conceptuales (p.ej. HBV 

(Lindström et al., 1997); “Snowmelt Runoff Model” (SRM) (Martinec et al., 2008)) permiten 

aproximar los procesos que condicionan la evolución de la dinámica del equivalente de agua 

en la nieve. La mayor parte de trabajos científicos relacionados con los recursos nivales se 

han desarrollado a escala de ladera o de cuenca. Por su parte, la recarga, variable que 

condiciona la distribución de los recursos renovables en los acuíferos puede ser estimada a 

través de diferentes técnicas (trazadores, modelos físicos, numéricos y/o empíricos.) (Lerner 

et al., 1990; Scanlon et al., 2002, 2006; Coes et al., 2007; McMahon et al., 2011). Los 

modelos de recarga generalmente se aplican a escala de acuífero. 

La propagación de impactos del cambio climático a través de estos modelos requiere generar 

previamente escenarios potenciales futuros de clima para evaluar los impactos sobre el 

almacenamiento en forma nieve o las aguas subterráneas. Los modelos regionales de clima 

proporcionan información de los cambios potenciales que se producirán en la precipitación y 

temperatura a partir de trayectorias probables de emisiones de gases de efecto invernadero 

(RCP). Los últimos escenarios de concentraciones publicados por el IPCC (IPCC, 2014), han 
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sido simulados mediante modelos climáticos físicos para producir proyecciones futuras en el 

marco de diferentes proyectos europeos, como CORDEX (2013), cuyos resultados están 

disponibles en abierto. Para poder utilizar esta información en el estudio de problemas 

hidrológicos, debemos generar escenarios climáticos regionales o locales a partir de la 

información que aportan los modelos regionales de clima. Dichos escenarios pueden 

generarse aplicando técnicas de corrección estadística considerando las series o campos 

históricos generados y las simulaciones proporcionadas por los modelos climáticos. Existen 

numerosas técnicas de corrección estadística que pueden ser empleadas bajo dos enfoques 

conceptuales, “bias correction” y “delta change” (Watanabe et al., 2012; Räisänen y Räty, 

2013). Para obtener unas predicciones más robustas se pueden considerar ensamblados de 

proyecciones obtenidas con diferentes modelos climáticos y diferentes técnicas de corrección 

estadística (AEMET, 2009). Estos ensamblados pueden definirse dando más peso a los 

modelos que, al simular el periodo histórico (simulación de control) aproximen mejor los 

estadísticos de dicho periodo. Los estadísticos habitualmente analizados/considerados son los 

básicos, la media y la desviación estándar, siendo escasa la atención prestada a los estadísticos 

de sequía, a pesar de su importancia en zonas áridas y semiáridas. 

Esta investigación se desarrolla en respuesta a la necesidad de avanzar en el desarrollo y 

aplicación de metodologías para la evaluación de impactos potenciales del cambio climático 

en los recursos almacenados en acuíferos y/o en forma de nieve en sistemas que abarcan 

grandes extensiones de terreno. Se estudia la dinámica nival en una cordillera, Sierra Nevada 

y se evalúan potenciales escenarios futuros de recarga en acuíferos a escala nacional. La 

mayor parte de trabajos científicos sobre impactos del cambio climático en los recursos 

subterráneos se desarrollan para sistemas a escala de acuífero. De igual forma, la dinámica 

nival suele estudiarse en laderas o cuencas concretas, no siendo habituales los análisis a nivel 

de macizo o cordillera. Los datos en estos sistemas alpinos normalmente son escasos, debido 

a la baja accesibilidad y los limitados recursos existentes. Se propone una metodología para 

estimar la ubicación óptima de los puntos de monitoreo. Para el estudio de impactos del 

cambio climático es necesario generar escenarios climáticos locales o regionales adaptados al 

sistema a analizar. Se propone una metodología para la definición de dichos escenarios 

considerando estadísticos de sequías. La revisión del estado del arte ha puesto de relieve que a 

pesar de la importancia de las sequías en la gestión de zonas áridas y semiáridas, en la 

generación de escenarios locales y regionales futuros no se consideran los estadísticos de 

sequías. Aunque existen numerosos trabajos de análisis de sequías en periodos históricos, el 

número de ellos dedicado a escenarios futuros es aún escaso. En las citadas lagunas o 

necesidades de estudio científico se encontró la motivación para desarrollar este trabajo. 

De acuerdo con las motivaciones expuestas, el propósito principal de la tesis doctoral es 

desarrollar herramientas y metodologías para el estudio de impactos potenciales del cambio 

climático en los recursos almacenados en acuíferos y/o en forma de nieve en sistemas que 

abarcan grandes extensiones de terreno. Dichas metodologías se aplicaron en sistemas a  

escala de cuenca, cordillera y en la España peninsular.  En este objetivo general se integran 

los siguientes objetivos específicos: 
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(1) Estudio de los gradientes altitudinales de precipitación y temperatura y generación de 

campos de precipitación histórica mediante técnicas geoestadísticas empleando la altitud 

como información secundaria para la estimación. 

(2) Desarrollo de una metodología para estimar espesores de nieve mediante técnicas 

geoestadísticas aplicables a escala de cordillera. 

(3) Optimización de la red de monitoreo de nieve para reducir la incertidumbre en la 

estimación del espesor de nieve. Aplicación a escala de cordillera. 

(4) Desarrollo de un modelo para simular la dinámica de la cubierta de nieve mediante 

autómatas celulares. Aplicación a escala de cordillera. 

(5) Evaluación de la recarga neta histórica en acuíferos mediante un modelo empírico de 

recarga neta. Aplicación a escala de España continental. 

(6) Propuesta de una metodología para la generación de escenarios potenciales de cambio 

climático teniendo en cuenta los estadísticos de sequías. 

(7) Propagación de los impactos potenciales de cambio climático a la cubierta de nieve y a la 

recarga neta en acuíferos. Aplicación a escala de cordillera y de país respectivamente. 

Aunque los objetivos de la tesis doctoral son principalmente metodológicos, es necesario el 

uso de casos de estudio para evaluar la aplicabilidad de las metodologías propuestas. Los 

casos de estudio seleccionados para llevar a cabo los trabajos de investigación en el marco de 

la tesis son la cuenca del Alto Genil, la cordillera de Sierra Nevada y la España continental. 

Todos los casos de estudio se encuentran en la España peninsular, muy vulnerable a los 

potenciales efectos futuros del cambio climático, especialmente el área mediterránea (Iglesias 

et al., 2007), donde se encuentran la cuenca del Alto Genil y Sierra Nevada. En los capítulos, 

en los que se aplican las metodologías propuestas, se recoge una descripción de los citados 

casos de estudio. 

Los objetivos establecidos en la tesis doctoral han permitido realizar importantes 

contribuciones en el campo de estudio. A continuación se recopilan las principales 

contribuciones de esta tesis. 

- Estudio de los gradientes altitudinales de precipitación y temperatura y generación de 

campos de precipitación histórica mediante técnicas geoestadísticas empleando la altitud 

como información secundaria para la estimación. 

En la cuenca del Alto Genil se ha detectado una inversión del gradiente pluviométrico en 

torno a los 1600 m. Aunque se contempló la posibilidad de que este patrón de precipitación se 

deba a errores sistemáticos en las mediciones de precipitación sólida (fenómeno conocido 

como “undercatch”), el análisis climático de los datos en las estaciones del año no nivales 

permitió concluir que la inversión del gradiente es real, aunque su intensidad puede verse 

amplificada por este fenómeno. La temperatura muestra una relación descendente lineal con la 

altitud. Las técnicas geoestadísticas empleadas para generar los campos de precipitación, 
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krigeaje con deriva externa (lineal y cuadrática) y regresión con krigeaje de residuos, 

muestran amplias diferencias entre ellas mientras que la influencia de la escala temporal 

(anual o mensual) para definir el variograma climático es baja. A pesar de que la técnica de 

krigeaje con deriva externa lineal  muestra los mejores resultados en la validación cruzada, la 

inversión de gradiente no es reproducida por ésta. Sin embargo la técnica de regresión con 

krigeaje de residuos si muestra esta inversión. Por tanto a la hora de generar campos de 

variables climáticas es necesario estudiar diferentes técnicas para elegir la que menos 

incertidumbres aporte al proceso.   

- Desarrollo de una metodología para estimar espesores de nieve mediante técnicas 

geoestadísticas aplicables a escala de cordillera. 

Se ha propuesto una metodología parsimoniosa para la estimación mediante regresión con 

krigeaje de residuos del espesor de nieve en sistemas alpinos basada en (1) variables 

explicativas (geográficas (latitud, longitud, curvatura del terreno y altitud), orográficas 

(“eastness”, “northness”  y pendiente), y “pseudo-climáticas” (índice de radiación medio y 

“maximum upwind slope”)) que pueden ser obtenidas de un modelo digital de elevaciones y 

(2) datos de cubierta de nieve que pueden ser obtenidos de información de satélite. Los datos 

de espesor de nieve empleados proceden del programa ERHIN (Evaluación de recursos 

hídricos procedentes de la innivación) de la Dirección General del Agua de España. La 

metodología se ha aplicado a Sierra Nevada con resultados satisfactorios en la validación 

cruzada. En este caso de estudio el análisis multi-objetivo de los distintos modelos de 

regresión ha permitido detectar que las variables explicativas más importantes son altitud, 

“northness” y pendiente. 

- Optimización de la red de monitoreo de nieve para reducir la incertidumbre en la estimación 

del espesor de nieve. Aplicación a escala de cordillera. 

Se ha desarrollado una metodología que permite optimizar la red de monitoreo de espesor de 

nieve en una cordillera a partir de un modelo de regresión que cuenta con diferentes variables 

explicativas para estimar el espesor de nieve. La metodología de optimización propuesta 

minimiza el error en el proceso de estimación del espesor de nieve mediante regresión con 

krigeaje de residuos considerando dos fuentes de incertidumbre: la del modelo de regresión 

que tiene en cuenta el efecto de las variables explicativas y la de krigeaje que tiene en cuenta 

la localización de los puntos de monitoreo. Se han propuesto diferentes casos de optimización 

para el aumento, reducción y combinación de ambos. La metodología se ha aplicado al caso 

de estudio de Sierra Nevada. Combinando los casos de reducción y aumento óptimos se ha 

obtenido una nueva configuración de la red de monitoreo en Sierra Nevada que reduce la 

incertidumbre total de estimación. 

- Desarrollo de un modelo para simular la dinámica de la cubierta de nieve mediante 

autómatas celulares. Aplicación a escala de cordillera. 

Se ha desarrollado un modelo de autómatas celulares parsimonioso para la estimación de la 

cubierta de nieve a partir de información de índices climáticos de precipitación y temperatura, 

modelo digital de elevaciones y una serie de reglas de interacción entre las variables. En una 
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primera aproximación se ha desarrollado un modelo con índices climáticos y parámetros 

agregados para toda la cordillera para posteriormente desarrollar un modelo distribuido con 

diferentes zonas climáticas. Para cada una de las zonas climáticas, definidas por series de 

precipitación y temperatura, se han calibrado los parámetros del modelo. Ambas 

metodologías han sido aplicadas a la cordillera de Sierra Nevada con resultados satisfactorios 

tanto en el proceso de calibración como en el de validación. La versión distribuida permite 

obtener mejores aproximaciones de la dinámica de la cubierta de nieve, y permite estudiar el 

comportamiento heterogéneo de dicha evolución, reflejado en los parámetros y series 

históricas.   

- Evaluación de la recarga neta histórica en acuíferos mediante un modelo empírico de recarga 

neta. Aplicación a escala de España continental. 

Se ha elaborado un modelo empírico parsimonioso de recarga para estimar la recarga neta en 

acuíferos sobre una malla regular de 10 km x 10 km para el caso de estudio de España 

continental. Usando datos históricos de recarga media y su varianza, que fueron obtenidos 

mediante el método de balance de masa de cloruro en un estudio previo, se ha definido un 

modelo que estima recarga neta a partir de la precipitación, temperatura y evapotranspiración 

real. Las series de recarga obtenidas para cada una de las celdas de la malla considerada han 

permitido evaluar la distribución espaciotemporal de la recarga. 

- Propuesta de una metodología para la generación de escenarios potenciales de cambio 

climático teniendo en cuenta los estadísticos de sequías. 

Se ha desarrollado una metodología para generar escenarios potenciales locales o regionales 

de cambio climático. Se exploraron diferentes enfoques conceptuales y técnicas de corrección. 

Se propuso un análisis multi-criterio para la definición de ensamblados de escenarios no 

equiprobables teniendo en cuenta estadísticos de sequías. La metodología ha sido aplicada a la 

cuenca del Alto Genil, donde se obtuvieron variaciones cercanas al −27% en precipitación y 

+32% en temperatura en el horizonte 2071-2100 para el escenario de emisiones más 

pesimista, RCP8.5. 

- Propagación de los impactos potenciales de cambio climático a la cubierta de nieve y a la 

recarga neta en acuíferos. Aplicación a escala de cordillera y de país respectivamente.  

Para la propagación de impactos de escenarios potenciales futuros de cambio climático a la 

cubierta de nieve y en la recarga subterránea se han utilizado los modelos descritos 

anteriormente. La simulación con el modelo de autómata celular de las series climáticas 

futuras generadas para el horizonte 2071-2100 considerado el escenario de emisiones RCP8.5, 

muestra significativas reducciones en la cubierta de nieve en Sierra Nevada, alrededor de un 

60% en media. Además las series futuras de precipitación y temperatura generadas muestran 

que los impactos potenciales del cambio climático aumentarán con la altitud en el caso de la 

temperatura y disminuirán con la altitud en el caso de la precipitación. La propagación con el 

modelo empírico de recarga neta proporciona reducciones en la recarga en el 99.8% de la 

España Peninsular, las cuales se distribuyen muy heterogéneamente. Más de 2/3 del área 

muestra reducciones superiores al 10%, siendo la media de las reducciones obtenida en el 
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territorio el 12%. En algunas zonas mediterráneas (la región que más sufrirá los efectos del 

CC) se han obtenido reducciones medias de hasta el 25%. Estos resultados reflejan la 

necesidad de que se establezcan las medidas necesarias para elaborar políticas de agua 

basadas en la adaptación y mitigación de los efectos del cambio climático en los sistemas de 

recursos hídricos. 

Por otro lado, durante el desarrollo de los trabajos realizados en el marco de la tesis doctoral 

se han detectado una serie de limitaciones. A continuación se recogen las principales 

limitaciones que pueden constituir al mismo tiempo potenciales líneas de investigación 

futuras. 

Los estudios preliminares realizados han detectado una inversión del gradiente pluviométrico 

en la cuenca del Alto Genil del que se ha concluido que es real y que posiblemente esté 

agravado por el fenómeno del “undercatch”. La evaluación de este fenómeno supone una 

línea de investigación futura de interés. 

Los modelos de regresión analizados/propuestos para estimar la distribución de los espesores 

de nieve no incluyen ninguna variable explicativa dependiente del tiempo, por lo que no 

permiten aproximar la dinámica temporal en la estimación. Por otro lado, a partir de las 

estimaciones de espesores de nieve obtenidas con el modelo de regresión con krigeaje de 

residuos se ha cuantificado preliminarmente el equivalente de agua en la nieve en la 

cordillera. El equivalente de agua en la nieve depende del espesor, la cubierta  y la densidad 

de la nieve. Las dos primeras han sido estudiadas/modeladas en este trabajo, pero para la 

densidad se ha asumido un valor contaste por falta de datos. Normalmente la densidad en un 

paquete puede tener importantes variaciones espaciotemporales e incluso en el propio espesor. 

Esto supone una limitación de la metodología que a la vez define una potencial línea de 

investigación futura. 

La optimización de la red de monitoreo de espesor de nieve se ha realizado de forma que la 

incertidumbre de estimación sea la menor posible pero no se han considerado aspectos de 

coste de operación para la toma de datos relacionados con la accesibilidad al punto de 

monitoreo. Este criterio se podría incluir en la definición de la ubicación optima de pértigas 

de monitoreo. 

En la aplicación de la metodología para la generación de escenarios climáticos futuros, las 

series históricas disponibles no eran lo suficientemente largas para realizar, explícitamente, 

una calibración y una validación del modelo. Por ese motivo el análisis multi-criterio para el 

ensamblado de escenarios se basó en los resultados obtenidos en el periodo de calibración. 

Sería interesante evaluar otros casos de estudio donde la información sea lo suficientemente 

larga para realizar una validación explícita de los modelos. 

En esta  tesis se evalúan los impactos potenciales del cambio climático en la cubierta de nieve 

y en la recarga neta. Sin embargo, no se han analizado impactos en otras variables 

relacionadas con la evolución de los recursos almacenados de forma natural en la nieve o en 

sistemas acuíferos. Por ejemplo, sería interesante desarrollar un modelo que combine las 
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variables espesor, cubierta y densidad de nieve para propagar los impactos potenciales del 

cambio climático sobre el equivalente de agua en la nieve. 

Palabras clave: cambio climático, modelos regionales de clima, paquetes de nieve, aguas 

subterráneas 
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Summary 

Climate change represents one of the greatest challenges that society will face in the coming 

decades. From a hydrological perspective, climate change will greatly modify the 

spatiotemporal distribution of water resources. The assessment of potential impacts of climate 

change on a water system inevitably involves the propagation of uncertainties, but this should 

not be used as an excuse for delay or inaction to address these impacts. A country’s water 

resources policy must consider the future impacts of climate change, since water resources 

systems can be very vulnerable. Resources stored as groundwater or as snow can play a 

fundamental role in defining adaptation strategies to climate change that can allow sustainable 

supply of water demands. 

The objective of the pre-doctoral research undertaken and presented in this thesis was to 

advance the development and application of methodologies for evaluating potential impacts 

of climate change on water resources stored naturally in aquifers and/or in snowpack in 

systems covering large tracts of land. The snow dynamics of the Spanish Sierra Nevada 

mountain range were studied, as well as potential future recharge scenarios in aquifers on a 

national scale. The majority of scientific studies of the impacts of climate change on 

groundwater resources have been developed for aquifer scale systems. In contrast, snow 

dynamics are usually studied for specific mountain slopes or basins, while analyses on the 

scale of an entire mountain range are unusual. Data in alpine systems are usually scarce, due 

to poor accessibility and limited funds. A methodology is proposed to estimate the optimal 

siting of monitoring points. Assessing the impacts of climate change requires local or regional 

climate scenarios adapted to the system to be generated. A methodology is proposed that uses 

drought statistics to define these scenarios. A review of the state of the art highlights that, 

despite the importance of droughts in the management of arid and semi-arid zones, drought 

statistics are not considered in the generation of future local and regional scenarios. Although 

there are numerous analyses of droughts for historical periods, few are dedicated to future 

scenarios. It is precisely these requirements and data gaps that provided the motive to develop 

this research work. 

The methodological framework proposed in the doctoral thesis requires (1) a spatiotemporal 

analysis of the historical distribution of meteorological variables and their relationship with 

elevation, and the generation of fields of these variables using geostatistical techniques; (2) 

development of models to estimate and simulate the variables that influence the availability of 

water in snowpack and/or in aquifers (snow depth, snow cover and recharge); (3) generation 

of potential climate change scenarios for the meteorological variables of interest; (4) 

propagation of the potential impacts of climate change on hydrological variables using the 

models developed. 

The proposed methodologies were applied to three case studies at the scale of basin, mountain 

range and nation. 

The relationship of the main climatic variables (precipitation and temperature) with elevation 

in the Alto Genil basin (Granada province, southern Spain) was investigated. An inversion of 
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the precipitation gradient with elevation was detected at an elevation of around 1600 m. The 

possible causes, including systematic errors in snow measurement (undercatch of solid 

precipitation) were discussed and noted. The analysis of these gradients with elevation was 

used as secondary information to generate precipitation fields using various geostatistical 

techniques and time scales. A sensitivity analysis revealed wide differences between estimates 

produced using the different techniques and a poor sensitivity to the time scale (monthly or 

annual) used to define the climate variogram. 

A parsimonious methodology using regression kriging is proposed for estimating snow depth 

in alpine systems. This method was developed using snow depth data from the Programme to 

Evaluate Water Resources from Snowmelt (dubbed ERHIN in Spanish) undertaken by the 

General Directorate for Water in Spain. In the case of Sierra Nevada, existing information is 

scarce. Monitoring is done at 23 points (snow stakes) and the frequency of measurement is 

once or twice a year. The snowpack has been estimated using explanatory variables that can 

be estimated from a digital elevation model and snow cover data from satellite information. 

The proposed methodology gave satisfactory results when applied to the Sierra Nevada 

mountain range, as demonstrated from the cross validation experiment performed. A multi-

objective analysis of the regression models led to the conclusion that the key variables for 

estimating snow depth in the Spanish Sierra Nevada are elevation, northness and slope. 

Based on these regression models obtained, a methodology was developed to optimise the 

sampling network for monitoring snow depth at the mountain-range scale. This methodology 

minimises the error in calculating snow depth by considering two sources of uncertainty: 

regression model and kriging. Various optimisation hypotheses were proposed regarding the 

increase, decrease and number of stakes added or eliminated in each step. These hypotheses 

were applied to the case of the Sierra Nevada mountain range, with the result that a new 

configuration of the monitoring network is obtained that reduces the overall uncertainty of the 

estimates. 

Cellular automata techniques were applied to estimate snow cover area by using parsimonious 

lumped and distributed models. The inputs of these models were defined by using series 

and/or fields of precipitation and temperature, and a digital elevation model. A number of 

rules of interaction between input variables were calibrated to estimate the dynamics of the 

snow cover area, minimising the difference between estimates and observations (satellite 

products) of the snow cover area variable. Both models, lumped and distributed, were applied 

to the Sierra Nevada mountain range with satisfactory results, as demonstrated by the results 

obtained in the validation phase. 

An empirical model was proposed to estimate the net recharge to aquifers on a regular 10 km 

x 10 km grid at the scale of continental Spain. It is a parsimonious model that simulates net 

recharge from precipitation, temperature and actual evapotranspiration. The model was 

calibrated using historical data of average recharge and its variance obtained by chloride mass 

balance method in a previous investigation. 
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criteria analysis was proposed to define ensembles of non-equi-feasible scenarios that take 

drought statistics into account. The methodology was applied to the Alto Genil basin, where 

variations close to -27% in precipitation and + 32% in temperature for the horizon 2071-2100 

were obtained for the most pessimistic emissions scenario, RCP8.5. 

The methods described above were applied to propagate the impacts of potential future 

scenarios of climate change to snow cover area and groundwater recharge. The simulation 

using the cellular automata model and the future climate series generated for the 2071-2100 

horizon considering the RCP8.5 emission scenario, shows significant reductions in snow 

cover area in the Sierra Nevada – around 60% on average. Moreover, the future temperature 

and precipitation series generated indicate that the potential climate change in this alpine 

system at the highest elevations will be greater in the case of temperature and smaller in the 

case of precipitation. Propagation of net recharge using the empirical model predicts a 

reduction in recharge over 99.8% of peninsular Spain, distributed in a very heterogeneous 

way. A greater than 10% reduction in recharge was indicated over more than two thirds of the 

territory, while the average reduction predicted is 12%. 

These results reflect the need to establish proper measures to devise water policies based on 

the adaptation and mitigation of the effects of climate change on water resources systems. 

Keywords: climatic change, regional climate models, snowpacks, groundwater 





Assessing impacts of potential climate change scenarios in water resources systems depending on 

natural storage from snowpacks and/or groundwater 

1 

Chapter 1: Introduction 

In this chapter the fundamental motives for undertaking this research study are given. Some 

introductory reflections are made on the problem of climate change (CC) associated with 

greenhouse gas emissions, and the assessment of its effects on water resources systems of 

natural storage. Then the general and specific objectives of the doctoral thesis are specified 

and the structure of the remainder of the thesis is outlined. The chapter concludes with a list 

of references used. 

1. Motive for undertaking this research study

CC linked to greenhouse gas emissions such as carbon dioxide represents one of the greatest 

challenges that society will face in coming decades. Global warming is unequivocal. Since the 

1950s, we have observed unprecedented changes, such as the rise in temperature of the 

atmosphere and oceans, the decline in snow, ice and groundwater reserves and rises in sea 

level (IPCC, 2014). The Fifth Assessment Report of the Intergovernmental Panel on Climate 

Change (IPCC) includes four future trajectories or projections of anthropogenic carbon 

dioxide emissions for the twenty-first century, called representative concentration pathways 

(RCPs). These trajectories include a mitigation scenario (RCP2.6), two intermediate scenarios 

(RCP4.5 and RCP6.0), and a scenario with a high level of emissions (RCP8.5). Scenarios 

lacking additional efforts by society to limit emissions give rise to trajectories between 

RCP6.0 and RCP8.5. 

From the point of view of water resources, CC will modify the spatiotemporal variability of 

climatic and hydrological variables that affect the availability of water in these systems. The 

most recent studies on CC project significant declines in water resources in the Mediterranean 

basin, leading to significant environmental, economic and social impacts (Iglesias et al., 

2007). CC is also linked to an increase in the intensity and frequency of extreme events such 

as droughts or floods. While the northern and north-eastern Europe will be more prone to 

flooding, southern and south-eastern Europe will suffer a significantly more frequent droughts 

(Voss et al., 2002). The evaluation of the potential impacts of CC includes significant 

propagation of uncertainty through all its phases. However, these uncertainties should not be 

used as an excuse to delay the assessment of CC impacts because water resources systems can 

be very vulnerable (UN, 2009). Groundwater and snowpack can play a fundamental role in 

defining the CC adaptation strategies that will allow the sustainable supply of water demand 

(Barnett et al., 2005; Dragoni and Sukhiga, 2008). Of the two (groundwater and snowpack), 

groundwater offers greater flexibility for management of resources, since water abstractions 

can be made more or less immediately and at any time of the year. The impact of CC on 

groundwater is a topic that has been addressed by the scientific community since the 1990s, 

and its interest has increased in recent years (McIntyre, 2017). Concerning the other topic, 

snowmelt occurs naturally in specific periods according to weather conditions. In alpine 

basins, snow is essential, not only from the economic point of view of the tourism industry, 

but also in the management of water resources. In alpine systems where the majority of 
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precipitation is solid, water resources are available from the snowmelt, but the spatiotemporal 

distribution of snowmelt is highly sensitivity to CC (Steger et al., 2013).  

Water storage in these systems is closely linked to the regional climate. Changes in 

temperature and precipitation can significantly impact natural water storage systems (Piani et 

al., 2010). These variations directly influence the hydrological variables that condition the 

availability of water. The evaluation of aquifer recharge from precipitation is crucial when 

renewable groundwater resources are quantified. This aspect is of great interest to design 

adequate water policies in any country. Similarly, in alpine systems, snow water equivalent 

depends on the depth, cover and density of the snow and it is also closely related to 

precipitation and temperature.  

The study of CC impacts on water resources systems requires prior knowledge and 

characterisation of the historical distribution of the main climatic variables, precipitation and 

temperature. In general, orographic variables have an important influence on the spatial 

distribution of temperature and precipitation. When climatological variables are analysed, 

elevation is a fundamental conditioning variable that can be used as secondary information 

when there is insufficient information to characterise the system. It is usually accepted that 

the temperature falls and precipitation rises with elevation but this is not always the case 

(Immerzeel et al., 2014). Therefore, adequate study of the elevation gradients of the climatic 

variables is required. The information that these gradients provide is sometimes essential for 

the completion of data on hydrological problems using geostatistical estimation techniques 

(Haberlandt, 2007). 

The propagation of CC impacts requires that mathematical models be calibrated in order to 

relate climatic variables to hydrological variables, whether for groundwater or snowpack 

resources. In terms of snowpack resources, interpolation and geostatistical simulation models 

have been used to calculate snow depth (López-Moreno and Nogués-Bravo, 2006), snow 

cover area (Mir et al., 2015) and density (Bormann et al., 2013), or snow water equivalent 

directly (Harshburger et al. al., 2010). Conceptual hydrological models (e.g. HBV (Lindström 

et al., 1997), Snowmelt Runoff Model (SRM) (Martinec et al., 2008)) allowed the processes 

that affect the evolution of the snow water equivalent dynamics to be approximated. The 

majority of scientific studies of snow resources have been carried out at mountain slope or 

basin scale. Meanwhile, when considering groundwater resources, recharge is the variable 

that conditions the distribution of renewable resources in aquifers, and this can be calculated 

using various techniques (tracer tests, physical, numerical and/or empirical models) (Lerner et 

al., 1990; Scanlon et al., 2002, 2006; Coes et al., 2007; McMahon et al., 2011). Recharge 

models are generally applied at aquifer scale. 

The propagation of CC impacts using these models also requires the prior generation of 

potential future climate scenarios in order to evaluate impacts on snowpack or groundwater 

storage. Regional climate models provide information about the potential changes that will 

occur in precipitation and temperature from probable trajectories of greenhouse gas emissions 

(representative concentration pathways, RCP). The most recent emission scenarios published 

by the IPCC (IPCC, 2014) were simulated using physical climate models to produce future 



Assessing impacts of potential climate change scenarios in water resources systems depending on 

natural storage from snowpacks and/or groundwater 

  

3 
 

projections within the framework of different European projects, such as CORDEX (2013); 

the results are available as open source information. In order that such information can be 

applied to hydrological problems, regional or local climate scenarios need to be generated 

based on the information provided by regional climate models. These scenarios are generated 

by applying statistical correction techniques to the series or historical fields and the 

simulations made by the climate models. There are numerous statistical correction techniques 

that can be used; they fall into two conceptual approaches, namely bias correction and delta 

change (Watanabe et al., 2012; Räisänen and Räty, 2013). Ensembles of projections obtained 

using different climate models and different statistical correction techniques can be 

considered in order to obtain more robust predictions (AEMET, 2009). These ensembles can 

be defined by giving more weight to the models which, when simulating the historical period 

(simulation of control), better approximate the statistics for that period. The most basic 

statistics are usually considered, including mean and standard deviation, with little attention 

given to drought statistics, despite their importance in arid and semi-arid zones. 

This research has been undertaken in response to the need to advance the development and 

application of methodologies for assessing the potential CC impacts on water resources stored 

in aquifers and/or snowpacks in systems that cover large territories. This dissertation presents 

the assessment of snow dynamics in the Spanish mountain range of Sierra Nevada, and the 

potential future recharge scenarios in aquifers at a national scale.  

Most scientific work to date on CC impacts on groundwater resources have been undertaken 

on aquifer scale systems. In contrast, snow dynamics are usually studied for specific mountain 

slopes or basins, while analysis at mountain range scale is unusual. In these alpine systems, 

data are usually scarce, due to poor accessibility and limited funds. Here, a methodology was 

proposed to estimate the optimal location of the monitoring points. Assessing the impacts of 

climate change requires local or regional climate scenarios adapted to the system to be 

generated. A methodology is proposed that uses drought statistics to define these scenarios. A 

review of the state of the art highlighted that, despite the importance of droughts in the 

management of arid and semi-arid zones, drought statistics are not considered in the 

generation of future local and regional scenarios. Although there are numerous analyses of 

droughts for historical periods, few are dedicated to future scenarios. It is precisely these 

requirements and data gaps that provided the motive to undertake this research work. 

2. General objectives 

In accordance with the motives outlined in the previous section, the main purpose of the 

doctoral thesis is to develop tools and methodologies for the study of potential impacts of CC 

on resources stored in aquifers and/or snowpacks systems that cover large areas of land. 

These methodologies were applied at basin, mountain range and peninsular Spain scale 

systems. That general objective incorporates the following specific objectives: 

(1) Study of gradients of precipitation and temperature with elevation, generation of historical 

precipitation fields using geostatistical techniques and elevation as secondary information for 

estimation. 
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(2) Development of a methodology applicable at the mountain range scale to estimate snow 

depth using geostatistical techniques. 

(3) Optimisation of the snow monitoring network to reduce uncertainty in snow depth 

estimates. Application at mountain range scale. 

(4) Development of a model to simulate the dynamics of snow cover area using a cellular 

automata model. Application at mountain range scale. 

(5) Evaluation of historical net recharge in aquifers through an empirical model of net 

recharge. Application at continental Spain scale. 

(6) Proposal of a methodology to generate potential scenarios of CC that takes drought 

statistics into account. 

(7) Propagation of the potential impacts of CC on snow cover area and net recharge in 

aquifers. Application at mountain range and country scale, respectively. 

3. Case studies 

Though the objectives of the doctoral thesis are mainly methodological, case studies are 

required to assess the applicability of the proposed methodologies. All the case studies 

selected to apply the research developed in this thesis are located in peninsular Spain, which 

is very vulnerable to the potential future effects of CC. They are the Alto Genil basin, the 

Sierra Nevada mountain range and continental Spain. The Alto Genil basin and Sierra Nevada 

are located in the Mediterranean area, which is especially vulnerable to CC (Iglesias et al., 

2007). The case studies are included in the chapters where the methodologies are presented 

and applied. 

4. Thesis outline 

The thesis is organised into nine chapters whose content is summarised below. 

In the first introductory chapter we have outlined the reasons why the doctoral thesis is 

developed and its objectives. It is a doctoral thesis by compendium of seven articles. Six of 

them have been published (the remaining one is under review) in journals indexed in the 

Journal Citation Report (JCR). Each of the published articles is included in the appropriate 

chapter of the thesis (from 2 to 8), which includes the research carried out to achieve the 

partial objectives, described above. Each article or chapter constitutes a research study in its 

own right, with different organisation but maintaining the customary structure of a scientific 

paper. Tables and figures are included at the end of each chapter. Table 1.1 shows the 

objectives addressed in each chapter and the journals in which the corresponding studies were 

published. 
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Chapter 
Contributing 

to objective 
Published in: 

2 (1) International Journal of Climatology 

3 (2) Hydrological Processes 

4 (3) 
Hydrological Processes (under 

review) 

5 (4) Journal of Hydrology 

6 (6) Water 

7 (4) y (7) Advances in Water Resources 

8 (5) y (7) Journal of Hydrology 

 Table 1.1. List of articles (chapters) that form part of the doctoral thesis, objectives they 

address, and journals in which they have been published. 

In Chapter 2 the precipitation and temperature gradients with elevation in the Alto Genil basin 

(southeastern Spain) are analysed. The possible causes of the inverse precipitation gradient 

observed at high elevations are discussed, including systematic errors in the measurement of 

snow (undercatch of solid precipitation). Precipitation fields are generated by geostatistical 

estimation. Different techniques and time scales are evaluated to define variograms by means 

of a cross validation experiment. Elevation was incorporated as secondary information for the 

estimation. 

In Chapter 3 a methodology that uses regression kriging to calculate snow depth in the 

Spanish Sierra Nevada mountain range is presented. The information used for the estimates 

are specific measurements (from the 23 snow stakes of the ERHIN programme), a digital 

elevation model and snow cover area from satellite information. Several model structures of 

varying complexity were assessed by means of a multi-objective analysis that takes into 

account different indexes of goodness of fit. The proposed methodology allows identification 

of which explanatory variables (geographic, orographic and climatic) are the most important 

to analyse the spatial distribution of snow depth. 

In Chapter 4 a methodology is developed to optimise the snow depth monitoring network in 

the Sierra Nevada. The method is based on the regression model that best fits the historical 

period. Various hypotheses were studied to define the optimal expansion or contraction of the 

current observation network (23 stakes). The most applicable alternative will depend on the 

funds available for monitoring. In addition, a methodology combining these two hypotheses 

(expansion or contraction of the network) was developed, which designs a new optimal siting 

of the existing 23 stakes. 

In Chapter 5 a methodology is designed to approximate the dynamics of snow cover area in 

mountain systems based on evolutionary algorithms of cellular automata. It is a parsimonious 

methodology that uses climatic indices of precipitation and temperature and a digital model of 

elevations to simulate the evolution of the snow cover area. The model determines if a cell 

will be covered by snow or not by applying a series of rules that involve the climatic variables 

and the elevation of the cell in question and its neighbours. This methodology was applied to 

the Sierra Nevada, obtaining satisfactory results in the calibration and validation of the model. 
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Chapter 6 presents a methodology for the generation of potential CC scenarios that uses 

several regional climate models and various approaches and correction techniques. More 

robust ensembles of future scenarios are obtained by using those that best fit the historical 

information for the control period. The various models and correction techniques are selected 

through a multi-objective analysis that considers basic and drought statistics. This 

methodology was applied to the case study of the Alto Genil basin, indicating that 

precipitation would be reduced and temperatures would rise significantly under the 

hypotheses considered. 

In Chapter 7 an extension of the lumped model of cellular automata developed in Chapter 5 is 

presented. This extension generates a distributed model by using different climatic zones. For 

each zone (each defined by the climatic indices of precipitation and temperature) the 

parameters of the model are calibrated. In addition, the methodology for generating potential 

CC scenarios is applied. By this means, a future series to propagate potential CC impacts to 

snow cover area in the Sierra Nevada is defined. The case study reveals alarming results with 

respect to the reduction of the area covered by snow in the future long term and under the 

most pessimistic emissions scenario. 

In Chapter 8, an empirical recharge model is developed at the scale of continental Spain. It 

allows assessment of the spatiotemporal distribution of net recharge to aquifers as a function 

of climatic conditions. Potential future climate scenarios were generated by applying the 

methodology proposed in Chapter 6; their impacts on net recharge were simulated by 

propagating them using the recharge model. The results indicate significant reductions in 

recharge, especially in the Mediterranean regions. 

The final chapter (Chapter 9) draws general conclusions from the research. It also summarises 

possible future lines of research that were identified during the development of the research 

undertaken in preparation of this doctoral thesis. 
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Abstract 

The mean precipitation measurements in a Mediterranean alpine catchment in Sierra Nevada 

show an inversion of the gradient with the altitude beyond a certain threshold. Is it due to a 

real pattern or it can be explained by systematic error of solid precipitation measurement in 

gauges? Can we assess climatic fields in an alpine catchment from gauge measurement? This 

paper describes a research developed to answer both questions in the Alto Genil Basin. As 

commonly happens in most of the basins, the spatio-temporal information from climate 

gauges is limited; therefore to reduce uncertainty in estimates of climatic fields, some 

secondary information should be introduced. Since orographic conditions clearly influence 

precipitation, the relationship between this climatic variable and elevation is usually included 

as secondary information into the estimates. However, while there is a clear relationship 

between temperature and elevation, the relationship between precipitation and elevation is not 

so simple. In this paper the analysis of the data performed allow us to demonstrate that there 

is a real inversion of the gradient within this Mediterranean Alpine area as other authors 

previously pointed in some tropical and sub-tropical zones. The intensity of this phenomenon 
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and the altitude threshold from which it appears can be altered as a consequence of the 

undercath of the solid precipitation. To estimate precipitation fields, we have used different 

hypotheses about the intensity of the undercatch taking into account empirical corrections 

obtained for nearby mountain ranges. An analysis of the sensitivity of the results to the 

assumed undercatch hypothesis shows that it is not possible to estimate properly precipitation 

fields (the sensitivity of the results to the adopted hypothesis is high) in these alpine areas if 

we only have information about the precipitation measurements at the stations. 

Keywords: climatic estimation, inverse precipitation gradient with elevation, snow 

undercatch, alpine basin, Alto Genil Basin. 

1. Introduction 

Generally, orographical conditions have a clear influence on the distributions of precipitation. 

The term “orographic precipitation” is used to define the modification or reorganisation of 

precipitation (liquid or solid) distribution when certain topographical characteristics are 

present (Smith 1979; Houze, 2012). This modification of precipitation is due to alterations in 

the topography-induced flow patterns close to the surface, which provokes a spatial variation 

of the precipitation deposition. This preferential deposition of precipitation has been 

investigated in some studies (e.g., Lehning et al., 2008; Gerber et al., 2017). Many studies 

show linear increases in precipitation with elevation (Daly et al., 1994; Lloyd, 2005; Yao et 

al., 2016). Nevertheless, in certain alpine areas in tropical and subtropical zones, such as the 

Andes Mountains, some African mountain ranges and the Himalaya Mountains, precipitation 

measurements do not increase with elevation above a certain point (Anders et al., 2006; Yang 

et al., 2011; Hirpa et al., 2010; Anders and Nesbitt, 2014).  Others studies have focussed on 

understanding orographic precipitation on scales smaller than entire mountain ranges (e.g., 

Cosma et al., 2002; Minder et al., 2008).  Small-scale orography (tens of km or less) can play 

an important role in preferential precipitation by forcing it into bands. 

In several alpine systems, the majority of precipitation is solid, and orographic effects can 

govern the snowfall patterns (Dore and Choularton, 1992; Mott et al., 2014), or snow 

accumulation (Scipión et al., 2013; Kirchner et al., 2014).  Some authors have investigated 

elevation gradients in snow accumulation, discovering inverse gradients above certain 

elevations (Grünewald and Lehning, 2011; Lehning et al., 2011). The processes that govern 

snow accumulation patterns are preferential deposition of precipitation, redistribution of snow 

by wind, sloughing and avalanching (Elder et al., 1991; Grünewald et al., 2014). 

Such variations in the relationship between the precipitation measured and elevation may 

reflect a real change in the precipitation pattern with elevation; however, systematic errors in 

gauge measurement can modify this pattern. The aim of gauge systems measurement is to 

obtain representative samples of precipitation (liquid or solid). The catch of the gauge should 

represent the precipitation in the surrounding area; however, wind effects can reduce the catch 

of the gauge. These effects can be related to the geometry of the gauge or with obstacles on 

the wind trajectories, which are frequently more important. Although wind effects are the 

main sources of uncertainty, others errors of measurement can be induced by losses caused by 

wetting of the inner walls of the gauge, evaporation of water accumulated in the gauge, and 
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splashing of rain drops or blowing of snowflakes out of or into the container (Legates and 

Willmott, 1990; Prein and Gobiet, 2017). Solid precipitation is much more affected by wind 

effects than liquid precipitation. Thus in areas with significant snowfall, the phenomenon 

known as undercatch of solid precipitation should be considered. 

Undercatch is a systematic error of precipitation measurement in gauges, which produces 

significant bias in measurements with respect to the real values. This phenomenon is 

especially significant in measurements of solid precipitation under windy conditions (Sevruk, 

1991; Rasmussen et al., 2012), when gauges modify the wind fields producing significant 

errors in the measurement of solid precipitation (Goodison et al., 1988).  

The undercatch issue has been studied for years. For example, Brown and Peck (1962) 

described some of the challenges of measuring precipitation. Sevruk (1982) proposed a 

method for correcting systematic errors in precipitation measurements for operational use. 

The World Meteorological Organization (WMO) has performed various tests within the 

framework of different projects. They started to develop the Solid Precipitation 

Intercomparison Experiment between 1987 and 1993 (Goodison et al., 1988), assessing and 

deriving adjustment functions for solid precipitation measurements. More recently, as part of 

the Solid Precipitation Intercomparison Experiment project of the World Meteorological 

Organization (WMO-SPICE) (2012-2015), similar issues were analysed in more depth, 

focussing mainly on the amount, intensity and type of precipitation (liquid, solid, mixed), 

over various time periods.  

Proper identification and approximation of the true relationship between precipitation and 

elevation is important in assessing the available resources in a system, which is essential for a 

proper analysis of its management (Pedro-Mozonis et al., 2016). Available resources can be 

estimated using hydrological balance models, whose inputs are precipitation and temperature 

data (Escriba-Bou et al., 2017). These models can be based on elevation gradients, such as the 

Parameter-elevation Regressions on Independent Slopes Model (PRISM) that uses point data 

to generate gridded estimates of climatic variables (Daly et al., 1994). In alpine catchments, 

these balance models need to identify the processes related to snowpack. Appropriate analysis 

of snow processes requires an accurate assessment of the spatio-temporal distribution of 

precipitation. However, the number of precipitation gauges is usually restricted and, 

moreover, they provide limited information about the spatial distribution and overall 

precipitation in a system.  Therefore, the estimated precipitation fields can change 

substantially depending on the hypothesis assumed or the approach adopted to approximate 

the relationship between precipitation and elevation.   

Estimation of fields requires that their spatial correlation is captured. Geostatistical methods 

take spatial correlation of experimental data into account using the variogram function. 

Kriging is the most widely used geostatistical technique for estimating climatic variables. 

Several studies have used ordinary kriging (OK) to generate fields of climatic variables 

(Hunter and Meentemeyer, 2005; Chen et al., 2010). Sometimes, it can be useful to consider 

extra information by means of a secondary variable correlated with the target variable. 

Techniques such as kriging with external drift (KED) and regression kriging (RK) allow other 
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information to be incorporated into the estimate. KED has been extensively studied to assess 

whether precipitation is correlated to elevation (either positive or negative gradient) (Pardo-

Iguzquiza, 1998; Goovaerts, 2000). The RK technique allows consideration of several 

secondary variables to calculate the target variable (Pardo-Iguzquiza et al., 2015; Hengl et al., 

2007). Normally, elevation is the most commonly used secondary information for estimating 

climatic variables.  

The objective of this paper is to assess climatological gradients of precipitation at catchment 

scale. We have analysed and approached the relationship between measurements of 

precipitation and elevation in an alpine basin (the Alto Genil Basin, southern Spain), where an 

inversion of the gradient between measured precipitation and elevation is observed and has 

not been previously analysed. We have compared this inverse precipitation gradient from a 

certain elevation with other cases studied previously. In addition, we intend to answer two 

questions: is the inverse precipitation gradient due to a real pattern or can it be explained by 

systematic error of the measurement of solid precipitation gauges? Can we assess climatic 

fields in an alpine catchment from gauge measurements?  

The paper has been organised as follow. Section 2 describes the proposed methodology, based 

on the analyses of historical data and results of several estimation techniques under a set of 

hypotheses. Section 3 includes the description of the case study and the available data. 

Section 4 shows the results which are discussed in section 5. Finally, section 6 presents the 

main conclusions. 

2. Methodology 

We have assessed climatological gradients for precipitation and temperature. These gradients 

have been calculated from meteorological gauges using the mean for each variable over the 

period considered, and the elevation of the gauges. In the case of precipitation, different 

hypotheses have been considered in order to explain the observed inversion of the gradient 

with elevation. In addition, we estimated precipitation fields with different techniques in order 

to assess their sensitivity to the considered hypotheses. A flowchart of the methodology used 

is given in Figure 2.1. 

2.1 Analysis of historical data (measurements and corrected values) vs elevation 

We first analysed how the experimental data of precipitation varied with elevation. We 

studied how different regression models (linear and quadratic) calculate the relationship 

between this climatic variable with elevation, and how these variables are correlated at yearly 

and monthly scale.  

Different hypotheses were considered to assess the changes in the pattern of precipitation with 

elevation beyond a certain threshold. We assume these changes are either real or are due to 

systematic errors in precipitation measurements, produced by undercatch of solid 

precipitation. Various empirical corrections of precipitation measurements have been 

developed in the framework of the WMO-SPICE. In this study, we applied one of the 

correction functions proposed by Buisan et al. (2017) for some Spanish Mountain Ranges. 
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These functions were not obtained for the mountain range in our case study (a catchment in 

the Spanish Sierra Nevada where no previous work on this issue has been done). 

Nevertheless, we apply one of these correction functions to perform a sensitivity analysis to 

the undercatch hypothesis assuming that these functions are also valid for our case. We used 

the 3-hour accumulation transfer function with higher R², where the catch ratio (CR) is 

expressed as: 

𝐶𝑅 = 0.892𝐸𝑋𝑃(0.067𝑇 − 0.212𝑊 + 0.049𝐴𝑐𝑐)            (1) 

where 𝑇 is temperature (°C), 𝑊 is wind speed (m/s) and 𝐴𝑐𝑐 is accumulation (mm). The true 

accumulation (𝑇𝐴𝑐𝑐) in the gauge can be calculated using Equation 2. 

𝑇𝐴𝑐𝑐 =
𝐴𝑐𝑐

𝐶𝑅
                          (2) 

The aim in this study was to correct the experimental data from the gauges located at 

elevation, where solid precipitation is commonplace. The threshold elevation from which we 

apply it was estimated as the median (percentile 50) of the snowline elevation for each month 

of the snow season (October to May) in the historical period with available information. In 

our case, the monthly snowline was calculated from the daily data provided by the 

MODIS/Terra Snow Cover Daily Global 500 m Grid (Data Set ID: MOD10A1)for the period 

01/04/2000 to 30/09/2015. Note, that the cloudy days have been estimated applying linear 

interpolation of the closest previous and subsequent days without clouds (Collados-Lara et al., 

2017).  

The relationship between the corrected data and elevation was analysed in the same way as 

for the original experimental data at yearly and monthly scale. Comparing the difference 

between them (corrected and original data) at monthly scale during the snow season and 

outside this period we intend to identify if there is a real inversion of gradient (first of the 

objective of this paper). 

2.2 Assessment of precipitation fields 

Geostatistical methods of spatial estimation are known generically as kriging techniques and 

are optimal for assessing precipitation fields because they take into account the spatial 

correlation between experimental data (Matheron, 1963; Chiles and Delfiner, 1999). The 

usual way to include the spatial correlation in geostatistical estimations is using the variogram 

function (see Appendix 2A). Moreover, geostatistical techniques allow us to include the 

relationship of the target variable with a secondary variable in the estimation procedure in 

order to reduce the uncertainties of estimates.   

The relationship between precipitation and elevation is included in the calculation of 

precipitation fields from the experimental and corrected data in order to fill the gaps in the 

limited information available about spatial distribution of the studied variables. In this paper 

we explore different hypotheses about the mathematical expressions (linear or quadratic 

functions) that give the best estimate of the relationship between climatic variables and 
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elevation, in accordance with the analysis of data previously performed (section 2.1). We 

have tested linear and quadratic estimates.  

Another important issue is how the relationship between the climatic variable and elevation is 

integrated in the calculation of the fields. Two types of geostatistical techniques were 

considered, RK and KED. RK integrates the elevation information into a previously-defined 

regression model in a first procedure. The second procedure uses the residues of the 

regression to spatially interpolate using the OK technique. In KED the relationship between 

the climatic variables and elevation is integrated in the kriging process as external drift that 

influences the kriging parameters. The geostatistical techniques used are described in 

Appendix 2A.    

We also tested the sensitivity of results to the temporal scale used. Two different spatial 

correlation models (yearly and monthly) were considered for the precipitation calculations. 

The first uses a single variogram and regression model for the year, while the second uses 

twelve variogram models and regression models for each month of the year. Sensitivity 

analysis was used to identify which model (yearly or monthly) provides more accurate 

estimates.  

In order to analyse the estimation of precipitation fields we have performed the following 

tasks: 

- We compared the relationship between the means of the estimated precipitation in each 

estimation cell and elevation for both the original measurements and the corrected values. A 

sensitivity analyses is performed in order to assess the significance of the differences obtained 

depending on the hypothesis.  

- The influence of temporal scale adopted to define the variogram was also analysed, 

comparing the estimates at basin scale obtained under both hypotheses.  

- The performance of each hypothesis and geostatistical approach was assessed using a cross 

validation experiment (described in Appendix 2B).  

3. Case study and data 

The study catchment is situated in southern Spain (Figure 2.2) and covers 2596 km
2
. Its river 

‘Genil’ is one of the most important in Andalusia and the largest in Granada province. Most 

of its flow comes from the Sierra Nevada mountain range, with its biggest inflow coming 

from snowmelt. Elevation varies between approximately 528 m and 3471 m (h data was from 

a digital elevation model with a spatial resolution of 5 metres, from the National Geographic 

Institute of Spain). Figure 2.2 shows the location of the available gauges that provide data in 

the period (1980-2014). Data were provided by AEMET, IFAPA, PNS and REDIAM Spanish 

agencies, comprising 119 precipitation gauges. This number includes all the stations located 

within the catchment plus those no further than 6 km outside its boundary. The temperature 

and wind data to apply the undercatch correction of precipitation were obtained from 

AEMET, IFAPA, PNS and REDIAM Spanish agencies, as per the precipitation data. 
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4. Results 

4.1 Elevation relationship hypothesis 

The assessment of climatological gradients with elevation over and near mountains is 

essential to understand patterns in the climatic variables. Normally, climatic variables vary 

linearly with elevation, having a positive precipitation gradient. However, in some cases 

topography can induce alterations in flow patterns or reorganisation of precipitation (liquid or 

solid) (Smith 1979; Houze, 2012). In our case study, we observe an inversion of the 

precipitation gradient (it become negative above a certain elevation) and a linear variation of 

temperature. The precipitation distribution is better approximated using a quadratic function, 

while the temperature distribution fits a linear function (see Figure 2.3). This pattern of an 

inversion of precipitation gradient has also been described for alpine basins in tropical and 

subtropical zones (Yang et al., 2011; Anders and Nesbitt, 2014). Nevertheless, in order to 

analyse other hypotheses to explain this issue, we performed a sensitivity analysis of the data 

to systematics errors in precipitation measurements due to undercatch of solid precipitation. 

Undercatch produces significant bias in measurements with respect to real values especially in 

measurements taken under windy conditions (Sevruk, 1991). We applied the transfer function 

proposed by Buisan et al. (2017) to experimental data located above a certain elevation during 

the snow season (October-May). This elevation has been calculated as the median of the 

snowline for each month (see Figure 2.4).  

Figure 2.3 shows an inversion of the precipitation gradient at elevations above a threshold of 

1600 m (original data) and 2200 m (modified data with the undercatch correction) for annual 

daily means. For a mean year, these points of gradient inversion change each month (See 

Table 2.1), indicating a seasonal behaviour. The point of inversion in the gradient using the 

original data is similar to the results obtained by others authors.  In many places on the 

Tibetan Plateau and Himalaya mountains above 1500 metres, the precipitation-elevation 

gradient becomes negative (Anders et al., 2006; Yang et al., 2011). In high mountain ranges 

in the tropics, precipitation increases with elevation up to between 1000 and 2000 metres and 

then decreases with elevation (Hirpa et al., 2010; Anders and Nesbitt, 2014). When the 

undercatch correction is applied, the gradient inversion is moved to a higher elevation (above 

2200 m). Others authors found similar results for snow deposition gradients in the Swiss Alps 

(e.g., Grünewald et al., 2014; Mott et al., 2014) and Sierra Nevada Mountains (California) 

(e.g., Kirchner et al., 2014). 

A priori, one might consider that this inversion would be eliminated by applying a different 

correction function more appropriate for this area (as noted above, the function used was 

derived for other Spanish mountain ranges). However, if we analyse the months when there is 

no solid precipitation (June-September), an inversion of gradient is also seen, except for July, 

which is the month with the lowest mean precipitation (a mean of 0.0848 mm/day). 

Therefore, this gradient inversion cannot be explained exclusively by an undercatch of solid 

precipitation. There is a real inversion of the gradient within this Mediterranean alpine area, 

just as other authors (e.g. Anders et al., 2006; Hirpa et al., 2010) previously pointed in some 

tropical and sub-tropical zones. The intensity of this phenomenon would be reduced and the 
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altitude threshold from which it appears would be moved to higher altitudes as a consequence 

of the undercatch of the solid precipitation. 

4.2 Spatio-temporal assessment of precipitation estimates 

Daily precipitation was calculated using yearly and monthly models for a 1x1 km grid with 

5082 cells using KED with linear and quadratic drift, and RK, within the domain defined in 

Figure 2.1. Thus precipitation estimates were made using three techniques (linear KED, 

quadratic KED and RK) and two variogram models (yearly and monthly). Figure 2.5 

summarises the spatial distribution of the mean and standard deviation obtained for the daily 

precipitation variable. For KED techniques precipitation increases with elevation, in contrast 

to the RK technique where precipitation may decrease at higher elevations. In the remaining 

areas the spatial distribution of precipitation is very similar for the three techniques, although 

the values can change. Regarding the standard deviation of precipitation, the spatial 

distribution is similar for KED techniques (although the values are different) and RK shows a 

different spatial distribution of standard deviation. 

The estimated precipitation shows a different kind of relationship, depending on the 

assumption and techniques applied, using both the original data (Figure 2.6) and the corrected 

data (Figure 2.7) and applying the undercatch hypothesis. The quadratic KED technique gives 

high precipitation at high elevations, despite the fact that the experimental data shows low 

precipitation at high elevations. The linear KED technique has a linear behaviour and does not 

reproduce the shape of the experimental data. The RK technique gives a shape closer to the 

experimental data but this does not imply that RK is the best approximation to the available 

data. A cross validation experiment is needed to determine the technique with lowest mean 

and mean squared error. 

On the other hand using a monthly or a yearly variogram model does not lead to larger 

differences in the precipitation-elevation relationship. To determine the best approximation, a 

cross validation experiment is again useful. Figures 2.6 and 2.7 demonstrate that there are 

significant differences in the results obtained using one or other technique. 

 We also compared the relationship between estimated precipitation fields using original and 

modified data vs elevation in our estimates, using their trends (Figure 2.8). Although we show 

that there is a gradient inversion above a certain elevation for the original data (Figure 2.3), 

the two KED estimates show greater precipitation over the whole range of elevations. As 

commented above, only RK reproduces an inversion of the precipitation gradient, with the 

inversion point located at 1666 m for the original data or 2250 m for the modified data.  

Note that despite having modified data above 2000 metres, the estimates change below this 

elevation to a variable degree, depending on the technique used, and this is due to the fact that 

kriging techniques assume spatial correlation of the target variable. Figure 2.8 also shows that 

the sensitivity of the precipitation fields to the adopted corrected field is significant 

(maximum mean differences of 0.84 mm/day, 0.75 mm/day and 1.38 mm/day, respectively 

for RK, LKED and QKED).  This implies that further research about the corrections that 

should be applied in this area would be needed to make a proper assessment of rainfall fields. 
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Nevertheless, in our case study, the sensitivity of the results to the estimation method 

(maximum mean differences of 0.68 mm/day and 0.63 mm/day for the original and corrected 

data, respectively) is even comparable to the adopted data correction. 

For the sensitivity analysis of results to the temporal scale adopted to define the variogram, 

we plotted the estimates of the original precipitation series in the basin for both yearly and 

monthly models in the same graphic. For the mean precipitation series obtained with KED 

(linear and quadratic) using the monthly variogram, we observe slightly larger standard 

deviation and slightly lower estimates (Figure 2.9). For the RK estimate, the yearly model 

standard deviation is slightly higher and the estimate is slightly lower. In all cases, the 

difference in estimates between the yearly and monthly models is small, and a cross-

validation is needed to identify the best model with the original data and the corrected data 

hypothesis.  

Figure 2.10 shows the results of the cross-validation experiment for the precipitation estimate 

using original and modified data. The monthly model gives better results in the cross 

validation experiment for all precipitation estimates when the mean error is considered. The 

mean-squared-error monthly model gives the best results for all cases, with the exception of 

RK for modified data, though the difference is small. The mean reduction of absolute mean 

error is 10.6% using the monthly model; the maximum and minimum reduction are 30.0% 

and 0% for LKED using modified data and RK using original data, respectively. In the case of 

mean squared error, the mean reduction using the monthly model is 3.2%, and the maximum 

and minimum reduction are 9.1% for QKED using original data and -2.7% for RK using 

modified data (the only method that does not lead to a reduction using the monthly model) . 

On the other hand, the cross-validation experiments allows us to determine which technique 

provides better estimates in terms of mean and mean squared error.  Table 2.2 shows the mean 

and mean squared error for the three techniques. Despite RK being the technique that best 

reproduces the shape of the data, LKED is the technique that gives the best results in all the 

cases (modified data, original data, annual variogram and monthly variogram). 

5. Discussion 

Results suggest a real pattern of inverse precipitation gradient in the case study. This study is 

the first that points to this effect for the case study area, though throughout the world there are 

several cases where an inverse gradient is observed either for deposition (e.g., Hirpa et al., 

2010; Anders and Nesbitt, 2014) or accumulation (e.g., Grünewald and Lehning, 2011; 

Lehning et al., 2011). 

The studied mountain range is a natural barrier to air dynamics. The main flows of rain in the 

study area come from the Atlantic (West and South-West). The combination of these flows, 

with the Sierra Nevada Mountain and other mountain systems acting as barriers, induces the 

dry conditions in the “Tabernas Desert” (see Figure 2.11). However, the study catchment is 

situated on the north face of the mountain range, located inside the Intrabetic zone (see Figure 

2.11). The flows arrive in the Intrabetic zone with more difficulty than the Atlantics flows 

through the Guadalquivir and its tributary valleys (García de Pedraza and García Vega, 1993). 
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In the case study, the rain flows arrive through the river Genil valley. According to the results 

obtained, we suggest one of the mechanisms by which mountains and hills affect precipitating 

clouds, as proposed by Houze (2012).  These flows could suffer a “partial blocking, with a 

lee-side supercritical flow accelerating down the mountain, and the return to equilibrium in 

the form of a hydraulic jump producing a precipitating cloud downstream of the barrier”. This 

mechanism would explain the inverse gradient of precipitation with elevation. Figure 2.11 

shows a scheme of the flow dynamics in the Sierra Nevada and the proposed hypothesis for 

the flow that arrives through the Genil valley.  

The consideration of the inversion gradient mechanism proposed could improve predictions 

of snow hydrological models and climate studies in this area. On the other hand, correction 

functions of undercatch that take into account climatic variables to correct precipitation in 

high elevations have been used in this study. These functions could be improved in future 

work that considers orographic conditions. Despite the focus of the present study being on the 

assessment of precipitation gradients, we have proposed a mechanism that can explain the 

observed inverse gradients. This is an interesting, preliminary hypothesis that can be 

investigated in depth in the future. 

6. Conclusions 

In this paper we have analysed the relationship between the measurements of one of the main 

climatic variables (P) and elevation in an alpine basin, the Alto Genil basin in Sierra Nevada, 

in which the snow measurements show an inversion of the gradient with the altitude beyond a 

certain threshold. We discuss two hypotheses (a real change of pattern and a systematic errors 

due to undercatch of solid P) to explain the observed relationship between precipitation and 

elevation, taking into account previous alpine studies that share certain similarities. 

The analyses of the climatic data during the non-snow allowed us to conclude that there is a 

real inversion pattern, but that the undercatch phenomenon may intensify the real value.  We 

investigate the influence that these hypotheses and other adopted approaches have on 

calculation of the relationship between precipitation and elevation when estimating 

precipitation fields, and therefore on overall precipitation. We study the sensitivity of the 

solutions to different methods and assumptions, namely: the function used to calculate 

precipitation depending on elevation (linear and quadratic functions are explored), the 

calculation technique used (KED or RK), and the temporal scale to calculate the variogram. 

The results shows an important sensitivity of the estimated precipitation fields to the adopted 

corrected field (maximum differences of mean precipitation of 0.84 mm/day, 0.75 mm/day 

and 1.38 mm/day respectively for the RK, LKED and QKED), and therefore more research 

about the corrections that should be applied in this mountain area would be needed for an 

appropriate assessment of rainfall fields. Anyway, in our case study, the sensitivity of the 

results to the estimation method (function used to calculate precipitation depending on 

elevation (linear and quadratic functions are explored), the calculation technique used) is even 

greater than to the adopted data correction and should be also analysed carefully. 

Nevertheless, the influence of the temporal scale (annual and monthly) adopted to define the 

variorum is low. A cross-validation of the results was performed with the aim of to 
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identifying the solutions that provide the best approximation to the available data. It is 

obtained by using the monthly variogram model and LKED show the best results in the cross 

validation experiment, despite it does not reproduce the inversion of gradient, which is 

approximated by the RK. QKED provides the worst approximation of P-h relationship. 

In order to explain the observed inversion gradient we have proposed a mechanism that could 

explain the inversion of precipitation gradient based on orographic effects on precipitation. 

These flows of precipitation could be partially blocked, which would induce precipitation 

downstream of the barrier defined by the mountain range. Thus snow hydrological models 

and climate studies in this area should consider this pattern in order to obtain more reliable 

results. Moreover, orographic conditions should be included in undercatch correction 

functions to improve their corrections.  
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Appendix 2A. Estimation techniques 

P is a variable with spatial continuity (low values are close to other low values and high 

values are close to the other high values). The variable changes gradually. Considering this 

assumption, the variogram is the habitual way to quantify the spatial correlation. The 

variogram for a given variable can be expressed as:      

𝛾(ℎ) =
1

2𝑛(ℎ)
∑ [𝑧(𝑠𝑖) − 𝑧(𝑠𝑖 + ℎ)]

2𝑛(ℎ)
𝑖=1                 (2A1) 

where γ(h) is the experimental variogram, elevation is the step or distance, n(h) is the 

number of steps and z(si) is the variable value at the location si. Normally, the experimental 

variogram is adjusted using one of the next models: spherical (equation (2A2)), exponential 

(equation (2A3)) and Gaussian (equation (2A4)).   
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−
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γ(h) = C [1 − e−(
h
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)]                      (2A3) 

γ(h) = C [1 − e−(
h

a
)
2

]                      (2A4) 

where a and C are adjusted parameters, the range and variance respectively. In this study we 

used the exponential model to fit the variogram models. 

Considering a catchment with area 𝐴 divided in 𝑁 grids of equal area 𝐵, the mean value of the 

target variable variable 𝑧𝐵(𝑥𝑖) can be expressed as: 

𝑧𝐵(𝑥𝑖)  =
1

𝐵
∫ 𝑧(𝑥)𝑑𝑥
𝐵(𝑥𝑖)

                     (2A5) 

where 𝑧(𝑥) is the mean of the target variable in the location 𝑥. The value of the target variable 

is known in the meteorological station being considered and we want to know it in the points 

of the grid. 

Kriging methods provide estimates for equation (2A5) using the experimental data: 

𝑧′𝐵(𝑥𝑖) = ∑ 𝜆𝑗 . 𝑧(𝑥𝑗)
𝑛
𝑗=1                      (2A6) 

A.1. Kriging with external drift 

In KED, a secondary variable is used to interpolate the target variable. Normally, in 

calculating climatic variables the explicative variable with greatest influence is elevation. 

Analysis of of the relationship between precipitation and elevation was done using regression 

functions with yearly and monthly means. This analysis revealed the relationship of the target 

variable with elevation. The climatic variogram models used to carry out the KED were 

obtained from the residues of the regression function at the data station.  



Chapter 2: Precipitation fields in an alpine Mediterranean catchment: Inversion of precipitation 

gradient with elevation or undercatch of snowfall?  

24 
 

In KED the mathematical expected value of the target variable mean random function 𝑍(𝑥) is 

expressed as a function of the drift variable 𝑌(𝑥). In this study, elevation is the drift variable. 

Normally the function is linear for precipitation but in some cases the relationship between 

precipitation and elevation can be quadratic (inverse precipitation gradient). The function for 

the linear and quadratic cases can be expressed, respectively, as: 

𝐸[𝑍(𝑥)] = 𝑎1 + 𝑎2𝑌(𝑥)                     (2A7) 

𝐸[𝑍(𝑥)] = 𝑎1 + 𝑎2𝑌(𝑥) + 𝑎3𝑌
2(𝑥)                 (2A8) 

The target variable z′B(xi) for the linear case, with weights λj obtained as solutions of the 

KED system, is calculated as: 

{

∑ 𝜆𝑗 . 𝛾𝑃 (𝑥𝑖, 𝑥𝑗) + µ1 + µ2𝑦(𝑥𝑖) = �̅�(𝑥𝑖, 𝐵(𝑥𝑜))  𝑖 = 1,… , 𝑛
𝑛
𝑗=1

∑ 𝜆𝑗 . 𝑦(𝑥𝑗) = 𝑦(
𝑛
𝑗=1 𝑥𝑜)

∑ 𝜆𝑗 =
𝑛
𝑗=1 1 

       (2A9) 

with estimated variance �̂�2 expressed as: 

�̂�2 = ∑ 𝜆𝑗 . �̅�(𝑥𝑖, 𝐵(𝑥𝑜)) + µ1 + µ2𝑦(𝑥𝑜)
𝑛
𝑗=1                (2A10) 

The calculation of the target variable 𝑧′𝐵(𝑥𝑖) for the quadratic case can be obtained by 

solving the following KED system: 

{
 
 

 
 
∑ 𝜆𝑗 . 𝛾𝑃 (𝑥𝑖, 𝑥𝑗) + µ1 + µ2𝑦(𝑥𝑖) + µ3𝑦

2(𝑥𝑖)  = �̅�(𝑥𝑖, 𝐵(𝑥𝑜))  𝑖 = 1,… , 𝑛𝑛
𝑗=1

∑ 𝜆𝑗 . 𝑦(𝑥𝑗) = 𝑦(𝑛
𝑗=1 𝑥𝑜)  

∑ 𝜆𝑗 . 𝑦
2(𝑥𝑗) = 𝑦2(𝑛

𝑗=1 𝑥𝑜) 

∑ 𝜆𝑗 =
𝑛
𝑗=1 1  

   (2A11) 

with estimated variance �̂�2 expressed as: 

�̂�2 = ∑ 𝜆𝑗 . �̅�(𝑥𝑖, 𝐵(𝑥𝑜)) + µ1 + µ2𝑦(𝑥𝑜)
𝑛
𝑗=1 + µ3𝑦

2(𝑥𝑜)          (2A12) 

where µ1, µ2 and µ3 are the Lagrange multiplier, 𝛾𝑃 (𝑥𝑖, 𝑥𝑗) is the variogram function for the 

points 𝑥𝑖 and 𝑥𝑗 and �̅�(𝑥𝑖, 𝐵(𝑥𝑜)) is the mean variogram function between point 𝑥𝑖 and 

support 𝐵 with centroid 𝑥𝑜. 

The values of the coefficients 𝑎1, 𝑎2 and 𝑎3 are not needed for solving equation systems 

(2A9) and (2A11). To apply KED it is not necessary to know them. However the mean 

elevation must be known at the experimental location and the estimated grids. 

A.2. Regression kriging 

RK is a hybrid spatial interpolation technique which is normally used when the number of 

explicative variables is high. The technique requires using two separate procedures. The first 

procedure is a regression with a certain number of explicative variables. The second 
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procedure uses the residues of the regression to spatially interpolate using the kriging 

technique. The predicted value of the target variable �̂�(𝑠0) at location 𝑠0 can be calculated as: 

�̂�(𝑠0) = �̂�(𝑠0) + �̂�(𝑠0)                      (2A13) 

�̂�(𝑠0) is the estimated value with the selected multiple regression model. The multiple linear 

regression models are defined by the equation: 

𝑌𝑛(𝑠0) = 𝛽0 + 𝛽1𝑋1𝑖 +⋯+ 𝛽𝑚𝑋𝑚𝑖                             (2A14)                                                                                       

where 𝑌𝑛 is the variable to be estimated, {𝑋1𝑖, … , 𝑋𝑚𝑖} are the explanatory variables and 

{𝛽1, … , 𝛽𝑚, } are unknown parameters estimated from experimental data. In this study we used 

the simplest regression model with a single explanatory variable (Equation A15). 

𝑌 = 𝛽0 + 𝛽1𝑥𝑖                        (2A15) 

where 𝑌 represents precipitation,  𝑥𝑖 is elevation and 𝛽0 and 𝛽1 are coefficients. 

The interpolated residual �̂�(𝑠0) can be expressed as: 

�̂�(𝑠0) = ∑ 𝜆𝑖𝑒(𝑠𝑖)
𝑡
𝑖=1                       (2A16) 

where 𝜆𝑖 are the kriging weights determined by the spatial correlation of the residual and 

𝑒(𝑠𝑖) is the residual at location 𝑠𝑖 

In OK the kriging weights are obtained by solving (2A7): 

{
∑ 𝜆𝑗 . 𝛾𝑃 (𝑥𝑖, 𝑥𝑗) + µ = �̅�(𝑥𝑖, 𝐵(𝑥𝑜))  𝑖 = 1,… , 𝑛𝑛
𝑗=1

∑ 𝜆𝑗 =
𝑛
𝑗=1 1

            (2A17) 

with estimated variance �̂�2 expressed as: 

�̂�2 = ∑ 𝜆𝑗 . �̅�(𝑥𝑖, 𝐵(𝑥𝑜)) + µ
𝑛
𝑗=1                    (2A18) 

where µ is the Lagrange multiplier, 𝛾𝑃 (𝑥𝑖, 𝑥𝑗) is the variogram function for the points 𝑥𝑖 and 

𝑥𝑗 and �̅�(𝑥𝑖, 𝐵(𝑥𝑜)) is the mean variogram function between point 𝑥𝑖 and support 𝐵 with 

centroid 𝑥𝑜. 
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Appendix 2B. Cross validation methodology  

The cross-validation methodology is used in geostatistics for assessing the performance of the 

spatial interpolation by kriging. It can be used for checking the effect of different kriging 

neighbourhoods, different types of kriging, different kind of variogram models or different 

sets of variogram parameters for the same type of model. In cross-validation, each 

experimental datum is dropped from the experimental data set in turn and is calculated from 

the remaining experimental data. Thus it is possible to determine the true error of the 

interpolation by kriging: 

𝑒(𝑢𝑖) = �̂�(𝑢𝑖) − 𝑧(𝑢𝑖)                      (2B1)  

where  𝑒(𝑢𝑖) is the true error in the estimate of the i
th 

experimental datum, �̂�(𝑢𝑖) is the 

estimate of the variable of interest at the location of the i
th

 experimental datum, and  𝑧(𝑢𝑖) is 

the true value of the experimental datum of the variable of interest at the i
th

 experimental 

location. 

Thus if there are N experimental data, cross-validation will give a set of N true errors 

{𝑒(𝑢𝑖), 𝑖 = 1,… ,𝑁}. From these errors, the following cross-validation statistics can be 

obtained: mean error (ME), mean squared error (MSE) and mean standardized squared error 

(MSSE). 

ME is defined as the mean of the true errors: 

𝑀𝐸 =
1

𝑁
∑ 𝑒(𝑢𝑖)
𝑁
𝑖=1                        (2B2) 

The ME is the bias of the estimation, whose value should be around zero. This criterion 

should always be met because kriging is an unbiased estimator.   

 MSE is defined as the mean of the squared true errors:      

𝑀𝑆𝐸 =
1

𝑁
∑ 𝑒2(𝑢𝑖)
𝑁
𝑖=1                       (2B3) 

The MSE is the accuracy of the estimate and the value should be as small as possible.  

MSSE is defined as the mean of the standardized squared true errors:    

𝑀𝑆𝑆𝐸 =
1

𝑁
∑

𝑒2(𝑢𝑖)

𝜎𝐾
2(𝑢𝑖)

𝑁
𝑖=1                       (2B4) 

where  𝜎𝐾
2(𝑢𝑖) is the kriging variance in the estimate of the i

th
 datum.  

The MSSE is the evaluation of how well (statistically) the kriging variance is a realistic 

measure of uncertainty. The value should be around 1 if the kriging variance is a good 

measure of uncertainty.  
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Tables of the Chapter 2 

Original data Modified data 

Period a1 a2 a3 
Inflection 

point (km) 
a1 a2 a3 

Inflection 

point (km) 

Yearly 0.4260 1.3328 -0.4133 1.6124 0.5036 1.0910 -0.2466 2.2121 

January 0.4230 1.9618 -0.6330 1.5496 0.2605 2.0674 -0.5255 1.9671 

February 0.2176 2.4924 -0.7369 1.6911 -0.0167 2.5616 -0.4851 2.6403 

March 0 2.4112 -0.7004 1.7213 0.2257 1.8416 -0.3679 2.5029 

April 0.4600 1.8729 -0.5895 1.5885 0.7280 1.3242 -0.3388 1.9543 

May -0.1863 2.2723 -0.6793 1.6725 0.0516 1.8354 -0.5115 1.7941 

June 0.1082 0.5386 -0.1340 2.0097 0.1082 0.5386 -0.1340 2.0097 

July 0.0376 0.4070 - - 0.0376 0.0407 - - 

August -0.0991 0.4431 -0.1360 1.6290 -0.0991 0.4431 -0.1360 1.6290 

September 0.1773 1.0212 -0.2940 1.7367 0.1773 1.0212 -0.2940 1.7367 

October 0.7587 1.2084 -0.3470 1.7412 1.0567 0.6571 -0.1335 2.4610 

November 0.7987 2.0795 -0.6829 1.5226 0.8416 1.8213 -0.4513 2.0178 

December 0.9420 1.9762 -0.6824 1.4480 1.0831 1.5339 -0.3784 2.0268 

Table 2.1. Parameters of the regression function (𝑃 = 𝑎1 + 𝑎2. ℎ + 𝑎3. ℎ
2) for mean 

precipitation vs. elevation. 

Technique 

Original data Modified data 

Yearly Model Monthly Model Yearly Model Monthly Model 

ME (mm) MSE (mm²) ME (mm) MSE (mm²) ME (mm) MSE (mm²) ME (mm) MSE (mm²) 

QKED 0.11 23.52 0.10 21.39 0.09 26.52 0.08 24.36 

LKED 0.02 10.44 0.02 10.19 0.01 13.47 0.01 13.18 

RK 1.70 12.39 1.54 12.35 1.73 15.45 1.62 15.88 

Table 2.2. Mean error and mean squared error of the cross validation experiment for the 

different techniques, data and variogram model. 
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Figures of the Chapter 2 

 

Figure 2.1. Flow chart of the proposed methodology. 

 

Figure 2.2. Location of the study area and available gauges. 
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Figure 2.3. A: Mean daily precipitation data for different elevations. B: mean daily 

temperature data for different elevations. Dots represent the data (black) and modified data 

corrected for undercatch (orange); their trends are marked by lines. 

 

Figure 2.4. Percentile distribution of the snowline for each month of the snow season and for 

the whole snow season. 
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Figure 2.5. A, B, C: Spatial distribution of estimated mean precipitation using QKED, LKED, 

RK and original data for the period 1980-2014. D, E, F: Spatial distribution of standard 

deviation of estimated precipitation using QKED, LKED, RK and original data for the period 

1980-2014. 

 

Figure 2.6. Estimated mean daily precipitation data in each cell using the various 

geostatistical techniques considered vs elevation of the cell. A: using a yearly variogram 

model. B: using a monthly variogram model. 
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Figure 2.7. Estimated mean daily precipitation (using modified data corrected for undercatch) 

in each cell using the various geostatistical techniques considered vs elevation of the cell. A: 

using a yearly variogram model. B: using a monthly variogram model. 

 

Figure 2.8. Comparison between precipitation original and modified data vs. elevation using 

different estimation techniques and the monthly variogram model. 
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Figure 2.9. A, C, E: Estimated daily precipitation (QKED, LKED, RK) within the basin using 

the yearly model vs. the monthly model and the original data. B, D, F: Standard deviation of 

precipitation (QKED, LKED, RK) using the yearly model vs. the monthly model and the 

original data. 
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Figure 2.10. Mean error (A, C, E) and mean squared error (B, D, F) of the cross validation 

experiment using quadratic KED, linear KED and RK using the original data. 

 

Figure 2.11. Scheme of the precipitation flow dynamics and proposed hypothesis for the case 

study. 
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Abstract 

Snow availability in Alpine catchments plays an important role in water resources 

management. In this paper we propose a method for an optimal estimation of snow depth 

(areal extension and thickness) in Alpine systems from point data and satellite observations 

by using significant explanatory variables deduced from a digital terrain model. It is intended 

to be a parsimonious approach that may complement physical-based methodologies. Different 

techniques (multiple regression, multi-criteria analysis and kriging) are integrated to address 

the following issues: We identify the explanatory variables that could be helpful based on a 

critical review of the scientific literature. We study the relationship between ground 

observations and explanatory variables using a systematic procedure for a complete multiple 

regression analysis. Multiple regression models are calibrated combining all suggested model 

structures and explanatory variables. We also propose an evaluation of the models (using 

indices to analyze the goodness of fit) and select the best approaches (models and variables) 

based on multi-criteria analysis. Estimation of the snow depth is performed with the selected 

regression models. The residual estimation is improved by applying kriging in cases with 

spatial correlation.  The final estimate is obtained by combining regression and kriging 

results, and constraining the snow domain in accordance with satellite data. The method is 

mailto:e.pardo@igme.es
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illustrated using the case study of the Sierra Nevada mountain range (Southern Spain). A 

cross validation experiment has confirmed the efficiency of the proposed procedure. Finally, 

although it is not the scope of this work, the snow depth is used to asses a first estimation of 

snow water equivalent (SWE) resources. 

Keywords: Snow depth, Parsimonious estimation method, Regression models, Explanatory 

variables, Multi-criteria analysis, Sierra Nevada (Spain) 

1. Introduction 

Snow availability in Alpine catchments is an essential feature in the economy of these areas. 

Snow plays an important role not only for the development of tourism but also in the 

management of water resources (Liu et al., 2012).  Thus, estimation of snow depth is an 

important applied problem but one that has not yet been completely resolved. The hydrologic 

regime in these areas is dominated by the storage of water in the snowpack, which is 

discharged to rivers throughout the melt season (Viviroli et al., 2007). Accurate estimates of 

these resources are necessary for making pertinent analyses of system operation alternatives 

using basin scale management models (Pulido-Velazquez et al., 2011). 

In order to obtain an appropriate estimate of the snow depth, we need to know the spatial 

distribution of snow depth within the Snow Cover Area (SCA). Data for these snow variables 

can be extracted from in-situ point measurements and air-borne/space-borne remote sensing 

observations. From field surveys we can obtain point measurements of snow depth and snow 

density. Snow is one of the most investigated hydrologic variables by remote sensing (Liu et 

al., 2012).Several SCA products based on visible sensors with different spatial and temporal 

resolutions have been defined over various historical periods. Using information from the 

National Oceanic and Atmospheric Administration (NOAA), the Rutgers University Global 

Snow Lab (or GSL, part of the RUCL, the Climate Lab of Rutgers University, New Jersey, 

USA) has been collecting measurements of SCA at weekly intervals and with a spatial 

resolution of 190.6 km (i.e. side length of a square pixel) at a latitude of 60º, since 1966. 

NASA has also been collecting SCA information at various temporal resolutions (1 day, 8 day 

and 1 month) and an approximate spatial resolution of 463 m since 2000, using the Moderate 

Resolution Imaging Spectroradiometer (MODIS) (Hall and Riggs, 2007). SWE products have 

been also developed from passive microwave radiometry data, such as the Advanced 

Microwave Scanning Radiometer (AMSR-E) sensor, which has been in operation since 2002 

(Kelly, 2009). There are also blended snow products, such as the Air Force Weather Agency 

(AFWA)/NASA snow algorithm (ANSA), which was developed by combining MODIS and 

AMSR-E retrievals (Foster et al., 2011). 

A variety of interpolation and simulation techniques have been used for estimating the above-

mentioned variables. For example, SCA has been analyzed using regression techniques 

(Richer et al., 2013; Mir et al., 2015) and artificial neural networks (Hou and Huang, 2014), 

which were used to develop predictive models ( Thirel et al., 2013; Mishra et al., 2014). 

López-Moreno and Nogués-Bravo (2006) evaluated a number of interpolation methods for 

mapping snow depth from point data, including regression-tree models, linear regression and 

generalized additive models (GAMs). Tabari et al. (2010) compared snow depth estimated by 

http://www.tandfonline.com/author/Richer%2C+Eric+E
https://apps.webofknowledge.com/OneClickSearch.do?product=UA&search_mode=OneClickSearch&excludeEventConfig=ExcludeIfFromFullRecPage&SID=N2Bm6zPOOGzrA9wso2R&field=AU&value=Hou,%20JL
https://apps.webofknowledge.com/OneClickSearch.do?product=UA&search_mode=OneClickSearch&excludeEventConfig=ExcludeIfFromFullRecPage&SID=N2Bm6zPOOGzrA9wso2R&field=AU&value=Huang,%20CL
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artificial neural network (ANN) and neural network-genetic algorithm (NNGA) models with 

other combined models (multivariate linear regression (MLR), discriminant function analysis, 

ordinary kriging, ordinary kriging-multivariate linear regression, ordinary kriging-

discriminant function analysis). Other studies report on mapping snow depth from point data 

(Kucerova and Jenicek, 2014) and from the combined use of point data and remote sensing 

data (Stähli et al., 2002).  

Other studies focused on the analysis of snow density distribution from point data (Bormann 

et al., 2013; Lopez-Moreno et al., 2013). Snow density mapping, which can be obtained by 

applying regression techniques combined with snow depth mapping, allows the spatial 

distribution of SWE to be determined (Sexstone and Fassnacht, 2014; Elder et al., 1998). 

Many studies have been developed to map SWE for dates with available ground-truth data, 

matching them with satellite-based observations ( Harshburger et al. (2010)) applying 

multiple regression techniques). Dariane et al. (2014) applied an artificial neural network 

coupled with wavelet transform to estimate the SWE using passive microwave data. 

From a hydrological point of view, the snow variable of greatest interest is SWE, due to its 

influence on snowmelt fluxes. Other studies have simulated the evolution of SWE and 

snowmelt fluxes. López-Moreno and García-Ruiz (2004) presented an approximation of 

spring discharge by using regression models with spring rainfall and snow depth as predictor 

variables. Simulation of snowmelt fluxes has been also performed by applying stochastic 

models [ARMAX (Haltiner and Salas, 1998), Markov chains and Bayesian models 

(Krzysztofowicz and Watada, 1986; Kim and Palmer, 1997)), neural network models 

(Tedesco et al., 2004); Caiping and Yongjian, (2009)), conceptual models (e.g. HBV 

(Lindström et al., 1997); SRM (Martinec et al., 2008); (Sensoy and Uysal, 2012)), physical 

models (e.g. CROCUS (Bruland et al., 2001); ECHAM (Foster et al., 1996)] with various 

levels of complexity. These models allow simulation of both SWE and snow melt fluxes. 

 The current paper focuses on interpolation methods to give a systematic spatio-temporal 

estimate of the snow depth. Regression based methodologies are used to study snow depth 

distribution using different kinds of explanatory variables: geographic (see López-Moreno 

and Nogués-Bravo, 2006), topographic (Fassnacht et al., 2012, 2013), climatic (Sospedra-

Alfonso et al., 2015b; Morán-Tejeda et al., 2013) and forest variables (Lopez-Moreno and 

Stähli, 2008; Garvelmann et al., 2015).  There are only a few applications of the regression 

kriging technique to estimate snow depth in the literature (see Kucerova and Jenicek 2014; 

Carroll et al., 1995). Applications that estimate snow distribution and snow depth using 

combined point data and satellite observations are scarce (Stähli et al., 2002). In the current 

study, we propose a parsimonious approach for optimal estimation of snow depth (areal 

extension and thickness) in Alpine systems. We define a new systematic method that 

integrates a number of techniques (multiple regression, multi-criteria analysis and kriging of 

the residuals), data and prior knowledge (possible explanatory variables) about the snow 

depth distribution. Our aim is to provide an insight to address several issues, such as which 

regression structural model is best and which are the best explanatory variables for a fixed 

structural model. We have solved both questions simultaneously in order to find optimal 

solutions. We deal with the difficult but common case of having a small number of 

https://apps.webofknowledge.com/OneClickSearch.do?product=UA&search_mode=OneClickSearch&excludeEventConfig=ExcludeIfFromFullRecPage&SID=N2Bm6zPOOGzrA9wso2R&field=AU&value=Kucerova,%20D
https://apps.webofknowledge.com/OneClickSearch.do?product=UA&search_mode=OneClickSearch&excludeEventConfig=ExcludeIfFromFullRecPage&SID=N2Bm6zPOOGzrA9wso2R&field=AU&value=Kucerova,%20D
https://apps.webofknowledge.com/OneClickSearch.do?product=UA&search_mode=OneClickSearch&SID=N2Bm6zPOOGzrA9wso2R&field=AU&value=Stahli,%20M&ut=16330249&pos=%7b2%7d&excludeEventConfig=ExcludeIfFromFullRecPage
https://apps.webofknowledge.com/OneClickSearch.do?product=UA&search_mode=OneClickSearch&excludeEventConfig=ExcludeIfFromFullRecPage&SID=N2Bm6zPOOGzrA9wso2R&field=AU&value=Sexstone,%20GA
https://apps.webofknowledge.com/OneClickSearch.do?product=UA&search_mode=OneClickSearch&SID=N2Bm6zPOOGzrA9wso2R&field=AU&value=Fassnacht,%20SR&ut=11184757&pos=%7b2%7d&excludeEventConfig=ExcludeIfFromFullRecPage
https://apps.webofknowledge.com/OneClickSearch.do?product=UA&search_mode=OneClickSearch&excludeEventConfig=ExcludeIfFromFullRecPage&SID=N2Bm6zPOOGzrA9wso2R&field=AU&value=Kucerova,%20D
https://apps.webofknowledge.com/OneClickSearch.do?product=UA&search_mode=OneClickSearch&excludeEventConfig=ExcludeIfFromFullRecPage&SID=N2Bm6zPOOGzrA9wso2R&field=AU&value=Kucerova,%20D
https://apps.webofknowledge.com/OneClickSearch.do?product=UA&search_mode=OneClickSearch&SID=N2Bm6zPOOGzrA9wso2R&field=AU&value=Stahli,%20M&ut=16330249&pos=%7b2%7d&excludeEventConfig=ExcludeIfFromFullRecPage
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experimental data (ground measurements of snow thickness) but a high number of 

explanatory variables. The Snow Cover of the MODIS Cryosphere Products (Hall et al., 

2006) are used as a mask to determine the area covered by snow (see Bales et al., 2008). The 

values obtained with the regression model are further refined by estimating the regression 

residuals by kriging (Fassnacht et al., 2003). In the final step, the residual estimates are added 

to the regression estimates to give the final regression kriging estimates. The various steps of 

the method are detailed in the next section.  

Our approach is illustrated through the analysis of a case study of the Sierra Nevada 

(Southern Spain), the most important mountain range in southern continental Europe. We 

propose a mountain range scale study covering rainfall over a whole mountain, while snow 

interpolation methods found in the scientific literature are applied at catchment scale to more 

local problems.  

2. Methods 

The steps for an optimal estimation of snow depth in accordance with the methodology 

proposed can be observed at Figure 3.1 and they are described below. 

1) Identification of the variables involved 

Our aim is to estimate the snow depth at any position Y(s0) using point data coming from 

snow stakes Y′(si) for a certain location si, satellite data and a number of explanatory 

variables. In accordance with previous snow interpolation works cited in the introduction 

(Fassnacht et al. (2013)) we propose to use a number of explanatory variables deduced from 

digital terrain models. 

These variables belong to three classes: geographic (latitude, longitude, terrain curvature and 

elevation), orographic (eastness, northness and slope), and “pseudo-climatic” (mean radiation 

index and maximum upwind slope). The pseudo-climatic variables are obtained by combining 

orographic and climatic characteristics such as solar radiation assuming absence of clouds or 

wind direction (for the maximum upwind slope). 

Some of these explanatory variables such as the geographic characteristics (longitude, 

latitude, elevation, terrain curvature) and slope are well known and do not need any 

definition. Others require an explanation about how they are defined and obtained. The 

eastness and northness variables summarize the east–west and north–south orientations of the 

slopes, respectively. They are obtained as the sines and cosines of the aspect by a procedure 

that converts linear degree units (1 to 360) to circular units (1 to -1) (Fassnacht et al., 2013). 

The radiation index was obtained from the viewshed algorithm from the ArcGIS platform 

developed by Rich et al. (1994), as further developed by Fu and Rich (Fu and Rich, 2000; Fu 

and Rich, 2002). Global radiation is calculated as the sum of direct and diffuse radiation.   

The maximum upwind slope parameter (Sx) quantifies the degree of wind exposure (Winstral 

et al., 2002) (see equation 3A1 in Appendix 3A). Sx quantifies the snow exposed areas to 

wind blowing (negative value) and snow accumulation (positive value). 
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2) Definition of multiple regression models 

Snow depth (our dependent variable) can be related to different variables (see equation 3A2 of 

appendix 3A)                                                                                        

In this study we consider eight different regression model structures with different degrees of 

complexity (see equations 3A3 to 3A10 of appendix 3A). All these linear models have been 

named with numbers starting from the simplest one to the most complex, defined by a higher 

number of parameters, variables and interactions between them. We intend to test a wide 

range of combinations and transformations of explanatory variable in order to identify which 

of them provides a better approximation of our problem. 

Multiple models are calibrated combining all possible model structures (eight structures 

defined combining 1, 2, 3 or 4 variables) and variables (the explanatory variables described in 

section 2.1 and logarithm, inverse, square and square root mathematical transformations of 

them). 

The information available to calibrate the models is provided by the observations of snow-

depth at a particular location, si and the value adopted by the various explanatory variables at 

the same location. Applying maximum likelihood normal regression, the parameters can be 

estimated by solving an optimization problem (see Equation 3A11 of appendix 3A). The 

maximum likelihood of the variance of residuals σ̂2 can be also easily estimated (see Equation 

3A12 of appendix 3A).  

3) Assessment of the models and selection of the best approaches 

A multi-criteria analysis is proposed to identify the best models and predictive variables in 

accordance with those indices (NLLF, AIC, BIC, KIC, R² and R²-adj) (see explanations in 

Appendix 3A). The ‘inferior’ models (in terms of goodness of fit) were identified (dominated 

solutions, using the terminology of multi-objective analysis) and eliminated. In this way, a 

model is eliminated if any other model’s predictions are better, as judged by all the cited 

indices. Statistical analysis of these results allows conclusions to be drawn about the model 

structures and variables that provide the best approach to the problem. 

4) Estimation of the snow-depth (value and uncertainty) by regression 

The snow depth Ŷ(s0) at location s0 can be obtained by using the selected regression models 

and explanatory variables. This estimate has an associated variance (see Equation 3A19 of 

Appendix 3A). 

5) Improvement of the residual estimate (values and uncertainties) by applying kriging in 

cases with spatial correlation. 

The residuals e(si) at the location with point data si can be obtained as the difference between 

the estimated value and the data in that point (see Equation 3A20 in Appendix 3A). The 

correlation structure of these residuals is analyzed by estimating the variogram γ(h)  (see 

Equation 3A21 in Appendix 3A).  
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It is necessary to adjust a model for the experimental variogram. Normally the models used 

are spherical, exponential or Gaussian (Chiles and Delfiner, 1999).The residuals (ê(s0)) and 

their uncertainty (σk
2(s0)) can be estimated by kriging (See equations 3A22 and 3A23 in 

Appendix 3A).  

The kriging of the residuals can only be done when there are experimental measurements of 

thickness. If there are measurements of snow, most of the variability will be explained by the 

regression. At the experimental data the value of the residuals is known and kriging provides 

an estimate of this residual (at non-sampled locations) that will provide a better final estimate. 

Note that the mean of the residual is zero and that the kriging estimate at a location far from 

the experimental data will be then close to zero. Thus kriging does not hinder the regression 

estimates. 

6) Final estimates: combining regression, kriging results (regression kriging) and satellite data   

A better estimate is obtained by combining the regression and satellite data using the 

regression kriging technique. The final results are defined as the sum of regression estimation 

and residual estimation (see Eq. 3A24 and 3A25 in Appendix 3A).  

The satellite data are also used to constrain the domain for the snow depth estimates in 

accordance with the SCA. For cloudy days, when SCA cannot be deduced from satellite data, 

this information could be estimated using the closest previous and subsequent days without 

cloud and applying linear interpolation.  

7) Cross validation of the estimated values by regression kriging 

Cross-validation is a common method in geostatistics for assessing the performance of the 

spatial interpolation by kriging. In cross-validation, each experimental datum in turn is 

dropped from the experimental data set and it is estimated using the rest of experimental data 

(Chiles and Delfiner, 1999). Thus, it is possible to determine the true error of the interpolation 

by regression kriging (see Equation 3A26 in Appendix 3A): 

From these errors, the following cross-validation statistics can be obtained: mean error (ME), 

mean squared error (MSE) and mean standardized squared error (MSSE), whose equations 

are included in Appendix 3A (Equations 3A27, 3A28 and 3A29). 

ME is defined as the mean of the true errors. 

The ME is the bias of the estimate. The value should be around zero. This criterion should 

always be met because kriging is an unbiased estimator.   

 MSE is defined as the mean of the squared true errors. 

The MSE is the precision of the estimate. The value should be as small as possible.  

MSSE is defined as the mean of the standardized squared true errors: 
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The MSSE evaluates how well (statistically) the variance of the estimate is a realistic measure 

of uncertainty. The value should be around one if the kriging variance is a good measure of 

uncertainty. 

8) Estimation of snow SWE and its uncertainty   

Although it is not the scope of this work, we also propose to perform a first estimation of the 

SWE, which is a variable defined to assess the volume of water in the snow. It can be 

calculated by using the estimated snow depth, the SCA, the snow density and the water 

density (see Equation 3A30 in Appendix 3A). 

The uncertainty of the estimated SWE can be assessed by propagation of the uncertainty of 

each of the terms; for example, using a Monte Carlo approach where possible values of each 

term are generated many times to obtain a histogram of SWE. From this histogram, different 

uncertainty measures can be obtained. 

3. Study area: Description of the case study and the available data 

In order to illustrate our methodology, we applied it to a case study, the Sierra Nevada 

mountain range in Southern Spain. 

The Sierra Nevada is a mountainous massif situated in the Betic mountain range system in the 

south of the Iberian Peninsula (see Figure 3.2). It is almost 80 Km long and between 15 and 

30 Km wide, covering an area of more than 2000 Km². The Sierra Nevada is important to the 

region from an economic point of view, with many tourists traveling there in winter to ski. In 

addition, the snow is an important water resource for the city of Granada. In the melt season 

there are significant water inputs to the city reservoir. The Sierra Nevada has a high-mountain 

Mediterranean climate with a relatively dry summer and more precipitation in winter. In 

winter the majority of the precipitation falls as snow.  

Our aim was to estimate the snow depth in the Sierra Nevada using the MODIS Sinusoidal 

Tile Grid which has 500 m of spatial resolution at nadir and approximately 460 m at the study 

area. Although it is not the scope of this paper we have also performed a first simplified 

approximation to quantify the SWE for the Canales and Guadalfeo river basins (see Figure 

3.2). The size of the basins is 176 and 1300 km² respectively.  In this study we employed 

snow depth information from 23 snow stakes from 11 surveys provided by the Spanish 

Ministry of Agriculture Food and Environment (within the framework of the ERHIN program 

(Evaluación de los Recursos Hídricos Procedentes de la Innivación: Assessment of Water 

Resources from Snow Accumulation; http://www.magrama.gob.es/es/agua/temas/evaluacion-

de-los-recursos-hidricos/erhin/) for the period 2000-2014. Most of times the snow depth was 

measured by visual inspection from helicopter in the available stakes (See Figure 3.2) with a 

measurement error around 10 cm.  Snow depth data coming from the ERHIN program in the 

Pyrenees was employed in the development of previous research works (Lopez-Moreno and 

García-Ruiz, 2004; Lopez-Moreno and Nogués-Bravo, 2006), but this is the first application 

of them in the S. Nevada system. We also used daily MODIS SCA data for the same period. 

In this study we have used the data set MODIS/Terra Snow Cover Daily Global 500m Grid 
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(Data Set ID: MOD10A1). The spatial and temporal resolution of this data set is 500 m at 

nadir and 1 day respectively and the temporal coverage is 24 February 2000 to the present. 

Snow covered land has a very high reflectance in visible bands and very low reflectance in the 

shortwave infrared. The difference of both determines the SCA. Each observation represents 

the best sensor view of the product MODIS/Terra Snow Cover 5-Min Swath 500m (Data Set 

ID: MOD10_L2) in the cell. 

The mean value of the snow depth measurements for the period 2000-2014 is 99 cm. They 

vary between 0 and 450 cm within the period with available data. The variability of the 

measured data can be observed in Figure 3.3. For example, it shows as the maximum mean 

thickness measured in stakes appears in April (147.6 cm) and the minimum value in March 

(52.9 cm). Note that the number of available measurements in each month is quite different. 

There is not any year in which we have measurements in each month of the snow season. 

Therefore we cannot draw conclusions about the monthly variability in a year. The number of 

available data varies in each campaign. The mean value is 21 and the maximum and minimum 

are 23 and 19 respectively. 

The high uncertainty in the density, with even less number of data than the available for 

thickness, and the important doubts about how and where it was measurement, push us to 

focus the target of our paper in snow depth estimation. Nevertheless a first approximation of 

the SWE is obtained by using the mean snow density (0.4 g/cm³) reported by the ERHIN 

program in the stakes. 

4. Results 

4.1 Analysis of the explanatory variables 

We estimated and represented the values of all the variables described in section 2 (longitude, 

latitude, elevation, terrain curvature, slope, eastness, northness, mean radiation index, 

maximum upwind slope) (Fig. 4). We could have considered vegetation cover as a binary 

variable but the satellite images show that vegetation cover is not important at the location of 

the stakes. The stakes are situated above 2100 meters where, in our case study, only low 

vegetation (shrubs, grasses, forbs, etc.) are present.      

The Sx represented in Fig 4.F, which depends on the azimuth (A) of the search direction and 

the extent of the search (dmax). Due to we do not know the dominant wind direction for the 

whole Sierra Nevada system we propose to obtain it as follow. We prepared Sx maps for 

different dmax (100, 200, 300, 400 and 500 m) and azimuths (0°, 45°, 90°, 135°, 180°, 225°, 

270° and 315°). Then we related the maps to mean snow depth in order to identify the pair of 

values (dmax, azimuth) with the highest coefficient of determination for the snow season. In 

our case study, this corresponded to 90° azimuth and 300 m dmax. We checked whether the 

pair of values obtained was also representative for different months. Figure 3.5 shows the 

prevailing wind direction is the same for each month of the snow season. The correlation 

between snow depth and Sx is not high because the snow distribution must be explained by 

more variables. 
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We prepared the Sx map using the pair of values obtained and used this map as the 

explanatory variable for the snow depth estimate. In Figure 3.4.F, the negative values are 

snow drag zones and the positive values are snow accumulation zones. 

In order to apply the proposed regression method we require to know the value adopted by the 

explicative variables in each snow stake. We have also estimated and represented (see Figure 

3.6) the ranges in which observations in snow stakes lies for each predictor and the range in 

which they change in our case study in order to check if they are representative of the 

geographic and topographic variability of the study area. In all the cases the range defined by 

the extreme of the whiskers cover the extreme of the box obtained for the case study (values 

between the 25% and 75% of those obtained for the whole case study). Therefore, the stakes 

allows to cover the range defined by the most frequent value in the case study. In most of the 

variables the box for the snow stakes cover an important range of the value cover by the box 

of the case study (the mean value is higher than 64%). The highest statistical differences 

between the values in the stakes and in the study area are obtained for the solar radiation 

variable. 

4.2 Definition and selection of the best models and explanatory variables 

In order to identify the best regression models, we assessed the goodness of fit for all possible 

combinations of model structures (the eight formulations defined in section 2) and the forty 

five variables tested, namely the nine explanatory variables described in the previous section 

and the transformed variables obtained by applying four mathematical transformations 

(logarithm, inverse, square and square root) to these nine.  

Next, indices (described in section 2.3) were selected to assess the goodness of fit: coefficient 

of determination; adjusted coefficient of determination; negative log-likelihood function; 

Akaike information criterion; Bayesian information criterion; Kashyap information criterion.  

Figure 3.7 shows (for the survey of 21/04/2003) the value of these indices for the eight 

optimal models (one for each model structure) attending to the coefficients of determination. 

In general, the coefficients of determination and adjusted coefficients of determination 

increase (indicating a closer fit) as the model complexity increases. For the other four indices, 

an inverse trend is observed, with lower values of the index as the complexity increases 

(which also shows a closer fit).     

A multi-objective analysis was performed to identify the best models and predictive variables 

in accordance with those indexes. The inferior models (in terms of goodness of fit) were 

identified and eliminated. In this way, a model is eliminated if any other model’s predictions 

are better for all the cited indices. Statistical analysis of these results allows conclusions to be 

drawn about the model structures and variables that provide the best approach to the problem.  

Over all the surveys, only one model is not eliminated, namely the model of complexity 7. 

Therefore, this is the “optimal model structure” to estimate snow depth over the eleven 

surveys. This analysis also allowed us to identify the most significant explanatory variables in 

the case study. Figure 3.8 shows, for each explanatory variable, the frequency with which it 
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appears in the non-eliminated models. This frequency was obtained for each of the eight 

model complexities by counting the number of times that the variable appears in the non-

eliminated models and expressing it as a percentage of the total number of variables 

(including the repeated ones) that define the selected models. 

In general, the variables appearing with highest frequencies in the non-eliminated models are 

elevation and slope – which is physically reasonable. If we use a model with a unique 

explanatory variable, elevation is the selected variable in 67.5% of cases. In models with two 

variables (models 2 and 3), elevation appears as the most frequent variable (around 40% of 

the selected models). For the more complex models, slope appears with a high frequency, 

especially for models of complexity 3, 6 and 8. In the case of the model of complexity 7, 

previously described as the “optimal model structure” because it is not eliminated in any 

survey, the most frequent variables are elevation and terrain curvature.  As the complexity 

increases, so does the participation of other variables. 

We have also analyzed the interaction of variables that help to explain snow depth distribution 

based on the multicriteria analysis performed. The variables that appear more frequently as 

product of variables in the non-eliminated models have been represented in Fig. 9 The most 

important product of variables is curvature-eastness (24.7% of participation) but other 

products have a high participation as Sx-northness (16.8% of participation), curvature-slope 

(13.5% of participation) and northness-eastness (9.9% of participation). Note that from a 

statistical point of view the interaction between variables does not increase the complexity of 

the model, although certainly may complicate the physical interpretation.  That is, fixing the 

number of terms, and hence the number of coefficients that must be estimated, the use of 

more variables  does not imply the necessity of more experimental data to have robust 

estimations of the coefficients.  

For each survey, the snow-pack was estimated using four regression models defined using the 

“optimal structure” (model complexity 7). Table 3.1 shows the explanatory variables of the 

models obtained for each survey with model complexity 7. 

For each survey, we compared the results obtained using the “optimal survey model” (a 

model structure that might be different for each survey) and a single fixed model used to 

approximate all of the surveys together, the “optimum global model” (whose structure allows 

a better approximation of the totality of the surveys, taking into account the values obtained 

for the regression coefficient, the adjusted  coefficient of determination, negative log-

likelihood function; Akaike information criterion and Bayesian information criterion) using 

the various predictive variables.  

Figure 3.10 shows the coefficients of determination obtained for each of these 

approximations, where the optimal model corresponds to the optimal model for each survey 

and 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10 are the models noted in Table 3.1. It shows that the optimal 

model has a high mean coefficient of determination (exceeding 0.8).  
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4.3 Snowpack extension and thickness estimates 

The areal extension and thickness of the snowpack was estimated by adding the multiple 

regression estimates to the estimates of the regression residuals (a procedure known in 

geostatistical literature as regression kriging, described in section 2). The domain for the 

snowpack estimation was constrained using MODIS SCA data.  

On cloudy days when SCA could not be deduced from MODIS data, we approximated it by 

linear interpolation between the nearest previous and subsequent cloudless days. Note that in 

our case study we are estimating snow extent in periods with a reduced number of cloudy 

dates (in the pixel with the highest number of cloudy dates in the historical period we have a 

mean number of 7 cloudy days per snow season) in a high elevation area where the inertia of 

the snowpack is high enough to apply a simple linear interpolation. Nevertheless, more 

elaborated physically based methods to interpolate snow extent beneath cloud cover could be 

explored in future works (Molotch, et al., 2004). 

The snow depth was obtained for each survey using the optimal regression models. In order to 

perform a sensitivity analysis, we also obtained the snow depth using the worst and best 

models (in terms of mean correlation), which are model 7 (for the 27/02/2006 survey) and 

model 4 (for the 13/01/2004 survey). We also used model 2 (05/04/2003 survey), which gave 

an intermediate coefficient of determination (see Figure 3.10). These sensitivity analyses 

allowed us to check whether a fixed model (with the same structure and explanatory 

variables) could be employed to make a good estimate for all surveys, providing snow depth 

or SWE estimates close to the values obtained with the optimal model for each survey. 

Figure 3.11 shows that there can be significant differences in estimated snow depth in some 

cells when the model used has a low coefficient of determination. For the optimal models and 

the other three approaches (2, 4, 7), the mean estimated snow depth (in the snow covered cells 

of the grid) are 32.9 cm, 32.0 cm, 30.6 cm, and 27.0 cm, respectively. Figure 3.11 shows the 

standard deviation of the estimate for the 24/03/2005 survey. The largest difference compared 

to the optimal solution appears with model 7 (with high standard deviation of 217 cm). They 

are less significant in the other two cases. 

Note that, in cases with a reduced number of experimental data (as this study case) visual 

inspection of the snow depth maps obtained with different models (for example model 4 and 

the optimum model) could show quite rather differences with quite similar goodness 

indicators. It is due to the change on the independent variables can be quite different 

depending on the variable (distance, slope, elevation, terrain curvature, etc.). However the 

model gives an average behavior of the snow depth as defined by the multiple regression that 

best fits the experimental data, although it can be quite different in areas far from the 

experimental data.   
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4.4 Cross validation of results 

A cross validation analysis using the technique “leave one out” (using all the data except the 

one that you are estimating) was performed for the optimal to check the accuracy of the model 

estimates. 

Figure 3.12 show the mean error and the mean standardized squared error of the cross-

validation experiment. The mean errors are good for all surveys; the mean error for all 

surveys was -0.15 cm and the mean maximum errors were -9.9 and -11.5 cm in the 

05/04/2001 and 05/04/2003 surveys, respectively. The mean standardized squared error is 

0.81 (close to 1), which is a conservative value whereby the estimated uncertainty (standard 

error) is larger (on average) than the true error.  

4.5 Estimates of SWE 

Assuming a constant snow density (equal to the mean density obtained from measurements 

taken for the ERHIN program) a first approximation of SWE was performed for the whole of 

the Sierra Nevada Mountains and the two largest watersheds in the system (Canales and 

Guadalfeo). SWE was obtained for each survey using the snow depth calculated from the 

regression kriging of the SCA deduced from MODIS data.  

Figure 3.13 show the estimated SWE using the four selected models and the standard 

deviation for the optimal solutions. It shows a very extreme SWE for the 13/02/2009 survey, 

more than three times higher than the others.  

In the Sierra Nevada system, the relative mean differences (with respect to the optimal 

solution) considering all surveys were 18.4%, 11.7% and 20.8% for models 2, 4 and 7, 

respectively. For the 21/04/2003 and 13/01/2004 surveys, models 2 and 7 showed significant 

differences (around 45%). For the other surveys, these models have reasonable differences 

(mean differences of 12.10% and 15.5% and maximum of 31.4% and 34.7%, respectively). 

For the 13/02/2009 and 08/05/2013 surveys, model 4 showed important differences (around 

45%) but for the other surveys the model has a good behavior (mean differences of 4.4% and 

maximum of 12.4%).  

The mean SWE over all surveys for the Guadalfeo basin was around three times higher than 

in the Canales basin. In terms of mean SWE, the relative differences between the optimal 

model estimate and models 2, 4 and 7 are a little more significant in the Canales basin 

(21.3%, 24.3% and 24.7%, respectively) than in the Guadalfeo basin (19.89%, 15.75% and 

19.15%, respectively).  

5. Discussion 

This paper focuses on estimating snow depth in the Sierra Nevada Mountain from a reduced 

number of experimental data.  

It is the first investigation that attempts to address the snow depth spatial distribution of the 

whole Sierra Nevada system, which is the most southerly Alpine system in Europe. A 
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previous snow modeling work was developed in this area by Herrero et al. (2009), but it was 

focus in a totally different problem, the definition of a snowmelt point model. They used data 

of snow evolution at a monitoring point in the Guadalfeo Basin for two seasons (2004-2005 

for the calibration and 2005-2006 for the validation) in order to develop a mass and energy 

balance . Previous work has addressed the calculation of snow depth over large areas where 

the availability of experimental observations was restricted, such as in the Spanish Pyrenees 

(López-Moreno and Nogués-Bravo, 2006).  

A new systematic method that integrates a number of techniques (multiple regression, multi-

criteria analysis and kriging of the residuals), data (experimental observations and satellite 

information about SCA) and prior knowledge (possible explanatory variables) about snow 

depth distribution. The usefulness of regression techniques to approach this issue (of large 

Alpine areas with a reduced number of data) has been previously demonstrated in other case 

studies, such as in the Spanish Pyrenees (see López-Moreno and Nogués-Bravo, 2006). They 

showed that this global method (based on the response of the snow depth to the explanatory 

variables) provides better results than local or geostatistical methods. In the current study, we 

propose the analysis of other regression model structures (including products of explanatory 

variables and certain mathematical transformations of these) and their combined use with 

multi-criteria analysis (in order to identify the most valuable explanatory variables) and 

kriging of the residuals. This kriging improves the final estimate only in cases where the 

residuals showed some spatial correlation, which was demonstrated to happen in our case. It 

is intended to be a parsimonious approach to complement physical-based methodologies. It 

only uses easily accessible experimental data (experimental measurements of snow thickness, 

the DEM and MODIS data) and there are not assumptions on the physical or dynamical 

behavior of the snow depth, therefore it could help to identify a priori some important 

parameters that influence on the snow depth distribution. In some cases, it may help to 

identify which could be the origin of some problems in physical models if they could not 

provide good approximation to the observations. 

The multi-criteria analysis shows that the best model structure is number 7, which includes 

the products of explanatory variables. The coefficients of determination produced by the 

optimal models were high (greater than 0.8). The explanatory variables to be considered in the 

study were deduced from the previous regression studies available (see section 2.1). The 

multi-criteria analysis indicates that elevation is the most important explanatory variable, 

which concurs with results obtained from other case studies (e.g., the Spanish Pyrenees study 

already cited). In the case of the model of complexity 7 (described as the “optimal model 

structure”), the most frequent variables are elevation and terrain curvature. Although in many 

of the available studies (eg. Lopez-Moreno and Nogués-Bravo, 2006; Lopez-Moreno and 

Stähli, 2008) the solar radiation is usually one of the most important predictor in this case it 

does not happen.  It may be due to the range of this variable for the places where the stakes 

are located is quite different to the range for the whole case study area (see Figure 3.6). 

Therefore, it could be the reason why it does not allow to capture the effect of this variable in 

the snow distribution.   
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Another difference compared to previous studies is that we also propose the use of satellite 

information about SCA as a means to improve our estimates. There are only a few 

applications that employ regression techniques and which can also consider satellite 

information (Kucerova and Jenicek, 2014). 

The cross validation analysis for the optimal model shows good results for all surveys. The 

mean error was 0.15 cm and the mean maximum error was -11.5 cm. The mean standardized 

squared error was 0.81 (which is a conservative value), whereby the estimated uncertainty 

(standard error) is larger (on average) than the true error.  

5.1 Limitations and future works 

Although we have developed a general method and algorithm (that could be applied to any 

case study) to analyze an exhaustive number of regression structures to estimate snow depth 

we wanted to highlight some limitations and hypotheses assumed in this application: 

1) The data available are very limited (only 11 surveys with 23 ground observations). It would 

be also interesting to test the method in the future in cases with a higher number of available 

data. Note that the sample size for the regression modeling should not be incremented by 

adding zeros data from snow free areas due to it would modify the skewness of the dataset 

and would introduce higher errors in the estimation of the snow depth in the stakes. The 

information of the zeros is already taken when applying the mask with the MODIS image. It 

has already been proved with the estimation of rain (Barancourt et al., 1992)  that it is better 

to separate the problem in two sub-problems 1) estimation of rainy and non-rainy areas and 2) 

estimation of rain inside the rainy areas using rainy data (rain > zero) only. The same happens 

with the snow. It is better to model the snow depth with snow data (snow > zero) to estimate 

snow inside the snowpack because the snow and non-snow areas is already given by the 

MODIS image. 

2) Although it is not the target of this work, we also performed a first estimation of the SWE, 

which is the variable of greatest interest from a hydrological point of view. In this study, we 

assumed a constant snow density (the mean density obtained from measurements from the 

ERHIN program) to obtain a first approximation of SWE for our case study. A more detailed 

analysis and assessment of the variability (spatial and temporal) of snow density would be 

required for a more accurate approximation of SWE (Bormann et al., 2013; Lopez-Moreno et 

al., 2013). Nevertheless, the SWE results have been included only as a first approximation of 

this hydrological variable.  

3) We have approximated the SCA in cloudy dates without MODIS information by linear 

interpolation between the nearest previous and subsequent cloudless days. More elaborated 

physically based methods to interpolate the snow extent beneath cloud cover could be 

explored in future works (Molotch, et al., 2004). 

6. Conclusions 

A parsimonious approach for an optimal estimation of snow depth (areal extension and 

thickness) in Alpine systems is proposed. It is based on the relationship between ground 
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experimental data and a number of explanatory variables (obtained from a digital terrain 

model) of the SCA, which can be deduced from satellite data. A systematic method is defined 

by integrating different techniques (multiple regression, multi-criteria analysis and residual 

kriging), data, and prior knowledge about snow depth distribution. It is easy to apply, 

operational and does not have demanding data requirements. The main steps to be followed 

for its systematic application, (described in detail and illustrated in the paper) are: (a) 

Identification of the explanatory variables to be explored, deduced from the digital terrain 

model. (b) An exhaustive multiple regression analysis using the ground observations and the 

proposed explanatory variables. Multiple models are calibrated combining all possible model 

structures (combining 1, 2, 3 or 4 variables) and explanatory variables. (c) Assessment of the 

models and selection of the best approaches (model structures and explanatory variables). A 

multi-criteria analysis is applied in accordance with the indices proposed to analyze the 

goodness of fit of the models. (d) Estimation of snow depth and uncertainties with the 

selected regression models. (e) Improvement of the residual estimates (values and 

uncertainties) by applying kriging in cases with spatial correlation.  (f) The final estimates are 

obtained by combining the regression and kriging results (a regression kriging technique) and 

constraining the snow domain in accordance with the satellite data. The proposed method was 

applied to the Sierra Nevada (Southern Spain) with interesting results. The best regression 

model (model structure 7) was identified in accordance with the available data. The most 

important explanatory variables (elevation, northness and slope) were also identified. (g) 

Cross validation of the results was performed with good results. The mean errors were good 

for all surveys, with a mean error over all surveys of 2.4% and maximum errors of -13.5 and -

15.3 cm. (h) Finally, the results were used to obtain a first approximation of the SWE for the 

Sierra Nevada system as a whole and for some specific sub-basins. Due to its generality, the 

methodology can be easily implemented in other areas of interest. 
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Appendix 3A: Equations complementary to the text 

The parameter Sx quantifies the degree of wind exposure and can be expressed as: 

SxA,dmax(xi, yi) = max [tan−1 (
elev(xv,yv)−elev(xi,yi)

√((xv−xi)
2+(yv−yi)

2)
)]           (3A1) 

where A is the azimuth of the search direction, dmax defines the lateral extent of the 

search, (xi, yi) are the coordinates of the grid of interest, and (xv, yv) are the set of all cell 

coordinates located along the line segment defined by (xi, yi). The parameter dmax modifies 

the extent of analyzed area in the search and can have an important effect on the distribution 

of maximum upwind slope. 

In a general way, the multiple linear regression models can be defined by the equation: 

Ŷn(s0) = β0 + β1X1i +⋯+ βmXmi                    (3A2)                                                                                                   

where Ŷn is the variable to be estimated, {X1i, … , Xmi} are the explanatory variables and 

{β1, … , βm, } are unknown parameters estimated from experimental data. The different 

regression model structures considered in this study are: 

Ŷ1 = β0 + β1xi                        (3A3) 

Ŷ2 = β0 + β1xixj                        (3A4) 

Ŷ3 = β0 + β1xi + β2xj                      (3A5) 

 Ŷ4 = β0 + β1xi + β2xjxℓ                     (3A6) 

 Ŷ5 = β0 + β1xixk + β2xjxℓ                    (3A7) 

 Ŷ6 = β0 + β1xi + β2xj + β3xℓ                   (3A8) 

 Ŷ7 = β0 + β1xi + β2xj + β3xℓxk                  (3A9) 

 Ŷ8 = β0 + β1xi + β2xj + β3xℓ+β4xk                 (3A10) 

The estimation of the regression parameters by maximum likelihood normal regression, can 

be approached by the values that maximize the equation: 

L(β0, β1, … , βm, σ
2) = 

∏
1

(2πσ2)1/2
n
i=1 exp (

−1

2σ2
(Ŷi − β0 − β1X1i −⋯− βmXmi)

2)          (3A11) 

The maximum likelihood of the variance of residuals σ̂2 is: 

σ̂2 =
∑ (Ŷi−Yi

ML)2n
i=1

n
                       (3A12) 

where n is the number of experimental data of the independent variable.   
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The following indices were used to assess the goodness of fit of the estimates provided by 

each of the calibrated models: 

The negative of the logarithm of likelihood function (NLLF) can be expressed using the 

estimate of the variance of the residual equation as: 

NLLF = −lnL(β0, β1, … , βm, σ
2) =

n

2
+
n

2
ln(2π) −

n

2
ln ( n) +

n

2
ln ( RSS)      (3A13) 

where RSS is the residual sum of squares: 

RSS = ∑ (Yi − Ŷi)
2n

i=1                       (3A14) 

with Ŷi = β̂0 + β̂1X1i +⋯+ β̂mXmi being the maximum likelihood (or least squares) estimate 

of Yi. There are many criteria related to the NLLF, which include the number of parameters 

used in the regression (m), to consider the parsimony or simplicity of the models, in order to 

avoid the problem of overfitting. The Akaike information criterion (AIC) can be expressed as: 

AIC = 2NLLF + 2m                       (3A15) 

The Bayesian information criterion (BIC) provides more weight to the parsimony using the 

following equation: 

BIC = 2NLLF + ln (n)m                     (3A16) 

Another criterion is the Kashyap information criterion (KIC), expressed as: 

KIC = 2NLLF + l n(n)m + ln|B|                  (3A17) 

where |B| is the determinant of the information matrix. 

Another criterion used for selection of the model is the coefficient of determination. To take 

into account the parsimony principle, the adjusted- R² has been proposed: 

Radj
2 = 1 − (

n−1

n−m
) (1 − R²)                    (3A18) 

Note that the use of the R² index is equivalent to perform a cross-validation analysis (in 

particular the mean square error) of the regression models if we assume that the models are 

not affected by reducing the number of data in only one value. 

The variance of the estimation of snow depth by regression, σr
2(s0), can be calculated as: 

σr
2(s0) =  σ̂

2(1 + X′(s0)(𝐗
′𝐗)−1X(s0))                (3A19) 

where X(s0) is the m x 1 vector of independent variables at location s0. 

The residual of the estimation e(si) at the location with ground point data si can be expressed 

as: 

e(si) =  Ŷ(si) − Y′(si)                      (3A20) 

The correlation structure of these residuals is analyzed by estimating the variogram,  
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γ(h) =
1

2n(h)
∑ (e(si) − e(si + h))

2 
n(h)
i=1                 (3A21) 

where γ(h) is the experimental variogram, h is the lag or distance, n(h) is the number of data 

pairs and e(si) is the variable value at the location si. 

The residuals and their uncertainty can be estimated by kriging. The interpolate residual ê(s0) 

can be expressed as: 

ê(s0) = ∑ λie(si)
t
i=1                       (3A22) 

The estimation variance is given by: 

σk
2(s0) = ∑ λiγ(si, s0) − µ

t
i=1                    (3A23) 

where λi are the kriging weights determined by the spatial correlation of the residual, e(si) is 

the residual at location si, µ is the Lagrange multiplier and γ(si, s0) is the variogram function. 

The final results are defined as the sum of regression estimation and residual estimation are:  

Y(s0) = Ŷ(s0) + ê(s0)                      (3A24) 

σ2(s0) = σr
2
(s0) + σk

2(s0)                    (3A25) 

The true error of the interpolation can be determined by regression kriging: 

e(si) = Y(si) − Y′(si)                      (3A26) 

where  e(si) is the true error in the estimate of the i
th

 experimental datum, Y(si) is the 

estimate of the variable of interest at the location of the i
th

 experimental datum, and  Y′(si) is 

the true value of the experimental datum of the variable of interest at the i
th

 experimental 

location. 

Thus, if there are N experimental data, cross-validation will give a set of N true errors 

{e(si), i = 1,… , N}. 

ME is the mean of the true errors: 

ME =
1

N
∑ e(si)
N
i=1                        (3A27) 

MSE is the mean of the squared true errors: 

MSE =
1

N
∑ e2(si)
N
i=1                       (3A28) 

MSSE is the mean of the standardized squared true errors: 

MSSE =
1

N
∑

e2(si)

σK
2 (si)

N
i=1                       (3A29) 

where  σK
2 (si) is the regression kriging variance in the estimation of the i

th
 datum. 

The SWE can be calculated for a specific area SWEA with the following equation: 
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SWEA = ∑ Y(sj). SCA(sj). GA(sj).
DS

DW

n
j=1                 (3A30) 

where Y(sj) is the estimated snow depth in the grid, SCA(sj) is the SCA in the grid in parts 

per unit, GA(sj) is the grid area at location sj , DS and DW are the snow density and water 

density, respectively, and considered constant over area A. 
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Tables of the Chapter 3 

Model 𝒙𝒊 𝒙𝒋 𝒙𝓵 𝒙𝒌 Optimal for: 

1 (ELEV) (ELEV)² (MUWS)² (CURV)² 16/03/2000 

2 1/(LATI) 1/(ELEV) (NORT)² (MUWS)² 05/04/2001, 05/04/2003 

3 LN(NORT) 1/(ELEV) SQRT(LONG) SQRT(NORT) 21/04/2003 

4 (ELEV) (SLOP)² (EAST)² (CURV)² 13/01/2004 

5 1/(SLOP) (ELEV)² (SLOP)² SQRT(CURV) 26/04/2004 

6 LN(CURV) (ELEV)² (EAST)² (CURV)² 24/03/2005 

7 LN(CURV) (LONG)² (MUWS)² (CURV)² 27/02/2006 

8 (LONG)² (SLOP)² (EAST)² (CURV)² 13/02/2009 

9 (ELEV) (EAST) LN(NORT) 1/(EAST) 08/05/2013 

10 LN(ELEV) 1/(ELEV) (SLOP)² (CURV)² 21/03/2014 

Table 3.1. Explanatory variables for the optimal models. LATI (latitude), LONG (longitude), 

ELEV (elevation), EAST (eastness), NORT (northness), SLOP (slope), Sx (maximum upwind 

slope), RADI (radiation), CURV (curvature). 
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Figures of the Chapter 3 

 

Figure 3.1. Flow chart of the proposed systematic method. 

 

Figure 3.2. Location of the Sierra Nevada mountain range and the stakes where the snow 

depth is measured. 
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Figure 3.3. Variability of the snow depth data. A: For individual dates. B: For the snow season 

and the months. The top and bottom of boxes represent the interquartile range. 
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Figure 3.4. Maps of explanatory variables for the Sierra Nevada mountain range. A: 

Elevation; B: Slope; C: Eastness; D: Northness; E: Radiation; F: Maximum upwind slope; G: 

Curvature. 

 

Figure 3.5. R² values for the linear regression of snow depth and maximum upwind slope with 

dmax=300 m. 
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Figure 3.6. Ranges the value of each predictor for the observations in stakes and the study 

area. The top and bottom of boxes represent the interquartile range. 
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Figure 3.7. Best models for the coefficient of determination for the survey of 21/04/2003. 

 

Figure 3.8. Frequency of the explanatory variables in the non-eliminated models for different 

model complexities. LATI (latitude), LONG (longitude), ELEV (altitudeelevation), EAST 

(eastness), NORT (northness), SLOP (slope), Sx (maximum upwind slope), RADI (radiation), 

CURV (curvature). 
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Figure 3.9. Frequency of the explanatory variables involved within interaction of variables 

(products of variables) in the not-eliminated models for different model complexities. LATI 

(latitude), LONG (longitude), ELEV (elevation), EAST (eastness), NORT (northness), SLOP 

(slope), Sx (maximum upwind slope), RADI (radiation), CURV (curvature). 

 

Figure 3.10. Coefficients of determination of the models considered for the different surveys. 

The top and bottom of boxes represent the interquartile range. 
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Figure 3.11. Estimated snow depth in centimeters for the 24/03/2005 survey: A) using model 

2, B) using model 4, C) using model 7 and D) using the optimal model. Standard deviation of 

estimated snow depth in centimeters for the 13/01/2004 survey: E) using model 2, F) using 

model 4, G) using model 7 and H) using the optimal model. 

 

Figure 3.12. Mean error of the cross-validation experiment for the optimal model and mean 

standardized squared error of the cross-validation experiment for the optimal model. 
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Figure 3.13. A: Estimated snow water equivalent for the Sierra Nevada mountains. B: 

Estimated snow water equivalent for the Canales basin. C: Estimated snow water equivalent 

for the Guadalfeo basin.  
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Abstract 

Monitoring and estimation of snow depth in alpine catchments is important for a proper 

assessment of management alternatives in these water resources systems. The distribution of 

snowpack thickness is usually approached by using field data which come from snow samples 

collected at a given number of locations that constitute the monitoring network. Optimal 

design of this network is required to obtain the best possible estimates. Assuming that there is 

an existing monitoring network, its optimization may imply the selection of an optimal 

network as a subset of the existing one (if there are not funds to maintain them) or enlarging 

the existing network by one or more stations (optimal augmentation problem). In this paper, 

we propose an optimization procedure that minimizes the total variance in the estimate of 

snowpack thickness. The novelty of this work is to treat, for the first time, the problem of 

snow observation network optimization of an entire mountain range rather than for small 

catchments as done in previous studies.  Taking into account the reduced data available, 

which is a common problem in many mountain ranges, the importance of a proper design of 

these observation networks is even larger. 

Snowpack thickness is estimated by combining regression models to approach the effect of 

the explanatory variables and kriging techniques to consider the influence of the stakes 

location. We solve the optimization problems under different hypotheses, studying the 

impacts of augmentation and reduction, both one by one and in pairs. We also analyse the 

sensitivity of results to non-snow measurements deduced from satellite information. Finally, 

we design a new optimal network by combining the reduction and augmentation methods. 

The methodology has been applied to the Sierra Nevada mountain range (southern Spain), 

where very limited resources are employed to monitor snowfall and where an optimal snow 

network design could prove critical. An optimal snow observation network is defined by 

relocating some observation points. It would reduce the estimation variance by around 600 

cm² (15%).  

Keywords: snow stakes, regression kriging snow depth estimation, estimation uncertainty, 

snow observation network optimization, satellite information, Sierra Nevada (southern Spain) 
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1. Introduction 

Monitoring and estimation of snow depth in alpine catchments is important for a proper 

assessment of the available water resources (Liu et al., 2012), which in turn is necessary to 

analyse management alternatives (Pulido-Velazquez et al., 2011; Escriba-Bou et al., 2017). 

Although snow cover area may be estimated from satellite data (Pardo-Igúzquiza et al., 2017), 

an assessment of the distribution of the thickness of the snowpack in alpine areas requires 

additional information. Satellite products to describe Snow Water Equivalent (SWE) exist but 

these still do not provide a proper assessment of snowpack in alpine regions (Dawson et al., 

2018). Table 4.1 summarizes the available SWE products for Europe. These products have a 

coarse spatial resolution for studying water resources in catchments or small mountain 

systems. For example, the main mountain system in southern Spain (Sierra Nevada) is 

represented by one or two cells when the usual product of the 25 x 25 km spatial resolution is 

considered. 

Airborne-based Light Detection and Ranging (LiDAR) can be also applied to measure snow 

depth at high spatial resolution over large areas (Harpold et al., 2014). However, while it 

improves the ability to make accurate estimates of snow melt water resources in these areas, it 

is not used in the majority of regions due to its cost (requiring significant economic 

investment to perform the flights).  

Snowpack distribution is also traditionally approached by using in-situ data and applying 

interpolation procedures or hydrological models that include estimates of snow processes 

(e.g., accumulation and fusion) (Collados-Lara et al., 2017;  Zeinivand and De Smedt, 2009). 

SWE is normally measured using snow pillows based on the hydrostatic pressure created by 

overlying snow (e.g., SNOTEL system (Fassnacht et al., 2003, 2018)). Field survey data to 

measure snow depth is collected using hand probes and snow samples from a given number of 

locations (snow courses) that constitute the monitoring network. In some places there are 

permanent infrastructures (snow stakes) that support these monitoring activities. 

In the scientific literature we can find various approaches to the design of snow observation 

networks. They are summarized in Table 4.2.  All of them aim to select an optimal network as 

a subset of the existing spatial observations, which sometimes comes from detailed field 

surveys or snow course data (Butcher and McManamon, 2011; Welch et al., 2013; Molotch 

and Bales, 2005; Galeati et al., 1986; Saghafian et al., 2016), or LIDAR images (Oroza et al., 

2016; Kerkez et al., 2012). We are not aware of previous work that addresses the problem of 

expanding an observation network in areas where scarce snow depth spatial information is 

available, which presents an interesting problem to solve in areas with limited economic 

resources.  

Some of the previous studies are based on cluster techniques to identify homogeneous areas, 

and/or Principal Components Analysis technique to identify representative stations that 

explain the modes of variability (Galeati et al., 1986; Butcher and McManamon, 2011; Welch 

et al., 2013).  Other studies are based on optimization procedures to minimize the difference 

between estimates and observations (Molotch and Bales, 2005; Oroza et al., 2016). 
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The majority of the snow network optimization studies have focused on small catchments 

(López-Moreno et al., 2015; Molotch et al., 2005; Butcher et al., 2011; Oroza et al., 2016). 

Some cover part of a mountain range (Galeati et al., 1986; Kerkez et al., 2012; Welch et al., 

2013), but none analyses an entire mountain range to optimize the snow monitoring network.  

Research has also been published that is oriented towards designing observation networks for 

other meteorological and hydrological variables (e.g., ice (Vance et al., 2016), rainfall (Pardo-

Igúzquiza., 1998a) and temperature (Amorim et al., 2012)). 

In the current study we propose a novel approach to design snow observation network 

infrastructures (both reducing or expanding existing networks) based on a multivariate snow 

depth model (a regression-kriging model) in order to obtain the best possible estimate of 

snowpack over an entire alpine mountain range, using the available economic resources. An 

optimization procedure is applied to design an observation network that minimizes the total 

standard deviation in the estimate of snowpack thickness. The methodology was applied in 

Sierra Nevada mountain range (southern Spain), where very limited resources are employed 

to monitor the snow and where an optimal snow network design could be crucial. The main 

novelties of the work are (1) the scarce snow depth spatial information available in the pilot 

area due to the limited economic resources, (2) the use of RK technique to optimize the snow 

monitoring network that allows an optimal estimation of snow depth in a further step, and (3) 

the application of the methodology to an entire mountain range. 

The paper is organized as follows. Section 2 describes the method. It includes the description 

of the proposed procedure to estimate snowpack thickness by a regression-kriging (RK) 

approach (section 2.1) and the optimization approach and hypothesis assumed for the network 

design (section 2.2). We study the case of modifying an existing observation network by 

enlarging or reducing the number of snow stakes one by one, the case of pairwise reduction; 

we also analyse the sensitivity of the results if we consider non-snow measurements deduced 

from satellite information along the boundary of the snow cover area. We design a new 

optimal observation network combining the reduction and augmentation approaches. Finally, 

we summarize the hypothesis assumed (section 2.3). Section 3 describes the case study and 

the data employed. The results, discussion and limitations are included in Section 4, while 

Section 5 presents our conclusions.  

2. Method 

The steps that define the method are represented in Figure 4.1. All the calculations have been 

performed with our own Fortram codedeveloped for the case study. Nevertheless, the 

proposed methodology can be applied to any case study to obtain an optimal snow depth 

monitoring network, being easy to adapt the cited code to make them applicable to other case 

studies. The methodology is divided into two main activities: definition of a regression model 

to estimate snow thickness (section 2.1), and optimization procedure (section 2.2). 
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2.1. Snow depth estimation from snow stakes by Regression Kriging 

Multiple regression models have been extensively applied to estimate snow depth and its 

uncertainty (López‐Moreno and Nogués‐Bravo, 2006; Fassnacht et al., 2013, Collados-Lara et 

al., 2017). They can be calibrated using different model structures and explanatory variables. 

These regression model estimates can be improved by applying kriging to the regression 

residuals, resulting in a RK estimate. The RK technique allows consideration of several 

explanatory variables to calculate the target variable and it has been widely used to estimate 

precipitation fields (e.g., Pardo-Igúzquiza 1998b; Collados-Lara et al., 2018) but its results are 

also useful for estimating snow depth fields (e.g., Collados-Lara et al., 2017; Liu et al., 2018). 

In this study a RK approach is applied to estimate error fields of snow depth. The RK error is 

calculated as the sum of the estimated errors produced in the regression and kriging 

approaches. This error can be used to optimize the observation network as we explain in the 

following section. 

2.2. Optimization approach 

A simple procedure based on minimizing the estimation errors was used to design the snow 

observation network. In this optimization procedure two sources of uncertainty should be 

considered to quantify the standard deviation of the estimate: (1) the standard deviation of 

regression to model the effect of the explanatory variables and (2) the kriging standard 

deviation to consider the influence of the locations of the snow stakes in the interpolation 

process. The summation of the two sources of uncertainty provides an assessment of the 

uncertainty in the RK estimation procedure. The objective of the optimization is to find the 

combination of stakes locations that minmize the total estimation uncertainty fixing a number 

of stakes.  

The area of interest is discretized into cells (with a variable size depending the study case) 

where the total standard deviation is calculated. The candidate sites for the location of new 

stakes are the centers of the cells that comprise the study area. The area of interest can be 

defined by applying statistical criteria to the Snow Cover Area (SCA) data available for study 

case. For example, in this study we propose the definition of an area of interest as the domain 

above a certain elevation covered by snow for at least 90% of the days during the snow 

season (October to May). Note that the area defined by this condition is obtained from the 

statistical analysesof SCA information within the historical period for. This condition avoids 

locating stakes in zones that are snow-free for the majority of the time. In order to solve the 

optimization problem we assume the following hypotheses:  

- One-by-one augmentation and reduction cases  

In the augmentation case the initial stakes cannot be removed and we add one stake in 

each calculation step at the location that minimizes the total standard deviation of the 

estimate. The optimization problem can be solved by applying a uniform mesh method 

in which the potential locations (cells considered in the area of interest) are tested. The 

calculation is made considering an additional stake at each cell, generating a new 

standard deviation surface. At the end of this process a new stake location is proposed. 
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The added stake modifies the map of the estimated standard deviation. This procedure 

is repeated until the desired number of stakes is reached.  The reduction case can be 

useful if we want to remove some of the initial stakes (for example, due to economic 

restrictions). In these cases, the potential solutions to be tested depend on the number 

of existing stakes, which usually is significantly smaller than the alternatives to be 

checked in the augmentation problem, since that depends on the number of cells in the 

mesh. 

- Pairwise augmentation and reduction case 

The optimization procedure can also be performed by removing or adding two stakes 

in each calculation step; the results can differ with respect to the one by one 

optimization. Normally, the pairwise reduction problem can be solved by comparing 

the solutions for all potential alternatives, which depend on the initial number of 

stakes. On the other hand, when the number of potential locations (cells) in the 

augmentation problems is significant it cannot be solved by applying the uniform 

mesh method because of an excessive computational cost. In these cases another 

search algorithm, such as simulation annealing, should be applied. 

In this study we tested the pairwise reduction case in order to assess the sensitivity of 

the location of the eliminated stakes and the reduction in error compared to the one-

by-one solution. 

- Augmentation case considering the zeros along the boundary 

Another test is to consider the zero data along the boundary of the area of interest. It 

will move optimal locations away from the boundary. The idea of introducing zero 

snow pixels to make the network more robust was introduced previously by other 

authors (e.g. Foppa et al., 2007; Jonas et al., 2009; Sturm et al., 2010). The RK 

approaches employed by Collados-Lara et al. (2017) were calibrated without 

considering the zeros present in the satellite observations, since this would have 

modified the statistics of the data set and introduced errors in the estimates of snow 

depth at the stakes. The information of the zeros was employed when applying a mask 

with the satellite image (indicating presence or absence of snow) to the estimated 

thickness. However, in the present study considering zeros does not introduce errors, 

but rather moves the optimal locations away from the boundary where snow cover is 

shallower or even absent. This possibility allows a comparison of the optimal 

locations with and without the zeros along the boundary. 

- Combination of the one-by-one reduction and augmentation cases 

When the initial locations of the stakes are not optimal and we want to replace them 

by others at optimal locations, it is necessary to combine the reduction and 

augmentation cases. This procedure has two phases: (1) reduction of the number of 

stakes as far as any desired number (fulfilling a minimum of four as a numerical 



Chapter 4: Optimal design of snow stake networks to estimate snow depth in an alpine mountain 

range 

72 
 

constraint) and (2) augmentation of the number of stakes back up to the desired 

number. 

2.3. Simplifications  

In order to make the methodology feasible we have made various assumptions about the 

optimization methodology. The most relevant simplifications are as follows: 

- A single regression model has been used in this study to characterize the snow depth 

distribution over the whole mountain.  

- The kriging standard deviation depends on both the variance of residuals and the 

location of the stakes. We fixed the variance of the residuals to be the average of the 

known measurements because in the new locations we do not know the snow depth. 

However, the second term, namely the location of the stakes, is the more important 

one in the optimization procedure.  

- In the reduction case we only can reduce down to four stakes because the kriging 

systems need at least four data to be solved. We assume at least four of the stakes in 

the initial configuration are well placed. 

- In the augmentation case that considers boundary zeros, we assume that the area of 

interest is the area covered by snow, even though the snow cover area changes over 

time. We consider the area of interest as a representative, snow-covered part of the 

case study where the boundary delineates areas with lower or null thickness. 

3. Case study and data employed 

We applied the described methodology to the Sierra Nevada (southern Spain), which is a very 

important mountain massif from the point of view of water resources in the southern Iberian 

Peninsula (see Figure 4.2.A). The Sierra Nevada is around 80 Km long and between 15 to 30 

Km wide and covers an area of more than 2000 Km². It is a high elevation zone where the 

elevation varies from around 1000 to 3478.6 m a.s.l. (Mulhacén Peak, the highest point on the 

Iberian Peninsula). Figure 4.2.B shows a digital elevation map of the zone. The case study has 

two well differentiated periods corresponding to presence/absence of snow, with snow cover 

normally present from October to May.  

In this study we employed a snow depth estimation regression model from the study carried 

out by Collados-Lara et al. (2017) in order to optimize the snow observation network. The 

snow depth variable is estimated by a RK technique using snow depth data from the ERHIN 

program (“Evaluation of Water Resources from Snowfall”) of the Spanish Ministry for 

Agriculture, Food and Environment. This snow depth observation network comprises 23 

stakes (see Figure 4.2.A). Most of times the snow depth was measured by visual inspection 

from helicopter with a measurement error around 10 cm. A more complete description of the 

data can be found in Collados-Lara et al. (2017). Note that in this study the measurements are 

not important because we used the regression model obtained by Collados-Lara et al. (2017). 

However the locations of the stakes (showed in Figure 4.2.A) and the new potential locations 



Assessing impacts of potential climate change scenarios in water resources systems depending on 

natural storage from snowpacks and/or groundwater 

  

73 
 

can configure the estimation uncertainty and therefore the optimization procedure.  In our 

case study, ten regression models were obtained as optimal models for eleven surveys (two of 

the surveys shared the same optimal regression model) using multiple regression from eight 

general linear regression model structures. These models give estimates of snow depth for the 

whole mountain range for each survey. These estimates were improved by kriging the 

residuals. The model structures employed by Collados-Lara et al. (2017) related the target 

variable (snow depth) with nine explanatory variables (elevation, slope, profile curvature, 

longitude, latitude, eastness, northness, maximum upwind slope and radiation) and their 

transformations (logarithm, inverse, square, and square root). The ten optimal regression 

models obtained for each survey were tested for the other surveys in order to find a single 

regression model (Eq. 1) that can explain the snow depth dynamics over the entire mountain 

range for all surveys (in different years and seasons). 

𝑌 = 𝛽0 + 𝛽1 · 𝐻 + 𝛽2 · 𝑆
2 + 𝛽3 · 𝐸

2 · 𝐶2                (1) 

where 𝑌 is the target variable, snow depth, 𝐻 is the elevation, 𝑆 is the slope, 𝐸 is eastness and 

𝐶 is the curvature in a determined cell. 

We then employed this model to optimize the snow observation network using the 

optimization approach described in the next section. This model has a relatively good mean 

correlation coefficient (0.73) but in some surveys this coefficient is around 0.65. These values 

were obtained changing the coefficients of the model for each survey and maintaining the 

explantory variables and their interactions. 

SCA information was obtained from the dataset dubbed MODIS/Terra Snow Cover Daily 

Global 500 m Grid (Data Set ID: MOD10A1), which has a spatial resolution of about 460 m 

at the latitude of the study area and a temporal resolution of 1 day. We used the same mesh as 

the MODIS product to perform the calculations. The size of the cells in our discretization is 

460 m too. 

The area of interest was defined as lying above a certain elevation using the condition 

proposed in the methods section and the SCA information from satellite MODIS data (see 

Figure 4.2.A).  

The results obtained for the various hypotheses considered in the methodology and their 

respective limitations are presented in the following section. 

4. Results and discussion 

As noted above, the optimization procedure is performed to minimize the estimation error. 

Figure 4.3 shows the standard deviation for the three alternatives of regression, kriging and 

the sum of both for the case study in the initial situation. The error of estimation of regression 

(Figure 4.3.a) indicates a spatial distribution that is markedly influenced by elevation. Higher 

elevations give a lower estimation error. In contrast, the smallest error using the kriging 

procedure (Figure 4.3.b) are in the influence area where the stakes are located. The remaining 

areas have a homogeneous estimation error. The sum of the two estimation errors (regression 
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and kriging) represents the total estimation error (Figure 4.3.c), which is influenced by the 

combination of elevation and stake locations. 

4.1. Augmentation and reduction cases 

The optimization procedure (augmentation or reduction) minimizes the total estimation error 

in each step. In the augmentation procedure a new stake is tested in all available positions 

(cells) of the area of interest until the lowest error configuration is found. Figure 4.4 shows 

how the standard deviation of estimation changes as we add five optimal stakes to the initial 

situation. At first sight the maps look very similar but closer inspections reveals a reduction in 

the total standard deviation, especially in the area around the new stakes. This area appears 

due to the kriging procedure (Chiles and Delfiner, 1999) that minimizes the estimation error 

around the experimental locations and is directly related with range of the variogram which is 

estimated to be 1200 m in this study. The same explanation is valid for the reduction case 

(Figure 4.5) but instead a smaller standard deviation, a higher total standard deviation is 

obtained in each step and the areas with lower error around the experimental locations 

disappear. Figure 4.6 shows the evolution of the mean variance of estimation as well as the 

mean standard deviation for the two cases from the initial situation (23 stakes). Two points of 

inflection in the slope are observed: the first point is when the number of stakes is fewer than 

eight, when the estimation error increases more quickly.  The second point is located between 

the lines that represent each case (23 stakes) where a sharp inflection in slope is observed, 

indicating that the initial 23 stakes are not located optimally. Thus a combination of the 

reduction and augmentation case proves useful (section 4.4). The locations of the added 

stakes and the eliminated stakes in the two cases can be observed in Figure 4.7.a and 4.7.b, 

respectively. 

Some of the added stakes are located close to the boundary of the area of interest due to the 

higher standard deviation of regression (Figure 4.3.c) at lower elevations. In section 4.3 zeros 

located along the boundary are considered in the optimization procedure in order to assess the 

sensitivity of the stake locations.  

4.2. Pairwise reduction case  

In this case two stakes are eliminated in each step. Figure 4.8 shows the evolution of mean 

variance and mean standard deviation of estimation for this and the previous case (one-by-one 

reduction). The rate of increment of the estimation error is practically the same for the two 

cases. Thus the sensitivity of the estimation error to the number of stakes eliminated in each 

step (1 or 2) is very low. With respect to the order of the eliminated stakes some differences 

are observed. In Figure 4.9 the eliminated stakes in the pairwise reduction case is represented. 

A comparison with Figure 4.7.b reveals the differences between the two cases.  

The pairwise augmentation method was not considered due to its very high computational 

requirements (we have a large area of interest and a fine mesh) and to the very low sensitivity 

of the estimation error to the number of stakes eliminated in each step (one-by-one versus 

pairwise reduction). The pairwise augmentation case requires a more computationally 

efficient technique than the uniform mesh method. 



Assessing impacts of potential climate change scenarios in water resources systems depending on 

natural storage from snowpacks and/or groundwater 

  

75 
 

4.3. Augmentation case considering the zeros of the boundary 

In order to avoid an excessive number of new locations for stakes close to the boundary of the 

area of interest we considered a set of zeros values located along the boundary. As noted 

above, this procedure requires that we assume that the area of interest is representative in 

terms of snow cover over the whole of the study zone. If we consider zeros the virtual total 

estimation error is lower, and is very low along the boundary (Figure 4.10). The same 

procedure was performed from this initial configuration. The evolution of estimation error in 

the various augmentation steps is shown in Figure 4.11. The slope of the error reduction curve 

is practically the same in the two cases (without and with zeros) but the total error is lower 

when we consider zeros. However it is not a real error reduction because the experimental 

locations considered were virtual. Figure 4.12 shows the added stakes in this case. When 

zeros are not considered, 13 of the 20 new stakes are placed close to the border, while when 

we do consider zeros 6 of the 20 stakes lie close to the border. We have reduced the number 

of stakes close to the border but in the eastern part of the case study area any new potential 

location is considered with this configuration. On the other hand the boundary is a zone where 

snow can be present or not over time. As a result, estimation errors are bound to be larger 

along the boundary and so new stakes are located close to the border when we do not consider 

zeros as virtual experimental locations. Thus placing new stakes close to the border will 

contribute to reducing this uncertainty. 

4.4. Combination of the one-by-one reduction and augmentation cases  

This approach provides useful information if we want to define an optimal observation 

network by replacing some original stakes. In this case, the reduction problems must be 

solved before analyzing the augmentation problem. We have considered a reduction phase 

from 23 to 4 stakes and an augmentation phase from 4 to 23 stakes. Figure 4.13 shows the 

evolution of the estimation error for the reduction and augmentation phases. A total reduction 

of the variance to around 600 cm² is observed. Nevertheless, further stakes can be added with 

this procedure if funds are available. The final configuration of the snow depth observation 

network can be seen in Figure 4.14. Figure 4.14.a shows the order of eliminating stakes while 

Figure 4.14.b shows the order or adding replacement ones. 

4.5. Limitations and future work 

Although we have presented a general method (that is applicable to any case study) to 

optimize the snow depth observation network under different hypotheses in an alpine area, we 

want to highlight certain limitations and potential future work: 

- We have considered a unique regression model to explain the spatial variability of the 

snow depth dynamics in the study area. This model shows good results for the 11 

surveys considered but it might be useful to consider different regression models for 

different months or days in order to consider the temporal variability. 

- The proposed method does not consider accessibility or cost criteria in the 

optimization procedure. These two criteria are very important from the operational and 
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economic point of view and could be incorporated in future studies: a secondary 

optimization procedure taking into account the operational and economics criteria 

could be done in each cell in order to determine the precise location of the stakes. 

5. Conclusions 

A systematic procedure to optimize the snow observation network to estimate snow depth in 

alpine systems is proposed. This procedure requires a regression model that explains snow 

depth from several explanatory variables. The proposed method minimizes the total 

estimation error assessed by a RK approach for the alpine system under consideration. Two 

sources of uncertainty have been considered to quantify the total estimation error: the 

standard deviation of regression to model the effect of the explicative variables and the 

kriging standard deviation to consider the influence of location in kriging estimation. 

Different optimization cases are presented: one-by-one and pairwise augmentation, one-by-

one and pairwise reduction, augmentation considering virtual stations with zero values and a 

combination of the reduction and augmentation cases. These procedures were applied to the 

whole of the Spanish Sierra Nevada mountain range. Interesting results were obtained that 

indicate that the existing snow observation network is not optimally located from the point of 

view of estimation and could be improved applying any of the cases presented. For example, 

if we consider a combination of reduction and augmentation that maintains the initial number 

of stakes, the total estimation variance of the snow depth observation network is reduced by 

around 600 cm² (some 15%) and is better distributed in the area of interest. Due to its 

generality, the proposed methodology can be easily implemented in other areas.  

The operational and economic optimization of the precise locations in the defined cells is left 

open for future research. 
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Tables of the Chapter 4 

Product 
Spatial 

resolution 

Temporal 

resolution 

Spatial 

coverage 
Temporal coverage Reference 

Canadian Meteorological 

Centre (CMC) Daily Snow 

Depth Analysis Data 

24 km x 24 

km 
Monthly 

Northern 

Hemisphere 

 

1 August 1998 to 31 

December 2016 

(updated annually) 

Brown and 

Brasnett, 2010 

Global Monthly EASE-

Grid Snow Water 

Equivalent Climatology 

25 km x 25 

km 
Monthly Global 

1 January 1978 to 

31 December 2007 

Armstrong et 

al., 2005 

AMSR-E/Aqua Daily L3 

Global Snow Water 

Equivalent EASE-Grids 

25 km x 25 

km 
Daily Global 

19 June 2002 to 3 

October 2011 

Tedesco et al., 

2004 

Reconstructed North 

American, Eurasian, and 

Northern Hemisphere 

Snow Cover Extent 

Varies Monthly 

North 

American, 

Eurasian, and 

Northern 

Hemisphere 

1 January 1915 to 

31 December 1997 
Brown, 2002 

ESA GlobSnow Snow 

Water Equivalent (SWE) 

25 km x 25 

km 
Daily 

Northern 

Hemisphere 

11 September 1979 

to present 

Takala et al., 

2011 

Table 4.1. Available SWE products for Europe. 

 

Work Problem to solve Mathematics techniques Spatial scale 

Galeati et al., 1986 
To select a reduced number of 

measurement stations 

Cluster methods and principal 

component analysis 
River basin 

Molotch and Bales, 2005 
To identify the optimal location 

for measuring SWE 
Binary regression tree models 

2 x 2 km 

zones 

Butcher and McManamon, 

2011 

To identify optimal snow course 

sites for conversion to snow 

pillow sites. 

Principal component analysis 
Portion of 

river basin 

Kerkez et al., 2012 
To optimize a wireless sensor 

network 
Statistical analysis 

1 x 1 km 

zone 

Welch et al., 2013 

Near-optimal sensor placement 

methodology for real-time SWE 

estimation 

Rank-based clustering and 

geographically based clustering 
River basin 

Oroza et al., 2016 

To optimize ground-based sensor 

placements for snow 

measurements 

Machine-learning algorithm River basin 

Saghafian et al., 2016 
Site selection of snow 

measurement stations 

Combination of meteorological, 

hydrological and satellite 

information criteria. 

River basin 

Table 4.2. Previous works on snow observation network optimization. 
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Figures of the Chapter 4 

 

Figure 4.1. Flow chart of the proposed methodology. 
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Figure 4.2. A) Location of the case study area. B) Digital elevation map of the case study. 

 



Assessing impacts of potential climate change scenarios in water resources systems depending on 

natural storage from snowpacks and/or groundwater 

  

83 
 

 

Figure 4.3. Standard deviation of estimates from the initial situation using regression (a), 

kriging (b) and the total standard deviation (c). 
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Figure 4.4. Spatial evolution of the total standard deviation in the augmentation steps.  

 

Figure 4.5. Spatial evolution of the total standard deviation in the reduction steps. 
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Figure 4.6. Mean variance and standard deviation (a and b, respectively) for the augmentation 

and reduction cases. 
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Figure 4.7. Location of the added stakes (a) and eliminated stakes (b) in the augmentation and 

reduction cases. 
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Figure 4.8. Mean variance and standard deviation (a and b, respectively) for the one-by-one 

and pairwise reductions. 

 

Figure 4.9. Location of the eliminated stakes for the pairwise reduction case.  
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Figure 4.10. Total standard deviation of estimation considering SCA zeros. 

 

Figure 4.11. Mean variance and standard deviation (a and b, respectively) without considering 

SCA zeros and considering SCA zeros. 
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Figure 4.12. Location of the added stakes considering SCA zeros. 

 

Figure 4.13. Mean variance and standard deviation (a and b, respectively) for the combination 

of augmentation and reduction cases. 
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Figure 4.14. Location of the eliminated stakes in the reduction phase (a) and added stakes in 

the augmentation phase (b).  
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Abstract 

Given the need to consider the cryosphere in water resources management for mountainous 

regions, the purpose of this paper is to model the daily spatially distributed dynamics of snow 

covered area (SCA) by using calibrated cellular automata models. For the operational use of 

the calibrated model, the only data requirements are the altitude of each cell of the spatial 

discretization of the area of interest and precipitation and temperature indexes for the area of 

interest. For the calibration step, experimental snow covered area data are needed. Potential 

uses of the model are to estimate the snow covered area when satellite data are absent, or 

when they provide a temporal resolution different from the operational resolution, or when the 

satellite images are useless because they are covered by clouds or because there has been a 

sensor failure. Another interesting application is the simulation of SCA dynamics for the 

snow covered area under future climatic scenarios. The model is applied to the Sierra Nevada 

mountain range, in southern Spain, which is home to significant biodiversity, contains 

important water resources in its snowpack, and contains the most meridional ski resort in 

Europe.        

Key words: snowline, cellular automata, elevation, climatological indexes, Sierra Nevada 
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1. Introduction 

Water resources management and operational river forecasts in river basins that enclose high 

mountainous regions must take into account the cryosphere (i.e. the snowpack). The amount 

of snow and its spatial and temporal distribution as well as the outflow of water from the 

snowpack must be estimated from available information. The problem is three-fold: (i) 

estimation of the snow covered area (SCA); (ii) estimation of the snowpack thickness and (iii) 

estimation of the snow density. The three variables (covered area, thickness and density) are 

needed to estimate the snow water equivalent, however estimating each variable is a problem 

in and of itself. Each variable can be approached by applying different modelling techniques: 

interpolation methods (e.g. Richer et al., 2012; Mir et al., 2015 to estimate SCA; Collados-

Lara et al., 2017 to estimate snow pack thickness; Bormann et al., 2013 and Lopez-Moreno et 

al., 2013 to estimate snow density; Sexstone and Fassnacht, 2014 and Elder et al., 1998 to 

estimate snow water equivalent), conceptual methods (e.g. HBV (Lindström et al., 1997); 

Snowmelt Runoff Model (SRM) (Martinec et al., 2008; Sensoy and Uysal, 2012) or 

physically-based models (e.g. CROCUS (Bruland et al., 2001); ECHAM (Foster et al., 

1996)). Under standard circumstances, SCA can be estimated using satellite data, such as 

from the Moderate Resolution Imaging Spectroradiometer (MODIS) (Hall et al., 2006; Hall 

and Riggs, 2007). The question we aim to answer in this work is how to estimate the snow 

covered area when satellite data are unavailable. Satellite data may be unavailable for 

different reasons. For instance it could be because the satellite was not launched yet or 

because the temporal resolution of the satellite data is larger than the temporal resolution of 

interest. Also satellite data may be useless because the area of interest was covered by clouds 

or because there was a failure in the sensor. Furthermore, future scenarios of precipitation and 

temperature could be defined from the simulation performed with different Regional Climatic 

Models (RCM) for the emission scenarios defined by IPCC (Jacob et al., 2013). These future 

scenarios of climate in an area, defined by applying a downscaling technique from the RCM 

simulations, could be used to feed the SCA model in order to assess future SCA scenarios. 

This is a method commonly applied to assess future scenarios of other hydrological variables 

from hydrological balance models (Pulido-Velazquez et al., 2011; 2015). These hydrological 

model predictions could also be improved by incorporating SCA using the data assimilation 

technique (Thirel et al., 2013, Alvarado Montero et al., 2016). 

In addition to the physically-based or conceptual approaches (Molotch et al. 2004), we can 

also find examples of regression techniques (Richer et al., 2012; Mir et al., 2015) and 

learning algorithms (artificial neural networks) to estimate Snow Cover Fraction Mapping 

(Hou and Huang, 2014; Mishra et al., 2014). In this study we propose a novel approach to the 

problem: the application of an evolutionary algorithm, as the cellular automaton, to estimate 

SCA. The estimation of SCA fits perfectly in the kind of problems that can be analysed with 

cellular automata techniques, as they are complex, dynamic systems that can be approached in 

a discrete way. Cellular automata models are good for simulating complex discrete dynamics 

by using simple rules that define the interaction between neighbour cells that discretize the 

study area. They have been applied to different problems in geosciences like urban growth 

dynamics (Kumar et al., 2014), snow crystal growth (Reiter, 2005) or simulation of snow 

http://www.tandfonline.com/author/Richer%2C+Eric+E
https://apps.webofknowledge.com/OneClickSearch.do?product=UA&search_mode=OneClickSearch&excludeEventConfig=ExcludeIfFromFullRecPage&SID=N2Bm6zPOOGzrA9wso2R&field=AU&value=Sexstone,%20GA
https://apps.webofknowledge.com/OneClickSearch.do?product=UA&search_mode=OneClickSearch&SID=N2Bm6zPOOGzrA9wso2R&field=AU&value=Fassnacht,%20SR&ut=11184757&pos=%7b2%7d&excludeEventConfig=ExcludeIfFromFullRecPage
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avalanches (Barpi, 2007), among others. Cellular automata have also been used to simulate 

snow cover dynamics (Leguizamón, 2006). However the latter reference offers only a 

preliminary study that had significant limitations: (i) it only uses a small synthetic area rather 

than a real study area, (ii) it simulates a simple dynamic situation of reduction of the 

snowpack from a starting condition with an existing snowpack, (iii) the simulation is for a 

short time interval, (iv) the simulation does not introduce driving climatological indexes 

(precipitation and temperature) in order to guide the dynamics, (v) the procedure cannot start 

a snowpack in an image where all the cells are without snow. In this paper we extend the idea 

of using cellular automata to estimate the snow covered area. The extension deals with 

overcoming each of the aforementioned limitations. We used a real case study so that the 

cellular automata could be calibrated and validated but the methodology is completely general 

and can be applied to any area of interest because the data requirements are minimal. The 

methodology is described in the next section.               

2. Methodology 

Cellular automata are discrete dynamic models introduced by Wolfram (1984) in order to 

simulate complex dynamics using simple rules of interaction. The two-dimensional area of 

interest (i.e. a geographical region projected on a plane) is divided into a finite number of 

cells or pixels. Time is also discretized in time steps. The shape and size of the study area can 

be arbitrary, but for the sake of presentation one can think of a rectangular grid of cells: 

{(𝑖, 𝑗); 𝑖 = 1,… ,𝑁𝑥; 𝑗 = 1,… , 𝑁𝑦}. The size of the cell can be any of interest; for example in 

the case study we will use square cells measuring approximately 460 m x 460 m, which is the 

spatial resolution of a MODIS image for the latitude of the study area. As was already 

mentioned, there is also a discretization of time; for example in the case study the time step is 

one day. Next, each cell (𝑖, 𝑗) can be, at each time, 𝑡, in one of two possible states (1 or 0): 

𝑆(𝑖, 𝑗, 𝑡) = {
1          if cell (𝑖, 𝑗) is covered by snow at time 𝑡

0                      if cell (𝑖, 𝑗) is free of snow at time 𝑡
        (1) 

The state  𝑆(𝑖, 𝑗, 𝑡) depends, in general, on: 

 The state of the cell (𝑖, 𝑗) at the previous time step: 𝑆(𝑖, 𝑗, 𝑡 − 1). 

 The states, at the previous time step, of the cells of a given configuration of neighbour 

cells. For example for an 8-neighbourhood, the states of the cells (𝑖 − 1, 𝑗 − 1), 

(𝑖, 𝑗 − 1), (𝑖 + 1, 𝑗 − 1), (𝑖 + 1, 𝑗), (𝑖 + 1, 𝑗 + 1), (𝑖, 𝑗 + 1), (𝑖 − 1, 𝑗 + 1) and 

(𝑖 − 1, 𝑗) at time 𝑡 − 1 are involved.  

 A given set of transition rules. In classic cellular automaton models, the transition 

rules depend on the state of the cell at the previous step and the states of the neighbour 

cells at the previous step. However, in order to simulate realistic snow dynamics, we 

must introduce transition rules defined by some driving variables. This can be defined 

as a mixed cellular automaton. We have chosen a couple climatological indexes as 

driving variables: precipitation and temperature, 𝑃(𝑡) and 𝑇(𝑡), respectively, and a 

terrain variable: the altitude 𝐻(𝑖, 𝑗) of each cell (𝑖, 𝑗). This allows the cellular 

automaton to evolve even if all the cells of the study area are at state zero. The altitude 



Chapter 5: Estimation of the spatiotemporal dynamics of snow covered area by using cellular 

automata models 

94 
 

index in the calculation cells has been obtained as the mean altitude from a digital 

elevation model which has a spatial resolution of 5 meters (the highest DEM 

resolution available from the National Geographic Institute of Spain). Temperature 

and precipitation indices are used in the form of two time series: a time series of daily 

temperature and a time series of daily precipitation. These time series could be 

measured at a weather station or obtained from a given estimation product. The 

absolute values of these indices are not important in this problem because they are 

calibrated for a specific problem. The truly important feature of these indices is that 

they capture the temporal climatological variability of the case study. 

The cellular automata model is calibrated with experimental snow covered area data for a 

particular period of time. For example, in our case study the experimental data are daily 

binary images of snow/no snow cells obtained from MODIS images (Hall et al., 2006) and the 

calibration period lasts three years. Furthermore, in our case study (next section), the 

estimation time starts on 1 July of the first year of the calibration period when the state of 

every cell in the study area is equal to zero (there is no snow in the study area). Hence, a pure 

cellular automaton cannot work because all the cells have the same state of zero, or 

equivalently the snowline is at an arbitrarily high altitude, which is larger than the largest 

altitude in the study area. Thus by introducing the driving variables, the discrete system can 

follow the realistic dynamics of the snowpack by changing the snowline, which is defined as 

the altitude above which the terrain can have snow. Thus new transition rules are introduced 

by using the climatological indexes and the digital elevation model is: 

 If the precipitation is larger than or equal to a given threshold,  𝑃(𝑡) ≥ 𝑃0, and the 

altitude of the cell (𝑖, 𝑗) is above the snowline 𝐻(𝑖, 𝑗) > 𝐻𝑘(𝑡), the state of the cell 

will be 1 (that is, by remaining at state 1 if it was already 1 or by changing from 

state 0 to state 1). The snow line 𝐻𝑘 is defined, discretized in K values, by the 

temperature index 𝑇(𝑡): 

If 𝑇(𝑡) < 𝑇1 then 𝐻𝑘(𝑡) = 𝐻1 

If 𝑇(𝑡) < 𝑇2 then 𝐻𝑘(𝑡) = 𝐻2 

… 

If 𝑇(𝑡) < 𝑇𝐾 then 𝐻𝑘(𝑡) = 𝐻𝐾 

    With 𝑇1 > 𝑇2 > ⋯ > 𝑇𝐾 and𝐻1 > 𝐻2 > ⋯ > 𝐻𝐾. 

 If precipitation at day t is below the threshold  P(t) < P0 and the temperature has 

decreased or has increased by an amount smaller than a given threshold: 

𝑇(𝑡) − 𝑇(𝑡 − 1) ≤ 𝑇𝑐 > 0          (2) 

then the state of each cell remains at the state of the previous time step.  

 Otherwise, if precipitation at day 𝑡 is below the threshold  𝑃(𝑡) < 𝑃0 and the 

temperature has increased by an amount larger than a given threshold 

 

𝑇(𝑡) − 𝑇(𝑡 − 1) > 𝑇𝑐 > 0             (3) 
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the state of a pixel in state 0 remains at state 0, and a pixel at state 1 changes to 

state 0 (fusion of snow) if the number of neighbour cells 𝑁(𝑖, 𝑗) with state 1 is 

smaller than a given threshold 𝑁𝑚: 

𝑁(𝑖, 𝑗) ≤ 𝑁𝑚               (4) 

Thus  𝑃0, 𝐾, 𝑇1, 𝑇2, … , 𝑇𝐾, 𝐻1, 𝐻2, … , 𝐻𝐾, 𝑇𝑐, 𝑁𝑚  are parameters to calibrate. 

When representing the discretized snowline defined by the data pairs 

(𝑇1, 𝐻1; 𝑇2, 𝐻2; … ; 𝑇𝐾, 𝐻𝐾) they result in a straight line, thus the calibration can be simplified 

from 2𝐾 parameters to just two parameters, the slope b and the intercept a  of the straight 

line: 

𝐻(𝑡) = 𝑎 + 𝑏𝑇(𝑡)                (5) 

Thus the parameters to calibrate are 𝑃0, 𝑎, 𝑏, 𝑇𝑐, 𝑁𝑚, which is a more amenable number of 

parameters. They are assigned optimal values using an optimization approach (search using 

the uniform mesh method) in which values are given to the parameters. The set of values 

which result in a minimum value for the mean squared error between experimental data and 

simulated snowpack for the calibration period are chosen as the parameters for the model. 

3. Case study 

Our case study is located in the Sierra Nevada mountain range, a Mediterranean high altitude 

mountain range in southern Spain (Figure 5.1.A). The area of interest is the domain in which 

we find the main snow pack of the Sierra Nevada mountain range. Nevertheless, for 

simplicity, the domain employed to simulate the SCA evolution was defined by using a 

rectangular portion of the MODIS mesh that includes the aforementioned area of interest. The 

final adopted mesh covers an area significantly wider than the main snowpack in the Sierra 

Nevada. Outside of this area within the mesh we can occasionally find some snow but it 

disappears in a few days. Figure 5.1.A shows the area of interest, where the probability of 

having snow is higher than six days every snow season. It has been obtained by using 

historical MODIS satellite data. 

The domain dimensions are around 80 km in length (E-W direction) and between 15 and 30 

km wide (N-S direction), giving a surface area of approximately 2000 km
2
. The Sierra 

Nevada is a national park with significant biodiversity and it is home to the most meridional 

ski resort in Europe. The Sierra Nevada is also an important source of water resources, mainly 

from the accumulation of snow during the winter. The aim of this study is to estimate the 

daily dynamics of the snow covered area on a grid with square cells approximately 460 m 

long on each side, which correspond to the pixels of the MODIS image that covers the region. 

NASA has been collecting SCA information since 1966 at various temporal resolutions (1 

day, 8 days and 1 month) and with an approximate spatial resolution of 463 m since 2000, 

using MODIS (Hall et al., 2006).  

The daily SCA from MODIS provides the fractional covered area (in % for example).     

Because the automaton provides binary results for each pixel (snow or non-snow), in order to 
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facilitate the comparison of snow spatial distribution with the satellite observation maps, we 

decided to use a binary satellite product to calibrate and validate the model. Nevertheless, 

instead of directly using the binary MODIS product (Hall et al., 2006) we used the fractional 

snow cover product in order to define our own binary product. We did this because we 

wanted to complete the snow information for pixels with cloudy conditions to define the 

satellite maps. We employed an interpolation method to estimate those “cloudy pixels” that 

can be only applied with the fractional snow covered area product before translating it into 

our binary product. 

For cloudy days, the fractional snow cover in a pixel covered by clouds was estimated using a 

linear interpolation between the closest prior and next cloudless days. In our case, this 

provided a close enough approximation, taking into account that, in the historical period, the 

number of consecutive cloudy days in a pixel was quite small (the mean length of consecutive 

cloudy dates in a pixel is 2.2 days in the calibration period and 1.6 in the validation period) 

and the inertia of the snowpack in this alpine region is sufficient.      

Finally, we transformed the completed fractional SCA product to a daily binary SCA image 

by using the unbiased transformation: 

  𝐵(𝑖, 𝑗, 𝑡) = {
1     𝑖𝑓    𝐹(𝑖, 𝑗, 𝑡) ≥ 50%

0   𝑖𝑓     𝐹(𝑖, 𝑗, 𝑡) < 50%
                 (6) 

Where 𝐹(𝑖, 𝑗, 𝑡) is the fractional SCA (in %) of the cell (𝑖, 𝑗) at day 𝑡 and 𝐵(𝑖, 𝑗, 𝑡) is the 

binary SCA of the cell (𝑖, 𝑗) at day 𝑡. Thus the daily dynamics of SCA, that is the area 

covered by the snowpack, can be represented as a time series of the number of cells of SCA 

versus time.  

In this study, a three year time span, from 1 July 2000 to 30 June 2003, was used for 

calibration purposes and another three year time span, from the 1 July 2003 to 30 June 2006, 

was used for validation purposes. As an example of the snow area dynamics for a given year, 

Figure 5.2 shows the daily dynamics of the SCA for three consecutive years, from 1 July 2000 

to 30 June 2003. From Figure 5.2, it can be seen how the time series starts in the summer 

when there is no snow pack. The SCA is represented as number of cells where each cell has a 

surface area of 460 m x 460 m or 0.2116 km
2
. For this particular time period, it can be seen 

how the dynamics may be very different from year to year with a different number of maxima 

each year. At the beginning of the snow season the SCA peaks are asymmetrical with rapid 

growth and a slower decrease but in the middle of the snow season the peaks are more 

symmetrical and show quick dynamics. The driving variables of precipitation and temperature 

can be calculated from many different sources, such as from the dataset SPAIN02 (Herrera et 

al., 2012, 2016). The Spain02 dataset is a daily temperature and precipitation estimation from 

the observational data (around 2500 quality-controlled stations) collected by the Spanish 

Meteorological Agency in the period 1971 to 2010. An assessment of the validation of some 

Spanish datasets, including Spain02, was recently carried out by Quintana et al. (2016). We 

have employed version 4 (v4) of the SPAIN02 project dataset 

(http://www.meteo.unican.es/en/datasets/spain02), which includes daily field estimations with 

a spatial resolution of 0.11º in rotated coordinates matching Euro-CORDEX grids. The 
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SPAIN02 dataset has already been employed in many research studies (Escriva-Bou et al., 

Fernandez-Montes et al., 2015). 

Even for this single dataset, different indices can be calculated, for example by using the 

mean precipitation of stations that have a certain altitude (a.s.l.). The altitude thresholds of 

1000, 1500, 2000, 2500 and 3000 m (a.s.l.) have been used. For temperature, there are even 

more possibilities, as the minimum, mean or maximum temperature could be used. Also, with 

regard to precipitation, the mean temperatures above 1000, 1500, 2000, 2500 and 3000 m 

(a.s.l.) have been considered. Figure 5.3 shows, for one year and for illustrative purposes, the 

daily temperature index calculated as the mean of the minimum temperatures above 1000 and 

3000 m (Figure 5.3.A) and the mean of the maximum temperatures above 1000 and 3000 m 

(Figure 5.3.B). After trying the different combinations of precipitation indices (5 possibilities) 

and temperature indices (15 possibilities) the combination of precipitation above 1000 m and 

maximum temperature above 1000 m have been shown to be the best choice as climatological 

indices for the study area. The procedure used to choose the best climatological indices was to 

obtain a first best estimation of the model parameters 𝑃0, 𝑎, 𝑏, 𝑇𝑐, 𝑁𝑚  and then compare the 

results with each pair of indices as explained below. These indices are shown with the 

experimental SCA in Figure 5.4. Once the climatological driving variables are chosen, 

calibration is performed by selecting the optimal values of the parameters 𝑃0, 𝑎, 𝑏, 𝑇𝑐, 𝑁𝑚 that 

provide unbiased and minimum squared error estimation by comparing the experimental SCA 

given in Figure 5.2, 𝑆𝐶𝐴(𝑡), and the estimated SCA from the automata model, 𝑆𝐶𝐴∗(𝑡). The 

estimate is unbiased if the mean error is close to zero and the estimate with minimum squared 

error is preferred, where the mean error (ME) is defined as: 

  𝑀𝐸 =
1

𝑁
∑ (𝑆𝐶𝐴∗(𝑡) − 𝑆𝐶𝐴(𝑡))𝑁
𝑡=1           (7) 

And the mean squared error (MSE) is defined as:  

𝑀𝑆𝐸 =
1

𝑁
∑ (𝑆𝐶𝐴∗(𝑡) − 𝑆𝐶𝐴(𝑡))2𝑁
𝑡=1        (8) 

Because the number of calibration variables 𝑃0, 𝑎, 𝑏, 𝑇𝑐, 𝑁𝑚 is relatively low (five variables), it 

is possible to obtain the first estimates by doing an exhaustive search in a coarse grid. Using 

10 possibilities for each variable there are 105 combinations of parameters to evaluate. Next 

the search is refined by using a finer grid for each parameter while keeping the rest of the 

parameters fixed at their best estimates. The best estimate for 𝑇𝑐 is 0 and the best estimate for 

𝑁𝑚 is 14 when a neighbourhood of 24 cells (that is a 5x5 neighbourhood) is considered. The 

best estimate for 𝑃0 is 6.80 mm while the best estimates for 𝑎 and 𝑏 are 1170 and 80 

respectively. Figure 5.5 shows the ME and MSE as a function of the temperature threshold 𝑇𝑐, 

while the rest of the parameters are kept to their optimal values. It can be seen how the lowest 

MSE is given by the value of 0 
o
C which gives also an acceptable ME. Figure 5.6 shows the 

ME and MSE as a function of the precipitation threshold 𝑃0, while the rest of the parameters 

are kept to their optimal values. It can be seen how the lowest MSE is given by values of 𝑃0 

equal to 6.8 mm which also results in an acceptable ME. Figure 5.7 shows the ME and MSE 

as a function 𝑁𝑚 when a neighbourhood of 24 cells (that is a 5x5 neighbourhood) is 
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considered. The estimated value is 14, which gives the minimum MSE and a reasonable ME. 

Figure 5.8 shows the ME and MSE as a function of the calibration parameters a and b 

respectively. Thus the best calibration values for the variables 𝑃0, 𝑎, 𝑏, 𝑇𝑐, 𝑁𝑚 are 6.8, 1170, 

80, 0 and 14 respectively.  

When the cellular automaton model is applied with these parameters, the estimated dynamics 

of daily SCA are obtained and have been represented in Figure 5.9. The mean error is 62 cells 

and the mean squared error is 264896. It can be seen from Figure 5.9 that the main 

discrepancy is that the maximum experimental SCA with very fast dynamics is only partially 

captured. One explanation for this may be that the change in the snowline over time does not 

follow a straight line for the whole year but two different straight lines, one for the winter 

months and another for the rest of the year. We have observed this when the data are averaged 

for a large number of years. However, for the three year period the relationship is not as clear, 

as may be seen in Figure 5.10. Thus, this issue is left open for future research to improve the 

cellular automaton. Nevertheless, Figure 5.10 shows how the linear relationship between 

snowline altitude and temperature obtained from the experimental data (MODIS binary 

images, the digital elevation model and the temperature driving variable) is similar to the 

optimal values obtained by calibration and minimization of the mean square error, which 

speaks to the robustness of the methodology.     

The utility of the calibrated model is that it can be applied in operational mode to another time 

interval that was not used in the calibration and where there are not experimental SCA data. 

However in this study where the main task was to present the methodology and its 

performance, the method has been applied to another time interval not used in calibration, but 

where the SCA is known so it can be compared to the model’s prediction. This process is 

shown in Figure 5.11, which shows the experimental SCA from 1July 2003 to 30 June 2006 

and the estimated evolution of the SCA. The ME is -49 cells and the MSE is 451212. 

Obviously the MSE is worse than in the calibration period but it can be seen how the bulk of 

the evolution has been captured and could provide useful results for application. Finally, 

Figure 5.12 shows the spatial evolution of the daily SCA for the 8 days from 19 to 26 

December 2005, which correspond to the main peak in Figure 5.11 around day 177. It can be 

seen how the main features of the SCA are captured in the values estimated using the cellular 

automaton model. 

The cellular automaton model may be modified in different ways so as to improve its final 

performance. Some are left for future research but one that should be examined here is the 

following. The rule described in equations (2) and (3) seems to have less of an explanation 

than a global rule as follows: 

 If precipitation at day 𝑡 is below the threshold  𝑃(𝑡) < 𝑃0 and the temperature has 

decreased or has increased by an amount smaller than a given threshold: 

𝑇(𝑡) > 𝑇𝑐𝑐                (9) 

By calibrating the cellular automaton with this new rule the optimal value of 𝑇𝑐𝑐 is 13ºC 

(Figure 5.13). Although this rule seems to make more physical sense than the other rule, the 



Assessing impacts of potential climate change scenarios in water resources systems depending on 

natural storage from snowpacks and/or groundwater 

  

99 
 

results of MSE of 308760 for calibration (Figure 5.14) and 580121 for validation (Figure 

5.15) are clearly worse than the rules in equations (2) and (3). 

4. Conclusions 

Cellular automata models have been presented to estimate daily snow cover dynamics in the 

Sierra Nevada mountain range in southern Spain. The area has been discretized with a cell 

size equal to the size of the MODIS pixel. The snow covered area from the MODIS snow 

covered area product was used to calibrate the cellular automaton model. Lumped 

climatological indexes were introduced in order to reproduce realistic dynamics in the study 

area, given that  in summer the snow covered area is null (thus the whole area has a constant 

value of zero) and therefore a pure cellular automaton would fail. The model must be 

calibrated using five parameters: a precipitation threshold, the parameters of a straight line 

that define the snowline altitude as a function of temperature, and two pure cellular automata 

parameters. Of the latter, the first parameter is the size of the neighbourhood considered in the 

dynamics of each cell and it has been set as a 5x5 neighbourhood so the central pixel has 24 

neighbours. The second parameter is the number 𝑁𝑚 of neighbours with snow, which controls 

if a pixel with snow will change to the state of no snow when the temperature increases and 

there is no precipitation. The optimal number 𝑁𝑚 was 14. The results obtained with the 

calibrated model when it is applied in operational mode to a different time period can be 

judged as satisfactory, as the main events of the dynamics are captured by the calibrated 

model. The introduction of spatially distributed climatological indices is left open for future 

research.  
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Figures of the Chapter 5 

 

Figure 5.1. A: Location of the Sierra Nevada mountain range in Southern Spain. B: the digital 

elevation model of the study area. C: Landsat image, provided by the USGS, that shows the 

snow covered area in Sierra Nevada for the date 20/01/2000. 
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Figure 5.2. Daily dynamics of the snow covered area for three consecutive years, from the 1st 

of July of 2000 to the 30th of June 2003. 
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Figure 5.3. Daily temperature indexes calculated as A: the mean of the minimum temperatures 

of the stations of SPAIN02 that are above 1000 and 3000 m and B: the mean of the maximum 

temperatures of the stations of SPAIN02 that are above 1000 and 3000 m. 
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Figure 5.4. A: Daily precipitation index (calculated as the mean precipitation from stations of 

SPAIN02 above 1000 m) and the SCA time series, and B: Daily precipitation index 

(calculated as the mean maximum temperature from stations from SPAIN02 above 1000 m 

and SCA) and the SCA time series. 
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Figure 5.5. Mean square error (solid line) and mean error (dashed line) when the only varying 

parameter is the temperature threshold Tc while the rest of the parameters are hold at their 

optimal values. It may be seen how the lowest MSE is given by the value of 0 ᵒC which gives 

also an acceptable ME. 

 

Figure 5.6. Mean square error (solid line) and mean error (dashed line) when the only varying 

parameter is the precipitation threshold while the rest of the parameters are hold at their 

optimal values. The precipitation threshold with minimum mean square error statistic is 6.8 

mm (vertical gray bar) which gives an acceptable mean error of -20 cells. 
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Figure 5.7. Mean square error (solid line) and mean error (dashed line) when the only varying 

parameter is the number Nm of neighbours with snow which controls if a pixel with snow will 

change to the state of no snow when temperature increases and there is no precipitation. The 

Nm with minimum mean square error statistic is 14 (vertical gray bar) which gives an 

acceptable mean error. 

 

Figure 5.8. Mean square error (proportional to the width of the circles) when the only varying 

parameters are a (interception with the origin) and the parameter b (slope) of the straight line 

between temperature and altitude of the snow line. The values of 1170 and 80, for a and b 

respectively, provides the minimum mean square error (solid black circle). 
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Figure 5.9. Experimental SCA and estimated SCA by the calibrated cellular automata model.   

 

Figure 5.10. Experimental lineal relation between temperature and altitude of the snow line 

for the three years calibration period (dots and solid line) and the independent lineal relation 

obtained from model calibration (dashed line). 
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Figure 5.11. Experimental SCA and estimated  SCA by the calibrated cellular automaton 

model.   
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Figura 5.12. Spatial daily evolution of the experimental (left) and the estimated by the cellular 

automaton (right) from the 19th of December 2005 (top) to the 26th of December 2005 

(bottom). 
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Figure 5.13. Mean square error (solid line) and mean error (dashed line) when the only 

varying parameter is the global temperature threshold Tcc while the rest of the parameters are 

hold at their optimal values. It may be seen how the lowest MSE is given by the value of 13 

ᵒC which gives also an acceptable ME. 

 

Figure 5.14. Experimental SCA and estimated SCA by the calibrated cellular automata model 

with the global criterion given in Equation (9).   
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Figure 5.15. Experimental SCA and estimated SCA by the calibrated cellular automaton 

model with the global criterion given in Equation (9).  
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Abstract 

The objective of this paper is to investigate different methods to generate future potential 

climatic scenarios at monthly scale considering meteorological droughts. We assume that 

more reliable scenarios would be generated by using regional climatic models (RCMs) and 

statistical correction techniques that produce better approximations to the historical basic and 

drought statistics. A multi-objective analysis is proposed to identify the inferior approaches. 

Different ensembles (equifeasible and non-equifeasible) solutions are analysed, identifying 

their pros and cons. A sensitivity analysis of the method to spatial scale is also performed. 

The proposed methodology is applied in an alpine basin, the Alto Genil (southern Spain). The 

method requires historical climatic information and simulations provided by multiple RCMs 

(9 RCMs are considered in the proposed application) for a future period, assuming a potential 

emission scenario. We generate future series by applying two conceptual approaches, bias 

correction and delta change, using five statistical transformation techniques for each. The 

application shows that the method allows improvement of the definition of local climate 

scenarios from the RCM simulation considering drought statistics. The sensitivity of the 

results to the applied approach is analysed. 
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1. Introduction 

Water-scarce areas frequently suffer severe drought periods and their optimal operation is 

crucial for sustainable management of their water resources systems. Over the last thirty 

years, Europe has been affected by a series of major droughts: in 1976, 1989, 1991, and 2003 

[1]. The drought of 2005 has been the most marked in the Iberian Peninsula. In addition, the 

latest studies on climate change expect significant decreases in resources in the Mediterranean 

river catchments, with significant environmental, economic, and social impacts [2]. In most of 

these areas, the problem will be exacerbated in the future, due to climate change [3], which is 

associated with an increment in the occurrence of extreme events [4]. 

In recent years, the number of studies assessing the impacts of climate change on droughts 

(through appropriate indices and techniques) in water resources systems [5,6], which is a 

major concern of climate change, has increased [7–9]. Some authors point out that the global 

climate models (GCMs) and regional climatic models (RCMs) are generally able to reproduce 

the observed pattern of droughts [10,11]. There are some works that directly use climate 

model simulations to assess droughts (e.g., [12,13]). However, other authors show cases 

where there is significant bias between the historical and modelled precipitation [14,15], 

which requires further analysis. 

Future scenarios of climatic variables can be generated by applying statistical correction 

techniques to the output of physical climate models (control and future scenarios), taking into 

account the statistics of the historical series [16–18]. RCMs provide a dynamic approach, with 

a spatial resolution of tens of kilometres. They are nested with GCMs that have a coarser 

spatial resolution (hundreds of kms). In most cases, the statistics generated by these physical 

models show a significant bias with respect to the “real” values, and the application of 

appropriate correction techniques is required to analyse climate change impacts in these 

systems. There are several correction techniques with various degrees of complexity and 

accuracy: correction of first and second order moments, regression approach, quantile 

mapping (QM), etc. They can be applied assuming two different conceptual approaches: bias 

correction and delta change techniques [19,20]. The bias correction techniques apply a 

perturbation to the control series to obtain another one whose statistics are more similar to the 

historical ones. They assume that the bias between statistics of real data and model scenarios 

(control scenarios) will be maintained invariant, into the future (e.g., [21–24]). The delta 

change techniques assume that the RCMs provide an accurate assessment of the relative 

changes between the present and future statistics, but do not adequately assess their absolute 

values. They use the relative difference in the statistics of future and control simulations to 

create a perturbation in the historical series in accordance with these estimated changes (e.g., 

[25–27]). 

When future scenarios are generated from RCMs nested to GCM, an important aspect to take 

into account is the assessment of uncertainties, which play a big role in the definition of future 

climate projections [28]. In order to reduce the modelling uncertainty, different RCM 
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simulations should be considered. On the other hand, the generation of potential future 

scenarios, based on a selection of the most reliable RCMs, could reduce the uncertainty of the 

future predictions, which would be important for the assessment of extreme events, such as 

droughts [29]. From individual climate change projections, different authors (e.g., [26,30]) 

have proposed defining ensemble scenarios, which coalesce and consolidate the results of 

individual climate projections, thus allowing for more robust climate projections that are more 

representative than those based on a single model [31]. 

In this study, we perform an analysis of several statistical approaches and RCMs, to generate 

future potential scenarios at a monthly scale, which is the usual timescale for the analysis of 

water resource management problems. We assess different solutions, taking into account 

basic and drought statistics of the historical series and the climatic model simulations. A 

multi-objective analysis is proposed to identify the inferior approaches. The elimination of the 

inferior approaches in the definition of ensemble scenarios would also help to reduce the 

uncertainties associated with the generation of scenarios. Different ensembles (equifeasible 

and non-equifeasible) solutions are analysed, identifying their pros and cons. A sensitivity 

analysis of the method to the spatial resolution employed in the assessment is also performed. 

The proposed methodology is applied to the Alto Genil Basin (southern Spain). 

The paper is structured as follows. In Section 2, we describe the methodology, which includes 

the sequential application of different statistical techniques (correction techniques; multi-

objective analysis, and predictions of ensembles). Section 3 describes the case study and 

available data, including historical and climatic simulations. Section 4 includes the results and 

the discussion, Section 5 presents limitations of this study and, finally, Section 6 summarises 

the main conclusions. 

2. Method 

The steps of the proposed methodology to generate potential monthly future climate scenarios 

(precipitation and temperature) are represented in Figure 6.1. This includes the analysis of 

data and generation of future individual projections, a multi-objective analysis to identify 

inferior models, and different ensembles of predictions (described in Sections 2.1, 2.2, and 

2.3, respectively). 

2.1. Generation of Future Individual Projections 

An analysis of historical data and RCM simulations allows for identifying the necessity of 

applying statistical correction techniques to generate future scenarios. These techniques can 

be employed under two different approaches: 

(1) For each RCM model, we can represent the differences between the statistics (basic and 

drought statistics) of the control scenarios simulations and the “historical” values. These 

usually reveal significant bias, which justifies correcting them. The set of techniques to 

address this issue are known as bias correction approaches, since they apply a 

perturbation to the control series with the aim of forcing some of their statistics to get 

closer to the historical ones. In order to generate future series, they assume that the bias 
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between the statistics of real data and model scenarios (control scenarios) will remain 

invariant into the future (e.g., [22,32]). 

(2) We can also represent and analyse the relative differences between control and future 

scenario statistics for the climatic model simulation for specific emission scenarios. 

Based on this information, future scenarios can be also generated by assuming that the 

RCMs provide accurate assessment of the relative changes in the statistics between 

present and future scenarios, but that they do not adequately assess the absolute values. 

These approaches, known as delta change solutions, use the relative difference in the 

statistics of control and future simulations to create a perturbation in the historical series, 

in accordance with these estimated changes (e.g., [25–27]). 

Both approaches, bias correction and delta change, use the same time series (historical and 

control and future simulation from RCMs) to generate future climatic scenarios. In the bias 

correction approach, a transformation function is calibrated to modify the RCM control series, 

in order to obtain a corrected one whose statistics are similar to the historical ones. The 

calibrated correction function is applied to the future RCM simulation series to generate 

potential future scenarios. In the delta change approach, the transformation function is 

defined, taking into account the difference between future and control RCM simulations. 

They assume that the changes described by these transformation functions can be applied 

directly to the historical series to obtain potential future series. For both conceptual 

approaches, bias correction models and delta change solutions, we intend to test several 

statistical techniques with various degrees of complexity and accuracy that intend to preserve 

different statistics: correction of first- and second-order moments, regression approach, and 

QM, which are described below. 

In the first-moment correction techniques, the transformation function only intends to provide 

a good approximation to the mean values. It is the simplest correction technique and has been 

extensively used for delta change [33] and bias correction [34] approaches. The second-

moment correction technique is focused on the approximation of the mean and standard 

deviation to define the transformation function. We will apply the transformation function 

proposed by Pulido-Velazquez et al. [25]. The regression technique defines the transformation 

function by adjusting a regression function. Usually, a linear function can provide reliable 

results in the adjustment. This technique has been extensively applied using the bias 

correction approach (e.g., [35,36]). The QM is another correction technique commonly 

employed. The transformation is elaborated using the cumulative distribution function of the 

series. In this study, we will consider two QM techniques [37]: the distribution-derived 

transformations and empirical quantiles. The two techniques were applied using the qmap 

package developed by Gudmundsson et al. [37]. We will use the Bernoulli–gamma 

distribution to adjust precipitation data and the normal distribution for temperature series. The 

cumulative distribution function is approximated using tables of empirical percentiles, while 

values between the percentiles are approximated using linear interpolation in the case of 

empirical quantiles. Table 6.1 shows a brief summary of advantages and disadvantages of 

each correction technique. 
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In the bias correction approaches, a correction function will be calibrated to modify the 

control series to make the statistics of the new corrected series equal or similar to the 

historical ones. Since the bias correction is focused on the statistics of the series, we need to 

use long-enough historical and control series with invariant statistics, in order to be 

representative of the system climate. In cases in which these historical series can be divided 

into two long-enough series, one should be employed for the calibration and the other for the 

validation. It can be achieved through a “traditional split sample test” or a “differential split 

sample test” [38]. The first has earlier been used to evaluate bias correction methods for 

stationary conditions [39,40], while the second is used for non-stationary conditions [41]. If 

the series are not long enough, they might include drought or wet periods that modify the 

statistics of the series, making them not representative of the climate. In those cases, we need 

to assume the hypotheses of climate stationarity, the statistic of the representative series being 

invariant. In this case, the validation is not possible, and we need to assume that those 

inferiors in calibration would also be inferiors in a hypothetical validation. The adopted 

calibrated bias model will be applied to the future series to generate the corrected future 

scenarios. 

We also analyse the statistics of the corrected series (corrected control and corrected future in 

the bias correction approach and future series generated by perturbation of the historical series 

in the delta change approach) in order to discuss and draw conclusions about the pros and 

cons of each statistical technique applied under different conceptual approaches. 

We analyse not only classic but also drought statistics (duration, magnitude, and intensity) 

[42,43]. The Standard Precipitation index (SPI) was adopted to perform the drought analysis 

[44,45]. From the SPI series, the statistics were obtained by applying run theory [46,47]. Note 

that the probability of occurrence of precipitation for the SPI calculation, in the control and 

future simulations, was obtained using parameters calibrated from the observed series, in 

order to perform an appropriate comparison [9]. 

2.2. Multi-Objective Analysis of the Main Statistics (Basic and Drought Statistics) 

A multi-objective analysis based on the goodness-of-fit to some statistics is proposed to 

identify the approaches that provide more reliable approximations to basic (mean, standard 

deviation, and asymmetry coefficient) and drought statistics (duration, magnitude, and 

intensity). The criteria employed to identify the inferior approaches is the next one: An 

approach is inferior if any other approach provides approximations significantly better for all 

the cited statistics (basic and drought statistics). In this analysis of the goodness-of-fit, we do 

not provide a higher relevance to any of the selected statistics. A homogeneous criteria 

(threshold) has been adopted to consider an approach significantly better than others with 

respect to a specific statistic. It is defined by a maximum value of the relative difference with 

respect to the historical statistic. This maximum threshold will be discussed in the application 

to the case study. 

It allows discrimination of the inferior RCMs (in delta change solutions) and combinations of 

RCM models and correction techniques (in bias correction approaches). Note that in bias 
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correction approaches, each technique generates a corrected control simulation, whose 

statistics can be compared with the historical ones, and, therefore, the goodness-of-fit for each 

technique can be assessed. However, delta change approaches do not generate corrected 

control series and the goodness-of-fit with respect to the historical statistics can only be 

assessed for the RCMs and not for the correction techniques. 

A multi-objective analysis, somewhat similar to the one proposed here, was performed in an 

earlier study of an aquifer, but it was focused only on basic statistics (mean, standard 

deviation, and asymmetry coefficient) [26] of “delta change” solutions for two different 

corrections (first and second moment corrections). It aimed to identify reliable RCM models 

in terms of goodness-of-fit for the first and second statistics of the control scenario 

simulations of the historical data. The inferior RCM models (in terms of goodness-of-fit) were 

identified (“dominated solutions”, using the terminology of multiple-objective analysis) and 

eliminated. In this way, a model is eliminated if any other RCM model provides a more 

accurate approximation for all the cited historical statistics. In the present study, we propose a 

more general and complete multi-objective analysis, in which drought statistics (duration, 

magnitude, and intensity) are also included in the selection objective. 

The application is also extended to consider bias correction approaches. This allows us to 

identify the best combination of RCM models and bias correction technique, in terms of the 

goodness-of-fit of the corrected control scenarios to the main statistics of the historical data. 

These multi-objective analyses should be performed in accordance with the results obtained 

when validating the correction model. Nevertheless, if the information cannot be divided into 

two long-enough series representative of the climate whose statistics are nearly invariant, we 

cannot perform, explicitly, a validation of the correction model. In these cases, assuming that 

the statistics of any long-enough period remain invariant, the calibration implicitly could be 

considered validated, due to the fact that the same results would be obtained under this 

hypothesis for any other period representatives of the climate conditions. Therefore, in these 

cases, the results of the calibration periods should be used to perform the multi-objective 

analyses. 

2.3. Ensembles of Predictions to Define More Representative Future Climate Scenarios 

We will study different options to define ensemble of potential future series from the results 

obtained in the multi-objective analysis. Some authors suggest that the ensembles of 

predictions produce more robust climate projections than those based on a single model [31]. 

We compare equifeasible solutions (considering all the RCMs simulations) and non-

equifeasible solutions (considering only those RCMs, or combination of RCMs and 

techniques that are not inferior according to the multi-objective analysis). 

Two ensemble scenarios were defined by combining, as equifeasible members, all the future 

series (that correspond to different RCMs simulations) generated by applying delta change 

(scenario E1) or bias correction (scenario E2) approaches. Note that, in the equifeasible 

ensembles, the number of members employed to define the future scenarios can be obtained 

by multiplying the number of RCMs and the number of techniques. Two other options were 

defined by combining only the uneliminated models (E3) (in delta change approach) or the 
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uneliminated combinations of models and correction techniques (E4) (bias correction 

techniques), assuming that we do not trust the eliminated ones. As we already commented on 

in the previous section, in the delta change approaches, we eliminate RCM simulations, 

instead of series obtained by the combinations of RCM and correction technique. Therefore, 

when we eliminate an RCM simulation, we remove all the series generated with this RCM by 

applying different correction techniques. This will allow us to perform a sensitivity analysis 

of the goodness-of-fit of the future ensemble scenarios generated with or without any 

previous selection. From a methodological point of view, the proposed ensembles (E3 and 

E4) defined with the uneliminated models are based exclusively in those that provide better 

approximations of both basic and drought statistics. 

The sensitivity of the solutions to the spatial scale has been also analysed for the selected case 

study. The Alto Genil Basin (southern Spain) extends over a wide range of altitudes and may, 

therefore, produce greater spatial variability with respect to the impacts of climate change on 

precipitation [48]. The distributed approaches are defined by applying the correction 

techniques (Section 2.1) to generate the future series in each cell by using the historical and 

RCM series available for the cell. The multi-objective analyses (Section 2.2) in the distributed 

approaches is defined by using, for each statistic, the weighted average for all the cells in the 

domain (taking into account the surface area of each) of the square relative differences, with 

respect to the historical one. The final ensemble of predictions obtained for the distributed 

approaches (Section 2.3) allows us to analyse the spatial heterogeneity of the climate change 

impacts. We will also analyse the sensitivity of the overall results obtained at catchment scale 

from using a lumped or a distributed procedure. 

3. Study Area: Description and Available Data 

3.1. Location and Description of the Alto Genil Basin 

The study basin has an area of 2596 km², and it is situated in the south of Spain (see Figure 

6.2). The basin varies substantially in elevation, from 528 m to 3471 m. The main river of the 

basin is the river Genil, which is the most important in the province of Granada, and one of 

the most important in Andalusia. The main contributions to the river come from Sierra 

Nevada Mountains in the melt season. The spatial resolution applied to perform a distributed 

approach is defined by the grid represented in Figure 6.2, in which the cell size is 12.5 km. 

3.2. Historical Climate Data 

We used historical data provided by the Spain02 project [49,50] for the period 1971–2000. It 

includes daily temperature and precipitation estimates from observations (around 2500 

quality-control stations) of the Spanish Meteorological Agency. An assessment of the 

validation of some Spanish datasets (including Spain02) was recently made by Quintana-

Seguí et al. [51]. We used version 4 (v4) of the Spain02 project dataset 

(http://www.meteo.unican.es/en/datasets/spain02). The project uses the same grid as the 

EURO-CORDEX project [52] (see Figure 6.2) with a spatial resolution of 0.11° 

(approximately 12.5 km). The Spain02 dataset has already been employed in many research 

studies [53,54]. Figure 6.3 shows the lumped historical monthly temperature and precipitation 
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for the catchment and the distributed mean temperature and precipitation. The areas of higher 

elevation (see Figure 6.2) produce higher precipitation and lower temperatures. 

3.3. Climate Model Simulation Data. Control and Future Scenarios 

The most pessimistic emission scenario of the CORDEX project [52] was considered 

(RCP8.5). For this scenario, we analysed nine climate-change scenarios corresponding to four 

different GCMs. To assess potential future climate scenarios (for the period 2071–2100) we 

used the output series (control and future simulations available from the CORDEX EU 

Project) from five RCMs (CCLM4-8-17, RCA4, HIRHAM5, RACMO22E, and WRF331F) 

nested inside each of the GCMs considered. The RCM simulations considered are 

summarised in Table 6.2. 

In order to show the bias between historical data and the control simulation, Figure 6.4 shows 

the monthly mean and standard deviation of the historical and control series from RCMs 

(precipitation and temperature) for the mean year in the reference period (1971–2000). All 

RCMs show significant biases with historical data for the basic statistics. The mean relative 

differences in precipitation are significant (54% for the mean and 36% for the standard 

deviation). They are lower, though also significant, for temperature (22% for the mean and 

11% for the standard deviation). Figure 6.5 shows the drought statistics of the historical and 

control series of the RCM in the reference period (1971–2000). The RCM drought statistics 

also show significant biases with historical data. 

Significant bias in the basic (Figure 6.4) and drought (Figure 6.5) statistics, also pointed out 

by several authors in different case studies [3,23], forces us to apply a correction technique to 

generate future scenarios (see Section 2.1). These techniques use the relative changes between 

the control and future simulation to perturb the historical series, in order to generate future 

climatic series. Figure 6.6 shows the relative monthly change between mean and standard 

deviation of the future (2071–2100) and control (1971–2000) series (precipitation and 

temperature) for each RCM. This information is used directly in the delta change approach to 

generate the future series. However, the bias correction approach, as commented in Section 

2.1, uses the changes between the historical and the control simulations. The mean relative 

changes in mean temperature and mean precipitation predicted by the different RCMs were 

−27% and 1.5%, and the mean relative changes in the standard deviation of temperature and 

precipitation were −9% and 16%, respectively. 

4. Results and Discussion 

4.1. Application of Different Correction Techniques 

In order to apply statistical techniques to generate future scenarios, we assume that our 30-

year period of historical data is long enough to summarise the climate conditions in our 

system, being similar to those obtained with any other previous historical time series. 

However, if we split this period in two series, the statistics of these two periods are 

significantly different, and we cannot perform an explicit calibration and validation of the 

representative climate statistics with these data. For this reason, we have used the statistics of 
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the calibration period to assess the combinations of correction technique—RCMs under the 

bias correction approach and RCMs under the delta change approach, instead of using a “split 

sample test”. 

Different correction techniques under the two considered approaches (bias correction and 

delta change) have been applied to the nine RCMs considered. In this section, we only present 

results for one of them. The results concerning all the RCMs are presented in Sections 4.2 

(multi-objective analysis) and 4.3 (ensembles of scenarios). 

In the bias correction approach, we correct the control simulation in order to assess what 

combination of RCM technique provides the smallest difference compared to the historical 

data. If we focus on the mean, all the techniques provide accurate results. Figure 6.7 shows 

the control simulation, the corrected control simulation generated with each correction 

technique, and the historical data for the lumped approaches obtained for one of the nine 

RCMs used (HIRHAM5 RCM model nested in the EC-EARTH GCM). 

The corrected control simulations for all the techniques considered reproduce, almost exactly, 

the monthly means of the historical data. For precipitation, there are very small differences in 

means for some months because the correction procedure may produce some values lower 

than zero, which have to be moved to zero to have physical meaning. This has been pointed 

out in earlier work (e.g., [25]). In terms of standard deviation, most of the techniques provide 

accurate results for temperature and acceptable results for precipitation, except for the first-

moment correction, which maintains the same standard deviation as the control simulation. In 

the precipitation case, the results are not as accurate as in the temperature case because the 

correction procedure produces values lower than zero, which are moved to zero. For the 

asymmetry coefficient, QM using empirical quantiles provides the most accurate results. QM 

using empirical quantiles corrects this statistic, and using parametric distribution provides 

acceptable results. Again, these conclusions cannot be fully affirmed. With respect to the 

drought statistics (presented in Figure 6.8) for lumped approaches obtained using the 

HIRHAM5 RCM model nested in the EC-EARTH GCM, they still show important bias with 

respect to the historical droughts. As commented on in Section 1, several authors have 

previously pointed out that, in some cases, RCMs are not capable of reproducing the drought 

statistics of the observed series [14,15]. All the bias techniques provide considerable 

improvement in the drought statistic. However, since we are not proposing bias correction 

techniques that specifically correct drought statistics, we still have significant biases (see 

Figure 6.8). Nevertheless, we will apply a multi-objective analysis in order to eliminate, in the 

definition of potential future scenarios, the approaches that provide inferior approximations in 

terms of goodness-of-fit to the cited statistics. 

The basic and drought statistics of the future series generated (obtained using the HIRHAM5 

RCM model nested in the EC-EARTH GCM) by the five correction techniques considered 

under the two approaches (bias correction and delta change) can be observed in Figures 6.9 

and 6.10, respectively. All of the generated future series provide similar monthly means, 

especially for temperature. First-moment correction provides the same means for the two 

approaches, although the generated series are different. The same happens with the second-
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moment correction regarding the mean and standard deviation. However, the generated series 

show reduced precipitation and higher temperature for all techniques and approaches. The 

drought analysis indicates a significant increase in duration, magnitude, and intensity of 

droughts (see Figure 6.10). 

Figure 6.10 shows some SPI values lower than −4, which are too small, even for the 

Mediterranean area impacted by the extreme climate changes. In other studies, these values 

are commonly considered as outliers. Why do we obtain such small values? We should take 

into account that they are obtained from the simulation with a single specific RCM model in a 

long-term future horizon (2071–2100) under the most pessimistic emission scenario (RCP 

8.5). On the other hand, we should also take into account that the probability of occurrence of 

precipitation for the SPI calculation, in the control and future simulations, was obtained using 

parameters calibrated from the observed series, in order to perform an appropriate comparison 

[9]. Nevertheless, these results show that, using a single model, we could obtain some 

“strange” values. For this reason, we recommend performing the analyses of potential future 

scenarios considering several RCMs and correction techniques. In order to reduce the 

uncertainty due to the RCM employed, many authors recommend using an ensemble of 

several approaches coming from different RCM models. In our methodology, we also propose 

the analyses of different ensemble solutions, which would be described for our case study in 

the next subsections, where we will see if we still obtain values smaller than −4. 

4.2. Multi-Objective Analysis of Basic and Drought Statistics 

A multi-objective analysis taking into account basic statistics (mean, standard deviation, and 

asymmetry coefficient) and drought statistics (duration, magnitude, and intensity) has been 

performed in accordance with the methodology explained in Section 2.2. Since most of the 

combinations of model and bias correction technique provide accurate approximations to the 

first and second moments, a relative error threshold was defined for each statistic to define, as 

inferior approaches, only those whose corrected control is significantly worse. This threshold 

allows us to assume certain differences in some statistics as not significant. For a given 

statistic, we assumed that, when the relative difference of the estimated corrected control to 

the historical ones is smaller than 3%, the approach is labelled accurate enough, and not 

considered inferior to other approaches that provide slightly better estimates. If we do not 

apply this threshold to the analyses of bias correction approaches, a technique producing very 

reliable results for certain statistics, but poor results in the others, could not be eliminated by 

other techniques, with reliable results in all the statistics. 

Table 6.3 shows the eliminated (inferior models in terms of goodness-of-fit) and uneliminated 

models for the delta change approaches for the lumped and distributed cases. As described in 

Section 2, the lumped approaches are derived from single series for the whole case study, 

while the distributed approaches are defined by applying the correction techniques in each cell 

by using the historical and RCM series available for the cell. In these distributed approaches, 

the multi-objective analyses is defined by using, for each statistic, the weighted average 

(taking into account the surface area of each) for all the cells in the domain of the square 

relative differences, with respect to the historical one. In the lumped case only, the RCM 
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RCA4 nested with the GCM MPI-ESM-LR provides results inferiors to the others. In the 

distributed case, two models are inferior (HIRHAM5 nested to EC-EARTH and RCA4 nested 

to EC-EARTH). On the other hand, the multi-objective analysis allows us to identify the 

inferior combinations of RCM and correction technique in the bias correction approach. Table 

6.4 shows the eliminated and uneliminated combinations of models and correction technique 

for the bias correction approach. The approaches obtained with the first-moment correction 

technique are eliminated independently of the RCM employed. The approaches coming from 

the model RCA4, nested to EC-EARTH, are removed independently of the correction 

technique employed. The data presented in Table 6.4 were used to elaborate Figure 6.11. It 

shows the number of times that the approaches defined with each technique or RCM are not 

eliminated in the multi-objective analysis under the bias correction approach. The first-

moment correction technique, which is the most basic one, is always eliminated. Although it 

provides very accurate results in terms of the mean, its bias regarding other statistics is quite 

high. These simple first-moment correction approaches were also identified by other authors 

as the less accurate solutions [27]. The approaches obtained by regression and QM empirical 

quantile techniques show better agreement between historical and corrected control statistics 

(see Figures 6.7 and 6.8), and yield a greater number of uneliminated approaches. Regarding 

RCMs, CCLM4-8-17 (MPI-ESM-LR) and HIRHAM5 (EC-EARTH) are the most 

participative models in the ensembles, though the other models have considerable 

participation, with the exception of RCA4 (MPI-ESM-LR) and RACMO22E (EC-EARTH). 

In general, the sensitivity of the multi-objective analyses, with respect to using distributed 

approaches instead of lumped ones, depends on the model and the applied correction 

technique. Figure 6.11 shows that the results are not sensitive for the approaches obtained 

from the models MPI-ESM-LR nested to CCLM4-8-17, and IPSL-CM5A-MR nested to 

WRF331F. On the other hand, the approaches obtained with the correction technique “QM 

empirical quantile” are the only ones that are not sensitive. In general, the distributed 

approaches are eliminated a higher number of times than the lumped approaches, which 

makes sense, due to the higher complexity that supposes to fulfil the different objectives with 

distributed approaches. 

4.3. Ensembles of Predictions to Define More Representative Future Climate Scenarios 

We considered four options to define the most representative future scenarios by applying 

different ensembles of potential scenarios deduced from the available climate models. Two 

ensemble scenarios were considered by combining all future series (under different RCMs 

simulations and correction techniques) generated by delta change (E1) or bias correction (E2). 

This combination was done as equifeasible members. From the multi-objective analysis, two 

other combinations were defined using only the uneliminated models (E3) (in delta change 

approach) or the uneliminated combinations of models and correction techniques (E4) (in bias 

correction approach), assuming that we do not trust the eliminated ones. 

In terms of future temperature statistics, the ensemble scenarios defined with the lumped 

approach (Figure 6.12) show practically the same increment in monthly means. The standard 
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deviation estimated using delta change approaches are quite similar to the historical, but both 

ensembles defined by applying bias correction show significantly lower values. 

In terms of future precipitation statistics, almost the same reduction in future mean values are 

predicted by all the ensembles for every month (Figure 6.12). The standard deviation of the 

future precipitation predicted using the delta change approaches are more similar to the 

historical (as for temperature variable) than those defined by applying bias correction, whose 

values are significantly lower. The scenarios under the same approach provide very similar 

statistics. 

The future ensemble precipitation scenarios were analysed in terms of drought statistics 

(Figure 6.13). All four ensembles predict considerable increases in length, magnitude, and 

intensity of droughts as others authors pointed out for different Mediterranean zones [8,9]. 

Note that, although for a specific RCM model (Figure 6.10) we obtained some “strange” SPI 

values, smaller than −4 (see Section 4.1), which are usually considered as outliers, we do not 

obtain values smaller than −4 for any the considered ensemble scenarios in our case study. In 

our case study, the sensitivity of the ensemble scenarios to the multi-objective selection is 

low, but some differences are observed. The statistics are relatively similar in pairs 

considering the bias correction approach (E2 and E4 ensembles) and delta change approach 

(E1 and E3 ensembles). For example, for the threshold −0.84 SPI, the statistic with higher 

changes between the two bias correction scenarios (E2 and E4) is the magnitude with a 

relative change equal to 24.6%. For the two delta change ensembles (E1 and E3) the statistic 

with higher changes is the length with a relative change of 1.5%. Nevertheless, the results are 

more sensitive to the selection of bias correction or delta change approaches. The delta change 

approach produces more extreme droughts, reaching intensity values of around −4 SPI, while 

the bias correction approach does not produce droughts with SPIs higher than −2.9 (similar to 

the maximum historical intensity). 

Nevertheless, an important con of using these ensemble scenarios, instead of multiple single 

projections, is that we lose information about future climate uncertainties and their potential 

propagation. 

4.4. Sensitivity of Results to Spatial Scale 

The results were also obtained in a distributed way. Figure 6.14 shows the spatial 

heterogeneity of the climate change impacts on precipitation and temperature obtained using 

the distributed approaches. It shows, in accordance with previous work [55], that significantly 

greater changes are predicted at higher altitude. 

We also analysed the sensitivity of the overall results at the catchment scale calculated using 

the lumped or distributed procedures. Table 6.5 shows the mean reduction in precipitation and 

the overall mean rise in temperature for the four scenarios considered. 

Changes in temperature are more homogeneous than in precipitation. The largest difference 

between the distributed and lumped cases is 1.50% for temperature in scenario E4, and 1.35% 

for precipitation in scenario E2. Changes in the overall mean between the various future 
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ensemble scenarios with respect to mean historical data are small. Figure 6.15 shows the 

monthly mean relative change of the lumped case compared to the distributed case in an 

average year, in terms of mean and standard deviation. 

The equifeasible ensembles (E1 and E2) yields the relative changes closest to zero. The 

maximum relative changes for the E1 scenario are −4.12%, 0.41%, −4.07%, and 0.64% for 

mean precipitation, mean temperature, standard deviation of precipitation, and standard 

deviation of temperature, respectively. For the E2 scenario, the corresponding values are 

−4.25%, −1.16%, −5.64%, and −3.97%. Therefore, considering an equifeasible ensemble, the 

differences between the lumped and distributed cases can be considered insignificant. 

However, in the multi-objective ensemble, these differences are considerable, since the 

uneliminated models and techniques are different (see Tables 6.3 and 6.4). The maximum 

relative changes for the E3 scenario are 12.43%, 1.06%, 15.98%, and −3.21% for mean 

precipitation, mean temperature, standard deviation of precipitation, and standard deviation of 

temperature, respectively. The corresponding values for the E4 scenario are 11.63%, −2.33%, 

−28.17%, and −23.70%. 

5. Limitations and Future Research Works 

This work is focused on the assessment of potential future scenarios of climate change, taking 

into account drought statistics. From a methodological point of view, the proposed approach 

is an important step to define scenarios in a systematic and coherent way, taking into account 

meteorological drought statistics. On the other hand, the proposed statistical correction of 

precipitation and temperature does not preserve the energy balance when modifying the 

results from the RCM simulation, which could have some drawbacks as other authors 

previously pointed out. They reduce the uncertainty of simulations without providing a 

satisfactory physical justification, which can reduce the advantages of RCMs [56]. On other 

hand, the reduction of uncertainty could not have importance when the hydrological models 

have their own sources of uncertainty [57]. Nevertheless, the benefit of these new scenarios 

when propagating meteorological droughts to hydrological, agricultural, and operational 

drought have not been assessed yet. More research is required to study their propagation by 

using hydrological, agronomical, and management models. 

In the application performed, the available data are not long enough to perform, explicitly, a 

calibration and a validation of the model. This work shows how to proceed in these cases, 

assuming stationarity of the series for an implicit validation of the model. Nevertheless, in the 

future, it should be also interesting to test other cases where long-enough information allows 

for performing an explicit validation of the model. 

The proposed methodology is applied to the Alto Genil Basin (southern Spain), but could be 

extended to other basins in different climatic regimes and with longer periods of data, in order 

to draw more general conclusions. 
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6. Conclusions 

In this research study, we propose a novel method to generate future potential climate 

scenarios to analyse meteorological droughts. It is based on a non-equifeasible ensemble of 

scenarios generated by correcting RCMs (using bias correction and delta change approaches), 

giving more weight to solutions that provide better approximations of the historical statistics 

identified in multi-objective analyses. We intend to provide consistent pictures of plausible 

future monthly scenarios, taking into account basic statistics (mean, standard deviation, and 

asymmetry coefficient) and drought statistics (duration, magnitude, and intensity) of the 

historical series and climatic model simulations. The drought statistics are obtained by 

applying run theory to the associated SPI series. 

An appropriate approximation of these statistics may significantly influence the analysis of 

climate change impacts. A detailed analysis of the results obtained combining different 

hypotheses (correction techniques, conceptual approaches, equifeasible or non-equifeasible 

ensemble, spatial resolution) was performed for the Alto Genil Catchment. 

All the RCMs considered in this study show important bias between control simulation series 

and historical series, in terms of basic and drought statistics. The correction techniques 

analysed in this work considerably reduce this bias. With the exception of the mean values, 

the statistics (basic and drought) of the generated scenarios are quite sensitive to the 

conceptual approach assumed for the correction (bias correction or delta change). If we only 

use a single model to generate the potential future scenarios, we might obtain some “strange” 

results (for example, SPI values smaller than −4) which do not appear when we use an 

ensemble of approaches based on different models. In order to reduce the uncertainty due to 

the RCM employed, several approaches coming from different RCM models should be 

considered. We propose the analyses of different equifeasible and non-equifeasible ensemble 

solutions based on a multi-objective analysis. 

A multi-objective analysis based on the goodness-of-fit to some statistics is proposed to 

identify the approaches that provide more reliable approximations to basic (mean, standard 

deviation, and asymmetry coefficient) and drought statistics (duration, magnitude, and 

intensity). It allows discrimination of the inferior RCMs (in delta change solutions) and 

combinations of RCM models and correction techniques (in bias correction approaches). The 

approaches obtained with the first-moment correction technique, which is the most basic one, 

are always eliminated. Although it provides very accurate results in terms of the mean, its bias 

regarding other statistics is quite high. The approaches obtained by regression and QM 

empirical quantile techniques show better agreement between historical and corrected control 

statistics, and yield a greater number of uneliminated approaches. 

In our application, we also conclude that the sensitivity to the hypothesis assumed to define 

the ensembles (equifeasible or non-equifeasible) is higher in the bias correction approach. 

Spatial heterogeneity of the climate change impacts on precipitation is high in our case study. 

Significantly greater changes are predicted in higher altitude areas. Nevertheless, the 

sensitivity of the overall results at catchment scale, obtained by applying lumped or 

distributed procedures to perform the calculations, is quite low. The four ensembles of 
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projections for the future horizon 2071–2100 under the emission scenario RCP 8.5, show 

considerable increases in length, magnitude, and intensity of droughts. The average changes 

predicted using the four ensembles of scenarios for precipitation and temperature are quite 

similar for lumped and distributed cases. They are around −27% in precipitation and +32% in 

temperature. 
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Tables of the Chapter 6 

Correction 

Technique 
Pros Cons 

First-moment 

correction 
- Does not generate negative values for P - Only preserve the mean 

Second-moment 

correction 
- Preserve mean and standard deviation - Generates some negative values for P 

Regression 
- Allow to use different regression models 

- Preserve mean and standard deviation 
- Generates some negative values for P 

Quantile mapping 

- Preserve mean and standard deviation 

- No generates negative values of P 

- Variety of methods (theoretical distribution, 

parametric, non-parametric, empirical, splines) 

- Required more complex 

transformations (application to the 

probability distribution of data) 

Table 6.1. Summary of advantages and disadvantages of each correction technique (P stands 

for precipitation). 

 

GCM 

RCM 
CNRM-CM5 EC-EARTH MPI-ESM-LR IPSL-CM5A-MR 

CCLM4-8-17 X X X  

RCA4 X X X  

HIRHAM5  X   

RACMO22E  X   

WRF331F    X 

Table 6.2. Regional climatic models (RCMs) and global climate models (GCMs) considered. 

 

RCM GCM 
ELIMINATED? 

Lumped Cases Distributed Case 

CCLM4-8-17 CNRM-CM5 NO NO 

CCLM4-8-17 EC-EARTH NO NO 

CCLM4-8-17 MPI-ESM-LR NO NO 

HIRHAM5 EC-EARTH NO YES 

RACMO22E EC-EARTH NO NO 

RCA4 CNRM-CM5 NO NO 

RCA4 EC-EARTH NO YES 

RCA4 MPI-ESM-LR YES NO 

WRF331F IPSL-CM5A-MR NO NO 

CCLM4-8-17 CNRM-CM5 NO NO 

Table 6.3. Eliminated and uneliminated models in the multi-objective analysis of the delta 

change approaches for the lumped and distributed cases. 
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RCM GCM Technique Lumped Case Distributed Case 

CCLM4-8-17 CNRM-CM5 1st moment correc. YES YES 

CCLM4-8-18 CNRM-CM6 2nd moment correc. NO YES 

CCLM4-8-19 CNRM-CM7 Regression YES YES 

CCLM4-8-20 CNRM-CM8 QM Parametric dist. NO YES 

CCLM4-8-21 CNRM-CM9 QM Empirical quant. YES NO 

CCLM4-8-17 EC-EARTH 1st moment correc. YES YES 

CCLM4-8-18 EC-EARTH 2nd moment correc. YES YES 

CCLM4-8-19 EC-EARTH Regression NO YES 

CCLM4-8-20 EC-EARTH QM Parametric dist. YES YES 

CCLM4-8-21 EC-EARTH QM Empirical quant. NO NO 

CCLM4-8-17 MPI-ESM-LR 1st moment correc. YES YES 

CCLM4-8-17 MPI-ESM-LR 2nd moment correc. NO NO 

CCLM4-8-17 MPI-ESM-LR Regression NO NO 

CCLM4-8-17 MPI-ESM-LR QM Parametric dist. NO NO 

CCLM4-8-17 MPI-ESM-LR QM Empirical quant. NO NO 

HIRHAM5 EC-EARTH 1st moment correc. YES YES 

HIRHAM5 EC-EARTH 2nd moment correc. NO NO 

HIRHAM5 EC-EARTH Regression NO NO 

HIRHAM5 EC-EARTH QM Parametric dist. NO YES 

HIRHAM5 EC-EARTH QM Empirical quant. NO YES 

RACMO22E EC-EARTH 1st moment correc. YES YES 

RACMO22E EC-EARTH 2nd moment correc. YES YES 

RACMO22E EC-EARTH Regression NO YES 

RACMO22E EC-EARTH QM Parametric dist. YES YES 

RACMO22E EC-EARTH QM Empirical quant. YES YES 

RCA4 CNRM-CM5 1st moment correc. YES YES 

RCA4 CNRM-CM5 2nd moment correc. NO YES 

RCA4 CNRM-CM5 Regression NO YES 

RCA4 CNRM-CM5 QM Parametric dist. YES YES 

RCA4 CNRM-CM5 QM Empirical quant. NO NO 

RCA4 EC-EARTH 1st moment correc. YES YES 

RCA4 EC-EARTH 2nd moment correc. YES YES 

RCA4 EC-EARTH Regression YES YES 

RCA4 EC-EARTH QM Parametric dist. YES YES 

RCA4 EC-EARTH QM Empirical quant. YES YES 

RCA4 MPI-ESM-LR 1st moment correc. YES YES 

RCA4 MPI-ESM-LR 2nd moment correc. YES YES 

RCA4 MPI-ESM-LR Regression YES NO 

RCA4 MPI-ESM-LR QM Parametric dist. NO NO 

RCA4 MPI-ESM-LR QM Empirical quant. YES YES 

WRF331F IPSL-CM5A-MR 1st moment correc. YES YES 

WRF331F IPSL-CM5A-MR 2nd moment correc. YES YES 

WRF331F IPSL-CM5A-MR Regression YES YES 

WRF331F IPSL-CM5A-MR QM Parametric dist. YES YES 

WRF331F IPSL-CM5A-MR QM Empirical quant. NO NO 

Table 6.4. Eliminated and uneliminated combinations of model and bias correction technique 

for the lumped and distributed cases. 
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Scenario 
Lumped Case Distributed Case 

P T P T 

Absolute Changes (mm or °C) 

E1 −147.9 4.5 −142.4 4.5 

E2 −139.0 4.5 −131.9 4.6 

E3 −143.4 4.5 −149.4 4.5 

E4 −139.1 4.4 −141.9 4.6 

Relative Changes (%) 

E1 −28.21 31.94 −27.16 31.66 

E2 −26.51 31.59 −25.16 32.05 

E3 −27.35 31.74 −28.50 31.79 

E4 −26.53 30.99 −27.06 32.49 

Table 6.5. Changes of overall mean values for precipitation and temperature scenarios 

compared to historical data. 
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Figures of the Chapter 6 

 

Figure 6.1. Flow chart of the proposed methodology. 

 

Figure 6.2. Location of the case study. 
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Figure 6.3. Historical precipitation and temperature in Alto Genil basin. Above: Monthly 

precipitation and temperature time series. Below: Spatial distribution of mean precipitation 

and temperature. 

 

Figure 6.4. Monthly mean and standard deviation for the historical and control series 

(precipitation and temperature) for the mean year in the period 1971–2000—lumped 

approaches. 

 



Chapter 6: An Integrated Statistical Method to Generate Potential Future Climate Scenarios to 

Analyse Droughts 

140 
 

 

Figure 6.5. Drought statistics for the historical and control series in the period 1971–2000—

lumped approaches. 

 

Figure 6.6. Dimensionless relative monthly change in mean and standard deviation of the 

future P and T series (2071–2100) with respect to the control series (1971–2000)—lumped 

approaches. Relative changes calculated as (F − C)/C where F stands for future model 

projections and C control model simulations. 
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Figure 6.7. Mean, standard deviation, and asymmetry coefficients of the corrected control 

scenario (1971–2000) for precipitation (left column) and temperature (right column). Average 

year for HIRHAM5 RCM model nested inside EC-EARTH GCM—lumped approaches. 

 

Figure 6.8. Drought statistics of the corrected precipitation control scenario (1971–2000) for 

the HIRHAM5 RCM model nested inside EC-EARTHGCM—lumped approaches. 
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Figure 6.9. Mean, standard deviation and asymmetry coefficients of future precipitation (left 

column) and temperature series (right column). Average year for HIRHAM5 RCM model 

nested inside EC-EARTH GCM—lumped approaches. 

 

Figure 6.10. Drought statistics of future precipitation series for the HIRHAM5 RCM model 

nested inside EC-EARTH GCM—lumped approaches. 
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Figure 6.11. (A) Times that the techniques are not eliminated in the multi-objective analysis 

(bias correction approach); (B) Times that the RCMs are not eliminated in the multi-objective 

analysis (bias correction change approach). 

 

Figure 6.12. Mean and standard deviation of future precipitation and temperature series 

obtained by the four ensemble options (E1, E2, E3, and E4)—lumped approaches. 
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Figure 6.13. Drought statistics of future precipitation series obtained by the four ensemble 

options (E1, E2, E3, and E4)—lumped approaches. 
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Figure 6.14. Spatial distribution of the mean relative change (expressed in %) in precipitation 

and temperature obtained by the four ensemble options (E1, E2, E3, and E4)—distributed 

approaches. 
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Figure 6.15. Monthly differences in mean and standard deviation in an average year between 

distributed (D) and lumped (L) approaches ((L − D)/D) × 100) for the four ensembles 

scenarios (E1, E2, E3 and E4). 
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Abstract 

Snow dynamics in alpine systems play an important role in water resources management. One 

of the main variables that characterises the snowpack is snow cover area. In this paper, we 

present a novel methodology to assess the impact of climate change scenarios on snow cover 

area in alpine systems. The methodology calibrates and validates a distributed cellular 

automata (CA) model. Potential climate change scenarios can be generated to feed the CA 

model in order to assess the potential impact of climate change on snow cover area. The 

methodology has been applied to the Sierra Nevada mountain range in southern Spain, an area 

with a Mediterranean climate, which is valuable in terms of both its ecology and the tourism 

industry. Snow falls on the mountains from October to May, but this snow season may vary in 

the future due to climate change. We analysed the influence of elevation on the potential 

impact of climate change on the area covered by snow. The size of the potential changes 

associated with climate change increase with elevation in the case of temperature and 

decrease in the case of precipitation. These potential changes will modify snow dynamics, 

causing an important reduction in the area covered by snow (mean 60.4%) for the future 

horizon considered (2071-2100). 

Key words: cellular automata, climate change, snow cover area, Spanish Sierra Nevada 
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1. Introduction 

Climate change will modify the availability of water resources in the future (Arnell and 

Lloyd-Hughes, 2013; Pulido-Velazquez et al., 2017). Alpine systems where the majority of 

precipitation is solid could be very sensitive to climate change (Horton et al., 2006; Gobiet et 

al., 2014). Snow dynamics govern ecosystems and so any variation in snow availability could 

bring significant changes to these ecosystems (Beniston 2003; Edwards et al., 2007). From 

the point of view of water resources, an assessment of the impact of future potential climate 

change scenarios on snow is essential for appropriate water resources management (Barnett et 

al., 2005, Arnell and Lloyd-Hughes, 2013). Accordingly, assessments of snow cover area 

(SCA) and potential changes to it become key to assessing climate change in alpine systems. 

SCA is one of the main variables that characterises the snow dynamic, which is important for 

assessing water resources and their management. Snow Water Equivalent (SWE) quantifies 

the availability of water in the snow pack; if we want to obtain the SWE in a certain area we 

need to estimate snow depth and the snow density in the domain with snow, which is defined 

by the snow cover area (SCA). 

Several studies have been done to estimate snow depth using snow stakes (e.g., Kucerova and 

Jenicek, 2014; Collados-Lara et al., 2017) and snow density (e.g., Lopez‐Moreno et al., 2013; 

Bormann et al., 2013). With regard to SCA, various agencies have developed products to 

estimate SCA based on satellite data (e.g., Rutgers University Global Snow Lab, which uses 

NOAA satellite data; NASA Distributed Active Archive Centre, which uses MODIS satellite 

data), but sometimes we need information that covers a longer period or with higher 

spatiotemporal resolution to assess operational issues. Where such remote-sensing data is 

available, SCA estimates can be directly used as input for hydrological models (e.g., Thirel et 

al., 2013; Mir et al., 2015). Elsewhere, however, SCA data may be unavailable, or have too 

crude a spatial resolution to assess the operational issues in question. Moreover, satellite data 

may be useless during certain periods if cloud cover obscures the view or if there has been a 

sensor failure (Ackerman et al., 1998; Schmugge et al., 2002). In such cases, alternative tools 

or models are required to estimate SCA. 

To date, SCA has been analysed using various procedures, including physically-based models 

(Molotch et al., 2004; Warscher et al., 2013), regression techniques (Richer et al., 2013; Mir 

et al., 2015), artificial neural networks (Hou and Huang, 2014; Mishra et al., 2014) and 

cellular automata (CA) models (Leguizamón, 2006; Pardo-Igúzquiza et al., 2017). 

Cellular Automata (CA) are infinite, regular lattices of simple finite state machines that 

change their states synchronously, according to a local update rule that specifies the new state 

of each cell based on the former states of its neighbours (Wolfram, 1984; Kari, 2005). CA 

models were first described by Wolfram (1983) to simulate complex dynamics using simple 

rules of interaction between cells that discretize the area of interest. In this paper we apply CA 

models to the field of hydrology, and in particular the role of SCA in water resources 

availability, since CA models are capable of capturing the dynamics of SCA. Moreover, there 

is great potential for using calibrated and validated CA models to estimate SCA in periods 

where no SCA data are available. Nevertheless, to date few studies have addressed this issue. 
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Leguizamón (2006) undertook a preliminary study, though this involved significant 

limitations. These limitations were pinpointed and overcome by Pardo-Igúzquiza et al. (2017) 

in a study that extended the idea of using CA models to estimate SCA. They proposed a novel 

algorithm to estimate SCA based on the state of the cell during the previous time step, the 

states of a given configuration of neighbouring cells at the previous time step, and a set of 

transition rules. These transition rules involve unique precipitation (P) and temperature (T) 

indices (driving variables) for the entire mountain range. Classic CA models do not require 

driving variables but they are needed in order to simulate realistic snow dynamics (Pardo-

Igúzquiza et al., 2017). 

The climatic indices of the aforementioned CA models can be defined using potential future 

climatic scenarios of precipitation and temperature in order to assess potential future impacts 

on the target variable.  

Potential scenarios of precipitation and temperature can be obtained using statistical 

correction techniques applied to simulations performed using different Regional Climatic 

Models (RCM) (Chen et al., 2013, 2014). These models have spatial resolutions of tens of 

kilometres and they are nested inside General Circulation Models (GCM) with spatial 

resolutions of hundreds of kilometres. Generally RCMs cannot be applied directly to assess 

climate change because they show significant bias with respect to historical time series (Cook 

et al., 2008; Seager et al., 2008). Appropriate corrections are required to analyse the potential 

impacts of climate change in a particular system (Collados-Lara et al., 2018). Statistical 

corrections can be applied using one of two conceptual approaches (bias correction or delta 

change) depending on the series used to perform the transformation function (Räty et al., 

2014; Sunyer et al., 2015). Bias correction approaches apply a correction to the control 

simulations of RCM in order to fit them to a historical series; then they assume the same 

biases for the future period in question (e.g., Piani et al., 2010; Watanabe et al., 2012).  

Meanwhile, delta change approaches assume that the difference between control and future 

simulations of RCM are valid, and then use these differences (deltas) to correct the historical 

series in order to obtain potential future scenarios (e.g., Pulido-Velazquez et al., 2011; 2015; 

Räisänen and Räty, 2012). 

In this paper, we propose a systematic methodology to estimate SCA dynamics in alpine 

systems that contains two new innovations: (1) the development of a spatially distributed CA 

model (for driving variables and parameters) to estimate SCA and (2) the use of the calibrated 

distributed CA model to assess the impacts of potential climate change scenarios on 

snowpack. To achieve this, we have extended the algorithm proposed by Pardo-Igúzquiza et 

al. (2017) to obtain a distributed approach with spatially distributed climatic indexes and 

spatially distributed parameters. We test different approaches to search for the optimal 

parameters and use spatially distributed indices to calibrate the CA algorithm. The calibrated 

CA models can then be fed with future potential precipitation and temperature scenarios in 

order to assess the expected changes in SCA.  
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The proposed methodology is applied to a Mediterranean alpine system where changes due to 

climate change are expected to be significant; however the method is general and could be 

applied to any alpine system for different purposes. The assessment of spatial and quantity 

changes in SCA are crucial to water resources management and ecosystem impact 

assessments (Beniston 2003; Edwards et al., 2007). Thus, this tool has great potential to be 

used in operational environmental management due to its ability to estimate and predict the 

potential impacts of climate change on SCA. On the other hand, this tool could be useful to 

meteorological forecasts in alpine systems since albedo is an important variable in numerical 

weather prediction models and is closely related to SCA (Yucel, 2006; Moody et al., 2008). 

2. Methodology 

In this work we propose a method for performing a sensitivity analysis of the SCA dynamic in 

potential future climate scenarios, assuming steady land use/land cover (LULC) in the 

historical and future scenarios. It is based on the CA model developed by Pardo-Igúzquiza et 

al. (2017), which uses five parameters and two driving variables (P and T) to estimate SCA. 

This relatively simple approach can be used in cases where daily SCA, precipitation and 

temperature data are available for calibration, but where only precipitation and temperature 

are available in the operational mode. The model estimates SCA as one of two possible binary 

states in each cell: snow cover represented by 1 or no snow cover represented by 0. It uses a 

set of interaction rules that involve the parameters, driving variables (precipitation (P), 

temperature (T) and elevation (H)), and approaches to the interaction between neighbouring 

cells. The parameters to be calibrated in this CA model are: 𝑃0 is a precipitation threshold; 𝑎 

and 𝑏 are the intercept and the slope that define the straight line that represents the discretized 

snowline (the altitude above which the terrain can have snow); 𝑇𝑐 is a temperature threshold; 

and 𝑁𝑚 is the threshold in the number of neighbour cells that produce a change in the cell 

state. In this study we propose calibrating the parameters in a distributed fashion in 

accordance with some climatic zones. They are areas in which we assume homogeneous 

climate conditions (P and T) and parameters of the CA model. Those climatic zones (k) are 

discretized in cells (i,j) to perform simulations with the objective of determining the state of 

the cell (0 if it is free of snow and 1 if it is covered by snow) following the below transition 

rules: 

(1) If  𝑃(𝑘, 𝑡) ≥ 𝑃0(𝑘) and 𝐻(𝑖, 𝑗) > 𝐻𝑠(𝑘, 𝑡) then 𝑆(𝑖, 𝑗, 𝑡) = 1 

(2) If  𝑃(𝑘, 𝑡) < 𝑃0(𝑘) 

a. If 𝑇(𝑘, 𝑡) − 𝑇(𝑘, 𝑡 − 1) ≤ 𝑇𝑐(𝑘) > 0 then 𝑆(𝑖, 𝑗, 𝑡) = 𝑆(𝑖, 𝑗, 𝑡 − 1) 

b. If 𝑇(𝑘, 𝑡) − 𝑇(𝑘, 𝑡 − 1) > 𝑇𝑐(𝑘) > 0 then  

I. If 𝑆(𝑖, 𝑗, 𝑡 − 1) = 0 then 𝑆(𝑖, 𝑗, 𝑡) = 0 

II. If 𝑆(𝑖, 𝑗, 𝑡 − 1) = 1 then  

i. If 𝑁(𝑖, 𝑗, 𝑡) ≤ 𝑁𝑚(𝑘) then 𝑆(𝑖, 𝑗, 𝑡) = 0 
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ii. If 𝑁(𝑖, 𝑗, 𝑡) > 𝑁𝑚(𝑘) then 𝑆(𝑖, 𝑗, 𝑡) = 1 

where 𝐻𝑠(𝑘, 𝑡) is the elevation of the snowline for climatic zone 𝑘 and day 𝑡 defined as 

𝐻𝑠(𝑘, 𝑡)  = 𝑎(𝑘) + 𝑏(𝑘) · 𝑇(𝑘, 𝑡), and 𝑁(𝑖, 𝑗, 𝑡) is the number of neighbour cells 

with 𝑆(𝑖, 𝑗, 𝑡 − 1) = 1, considering a neighbourhood of 24 cells in which all the cells are close 

enough to have the same influence on cell state. 

Note that rules a. and b. could be replaced by more global rules in order to have a more 

physical explanation, as follows: 

a'. If 𝑇(𝑘, 𝑡) ≤ 𝑇𝑐(𝑘) > 0 then 𝑆(𝑖, 𝑗, 𝑡) = 𝑆(𝑖, 𝑗, 𝑡 − 1) 

b'. If 𝑇(𝑘, 𝑡) > 𝑇𝑐(𝑘) > 0 then  

I. If 𝑆(𝑖, 𝑗, 𝑡 − 1) = 0 then 𝑆(𝑖, 𝑗, 𝑡) = 0 

II. If 𝑆(𝑖, 𝑗, 𝑡 − 1) = 1 then  

i. If 𝑁(𝑖, 𝑗, 𝑡) ≤ 𝑁𝑚(𝑘) then 𝑆(𝑖, 𝑗, 𝑡) = 0 

ii. If 𝑁(𝑖, 𝑗, 𝑡) > 𝑁𝑚(𝑘) then 𝑆(𝑖, 𝑗, 𝑡) = 1 

The main rule that defines the accumulation of snow in the CA model depends on the 

precipitation threshold and the snowline. The snowline is the altitude above which the terrain 

can have snow and it is approached by a straight line defined by parameters a and b and the 

temperature. It varies with the time and the climatic zone. If the elevation of a cell is above 

the snowline elevation and precipitation is sufficient, the state of the cell will be 1 (snow 

covered). The other two parameters, Tc and Nm are related to the snow melt processes, when a 

pixel at state 1 changes to state 0. A higher temperature with respect to the previous day (rules 

a. and b.) or with respect to the global threshold (rules a’. and b’.) are related to snowmelt. In 

the same way, a lower number of neighbour cells with snow is also related to snowmelt. That 

is, a large number of neighbour cells with snow imply more inertia in the cell to continue with 

the same state (i.e., with snow), while a small number of neighbour cells with snow implies 

that the cell is close to the border of the snowpack and has less inertia to change to the non-

snow state . 

In the model proposed by Pardo-Igúzquiza et al. (2017) the search for the parameters’ optimal 

values in the calibration phase is done by varying one parameter and leaving the remaining 

ones fixed. In this study, we have modified the algorithm to vary all parameters 

simultaneously. An initial range of three values for each parameter is defined; then the ranges 

of all parameters are moved simultaneously until the optimal value is located in the middle of 

the range. The set of values yielding the minimum mean squared error (MSE) between the 

experimental and simulated SCA for the calibration period are chosen as the best parameters.  

CA models are distributed if the driving variables and parameters are distributed spatially, or 

lumped if unique indices and parameters are used for the entire mountain range. In order to 

test distributed approaches, the calibration of a previous lumped CA model is used as a ‘first 
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iteration’, to identify and select the best driving variables and define the ‘set-up’ or initial 

values of parameters for the distributed case. The numerical experiment that uses lumped 

series and parameters allows several driving variables and parameters to be tested 

simultaneously and, due to its low computational cost, saves time compared to setting up the 

distributed case from zero; the optimal parameters for the lumped case provide an idea of the 

interval ranges to be used in the distributed case. For the distributed cases, climatic indices (P 

and T) can be defined over a grid containing different climatic zones. This grid can have a 

resolution that is the same or coarser than the SCA grid. A semi-distributed case can be 

developed if we use distributed climatic indices and lumped parameters. The computational 

cost of distributed approaches depends on the resolution of the grids. If a fine calculation grid 

is chosen in which several climatic zones are defined, the search for optimal parameters can 

be done in two phases in order to avoid excessive calculation times for the algorithm. Some 

parameters can be fixed in the first phase according the results of the lumped case, then varied 

in the second phase. Different distributed variants can be tested with respect to the driving 

variables (the climatic indices of each climatic zone can be used as driving variables for that 

climatic zone or for the whole mountain range) and the domain of minimization (parameters 

can be calibrated by minimising the MSE for each climatic zone in the entire mountain 

range). These different configurations need to be tested for each case study in order to find the 

best results in the calibration and validation phases. 

With respect to the uncertainties of the CA model, it should be noted that the architecture of 

the CA is not probabilistic and thus it is impossible to evaluate the intrinsic uncertainty of the 

model. This uncertainty can be decreased by improving the approach provided in the initial 

CA model. Uncertainty in the parameters could be evaluated by considering the following 

assumptions: 

1) The calibration process, where the mean square error is minimised, can be seen as a 

least squares estimation procedure. 

2) The parameters are going to be considered as a set of joint Gaussian variables. 

3) Given (2), the estimation procedure in (1) is equivalent to the maximum likelihood 

estimation. 

4) An approximate variance–covariance matrix (C), assuming a Gaussian distribution of 

the parameters, is estimated by standard nonlinear inversion theory (Menke, 1984): 

𝐶 ≈ [𝐽𝑇 · 𝛤−1 · 𝐽]−1                                                                                                         (1) 

where J is the Jacobian or sensitivity matrix evaluated at the generalised least square estimates 

and Γ is the identity matrix multiplied by the MSE in the validation period. On the other hand, 

the uncertainty of the CA model outputs can be quantified by considering the MSE of the 

calibration period to be the variance in the validation period. This procedure allows for a 

representation of the uncertainty interval [SCA estimate – σ, SCA estimate + σ] for the 

validation period and for a comparison of the number of days with experimental data within 

this interval to the theoretical value, assuming a Gaussian distribution (68%). 

The CA model presented in this study only considers three driving variables: elevation, which 

can be considered constant for the temporal scale used in hydrological studies, and 
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precipitation and temperature, which can be varied in accordance with climate change 

scenarios. Calibrated CA models allow the impact of potential climate change scenarios on 

SCA to be assessed using the future series generated for the driving variables selected. Also, 

if we consider distributed CA models, the spatial variation of climate change can be 

incorporated into the study. Note that the CA model presented is only able to assess the 

potential impacts of climate change due to precipitation and temperature. RCMs have 

significant bias with respect to the historical series. Statistical correction techniques (e.g., first 

moment correction, second moment correction, regression, quantile mapping) can be used to 

reduce this bias. Bias correction and delta change correction techniques can be applied to the 

RCM to obtain the future precipitation and temperature series.  

In this study we apply both bias and delta change approaches. The second moment correction 

technique is used in both cases. This technique corrects both mean and standard deviation to 

define the transformation function. We applied the transformation function proposed by 

Pulido-Velazquez et al. (2011) for the delta change method. Ensembles of the future series are 

proposed to obtain more representative potential future climate scenarios. We used equi-

feasible solutions (considering all RCM simulations) for the bias correction and delta change 

methods. 

The future precipitation and temperature series generated were used as input for the selected 

distributed CA model (previously calibrated) to assess the potential changes in SCA. 

3. Application to the case study and data employed 

3.1. Case study  

Our case study is the Sierra Nevada mountain range in southern Spain (see Figure 7.1.A). It 

extends over 80 km, is between 15 and 30 km wide and covers more than 2000 km2. It 

includes the highest point on the Iberian Peninsula – Mulhacén Peak, which is 3,478.6 m a.s.l. 

The Sierra Nevada enjoys a high-mountain Mediterranean climate with relatively dry 

summers, and wetter winters, during which the majority of precipitation falls as snow. Thus, 

snowfall dynamics are essential to the availability of water in the Sierra Nevada catchments. 

The study of these dynamics and future potential changes in SCA is a key issue for the region 

from the point of view of the ski industry, which is an important economic driver, but also 

from a water resources standpoint. This study proposes a new methodology than could 

provide useful knowledge about the future impacts of climate change on sensitive, high-

altitude landscapes, such as in this case of the alpine mountains of the Spanish Sierra Nevada. 

In our case study, LULC changes in the historical period employed for the calibration are not 

very significant. Note that the area of interest in this study is an alpine area where forest 

canopy is scarce (Figure 7.1.B). Assessing SCA dynamics in forested areas is more difficult 

due to the interaction between snow and vegetation and therefore it would be necessary to 

assess the suitability of the proposed method in these cases (see section 4). 
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3.2. Application to the case study  

The CA model considered requires an input of SCA data, which can be collected from 

satellite images. In our case study, the experimental SCA data were taken from a MODIS 

satellite product. We used the MODIS/Terra Snow Cover Daily Global 500 m Grid (Data Set 

ID: MOD10A1), which has a spatial resolution of approximately 460 m for the latitude of the 

study area and a temporal resolution of 1 day. The SCA data were transformed to binary 

codes (1 = covered by snow; 0 = snow-free). The grid used by this product was also used for 

the calculations. There are around 4100 cells in a 460 m x 460 m grid inside the area of 

interest (Figure 7.1). 

The CA model also requires climatic indices (P and T) as driving variables. These were 

obtained from the Spain02 project dataset (Herrera et al., 2012, 2016). The Spain02 dataset 

contains daily temperature (maximum, mean and minimum) and precipitation estimates from 

historical data (around 2500 monitoring stations) collected by the Spanish Meteorological 

Agency over the period 1971–2010. We used version 4 (v4) of the Spain02 project dataset 

(http://www.meteo.unican.es/en/datasets/spain02), which includes daily field estimates with a 

spatial resolution of approximately 12.5 km using the Euro-CORDEX grid. In the case study, 

we have defined the climatic zones (introduced in the previous section) using the Euro-

CORDEX grid (see Figure 7.1). The parameters and driving variables depend on the climatic 

zones in the distributed cases. 

We applied the modified algorithm (varying the parameters simultaneously) to a three-year 

timespan (the calibration period was 1 July 2000 to 30 June 2003, whilst the validation period 

was 1 July 2003 to 30 June 2006). We have selected these periods due to the availability of 

data, but a comparison between different periods could be useful in order to assess the impact 

of selecting adjacent years.   

For the case study we have tested different numerical experiments (approaches) with respect 

to the spatial distribution of driving variables and parameters (lumped or distributed), the 

tested variables (different variables and elevation thresholds), the calibration procedure 

(minimization of error and searching for optimal parameters) and temperature threshold 

(global or linked to the previous day). All of these numerical experiments are summarised in 

the following lines. 

As a first approach, we tested lumped driving variables (mean precipitation, and maximum, 

mean and minimum temperatures above 1000, 1500, 2000, 2500 and 3000 m a.s.l.) 

[numerical experiment A1]. Figure 7.2 shows the MSE for the various combinations of 

elevations and variables. From numerical experiment A1, we selected precipitation and 

maximum temperature above 1000 meters as the driving variables. Better approximations 

were obtained – in the sense that a smaller MSE was achieved – than for numerical 

experiment AA (performed by Pardo-Igúzquiza et al. (2017)) (MSE of 259,750 cells² versus 

264,896 cells²), while the validation results were slightly worse (MSE of 457,804 cells² versus 

451,212 cells²). The optimal parameters obtained for  numerical experiment A1 were (𝑃0 

=6.8; 𝑎 = 1140; 𝑏 = 80; 𝑇𝑐 = 0; 𝑁𝑚 = 14) while for  numerical experiment AA the results were 

(𝑃0 =6.8; 𝑎 = 1170; 𝑏 = 80; 𝑇𝑐 = 0; 𝑁𝑚 = 14). Also, this lumped CA approach (numerical 
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experiment A1) has been compared to a logistic regression alternative. For this application, 

we considered the same explanatory variables as in the CA approach. The logistic regression 

provided worse results (MSE of 571,406 cells² in the calibration case and 1,019,121 cells² in 

the validation case), underestimating SCA in winter and overestimating SCA in summer. Note 

that techniques based on regression are performed using the mean of the dependent and 

independent variables. Therefore they are more sensitive to outliers and less able to capture 

spatiotemporal variability. In addition, the absence of snow in summer is not properly 

approached by the regression model. Therefore, the CA methodology provides better 

approximations than standard regression approaches. For these reasons, the great interest in 

studying distributed numerical CA solutions is justified. 

The variables selected for numerical experiment A1 were used as driving variables for all the 

distributed numerical experiments (A2, D1, D2, D3). In these distributed numerical 

experiments, the parameters  𝑁𝑚 and  𝑇𝑐  from numerical experiment A1 remained fixed, 

while the remainder were varied, due to the high computational cost of the distributed 

approaches.  Nevertheless, in a subsequent procedure, these parameters were also calibrated 

for the numerical experiment that had the best results in the first stage. Numerical experiment 

D2 produced the best results, so a second numerical experiment (D2.1) was performed based 

on D2 (now varying 𝑁𝑚 and  𝑇𝑐 and having all other variables remain fixed). This numerical 

experiment yielded an improvement with respect to the lumped approach developed by Pardo-

Igúzquiza et al. (2017) (-6.6% MSE for the calibration period and -10.1% MSE for the 

validation period). Like Pardo Igúzquiza et al. (2017), in the current study, we tested the 

possibility of using an absolute temperature threshold instead of a threshold that depends on 

the previous day (rules a’ and b’ of the formulation), because it seems to be more reasonable 

physically (numerical experiments D4 and D4.1), but the approximations obtained were 

poorer than in Pardo Igúzquiza et al. (2017). Table 7.1 shows a summary of the CA model 

numerical experiments performed and their results. 

In light of the results, numerical experiment D2.1 was selected to perform the next analysis. 

In this numerical experiment, the CA parameters were calibrated by minimising the MSE for 

each climatic zone where the driving variables are defined (Euro-CORDEX grid). For each 

climatic zone we calibrated the CA model using the climatological indices of the climatic 

zone as driving variables for the entire mountain range. We repeated this procedure for all 

climatic zones in order to obtain distributed parameters. The optimal value of the parameters 

in the various climatic zones was plotted against the mean elevation of each climatic zone in 

order to test for possible correlations (Figure 7.3).  

All parameters, with the exception of 𝑇𝑐, show significant correlations to elevation. 

Parameters 𝑃0, 𝑎 and 𝑏 increase with elevation, while 𝑁𝑚 decreases. When the CA model is 

applied using these parameters, the best estimated dynamics of daily SCA are obtained. This 

configuration shows the lowest MSE, which implies the smallest differences between 

estimated and experimental SCA. In order to assess the performance of the CA model, we 

calculated the SCA for each day for the entire mountain range and the experimental and 

estimated datasets. These results are shown in Figure 7.4. 
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In general, extreme snowfall events are underestimated, but general SCA dynamics are 

captured. We further calculated the number of cells where snow cover exceeded 5, 15, 25 and 

35% of days in order to assess the spatial distribution of snowfall. Figure 7.5 shows that 

experimental and estimated SCA have a very similar pattern. 

Thus, we demonstrate that the CA model applied is able to reproduce the spatial dynamics of 

SCA for the calibration period. In the same way, the validation results are shown in Figures 

7.6 and 7.7. Again, the temporal SCA dynamics are captured but extreme snowfall events are 

underestimated.  

We have also compared the estimates to experimental data cell by cell for the calibration and 

validation data, obtaining the failure probability of the CA model in two situations: errors 

when the cell is covered, and when there is no snow (see Figure 7.8). Note that the model is 

more likely to fail when the cell is covered by snow (𝑆(𝑖, 𝑗, 𝑡) = 1) at lower elevations where 

snow dynamics change more quickly. From the point of view of water resources 

quantification, these errors are not very important because at those elevations snow thickness 

is lower. With respect to spatial distribution, the probability of failure is similar for the two 

periods and the two cases (snow covered or snow-free). 

Furthermore, we have evaluated the uncertainty of parameters using the procedure explained 

in section 2 (Equation 1) for the lumped CA model. The standard deviations of the calibrated 

parameters are shown in Table 7.2. The uncertainty of the CA model outputs has been 

quantified by considering the MSE of the calibration period as explained in section 2. The 

experimental data and the uncertainty interval defined by estimates ± standard deviations of 

SCA are shown in Figure 7.9. For the case study, on 69.1% of the days the experimental data 

are within the uncertainty interval. This value is similar to the theoretical value assuming a 

Gaussian distribution, represented by 68%. 

As noted in the methodology section, the climate change information used to generate 

potential future scenarios can be taken from the RCM. In our case study, we used nine RCMs 

from the CORDEX PROJECT (2013). We selected the most pessimistic emissions scenario of 

the project, Representative Concentration Pathways 8.5 (RCP8.5). Table 7.3 shows the RCMs 

used and the GCM in which they are nested.  

We considered the historical period 1971-2000 and the future period 2071-2100 to perform 

the statistical transformations used to generate the potential future scenarios. The method was 

systematically applied to all cells of the Euro-Cordex grid inside the study area to obtain the 

future precipitation and maximum temperature series (the driving variables selected for the 

CA model). We considered two precipitation and temperature climate change scenarios, 

depending on which approach was employed – delta change (E1) or bias correction (E2).  

These two scenarios, E1 and E2, are equi-feasible solutions obtained from the nine RCMs 

considered. These two future scenarios are used as the driving variables for the calibrated CA 

model in order to obtain potential future scenarios of snow cover area due to climate change. 

An example of the precipitation and temperature time series generated for a particular cell is 

presented in Figure 7.10. 
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There is a significant reduction in precipitation and a significant increase in temperature. The 

means of the series generated for the two scenarios are similar in the case of precipitation and 

the same in the case of maximum temperature. Theoretically, the means must be the same in 

the two scenarios, even though the time series are different, so that the two scenarios have 

different behaviour when they are fed into the CA model. However, in the case of 

precipitation, the small differences are due to negative values generated in the statistical 

process that are corrected to zero. 

In order to evaluate potential climate change spatially, we calculated the relative changes in 

precipitation and maximum temperature for all cells, plotting them with respect to elevation 

(see Figure 7.11).  

Figure 7.11 shows that climate change leads to an increase in maximum temperature and a 

decrease in precipitation with elevation. So, in this alpine system the potential climate change 

will be greater in the case of temperature and smaller in the case of precipitation for higher 

elevations.  

The CA model was fed with the series generated for the two scenarios.  This yielded 

significant reductions in SCA (59.0% for E1 and 61.7% for E2). The size of the reduction 

depends on the month (Table 7.4).   

Figures 7.12 and 7.13 shows the mean monthly and daily historical and future SCA, 

respectively. Graphically, we verified that potential reductions in SCA are highly significant. 

Figure 7.14 shows the cells with snow cover on more than 5, 15, 25 and 35% of days for the 

historical and future potential scenarios; again, the potential reductions are significant. 

4. Limitations and future research 

It should be noted that when hydrological models, especially those defined at a regional scale 

covering an extensive area with heterogeneous conditions (as in our case), are employed to 

simulate conditions and that are very different from those used to calibrate and validate the 

model, uncertainty in the assessment increases. For this reason, all the models should be 

validated again when new information is available. This occurs even with physical 

hydrological models (e.g. groundwater flow models, rainfall-runoff models, etc.). Our model, 

although it is not based on such physical models, provides coherent solutions with the 

capability to predict very extreme conditions; for example, if snow is not present, it does not 

show any values of SCA.  

Nevertheless, as explained above, in all models uncertainty grows when they are used to 

simulate very different conditions. The patterns and variability of future climate conditions 

may be considerably different from the historical/current climate data used to calibrate and 

validate the model’s parameters (the model’s rules in our approach) (IPCC, 2007; 2013). 

However, despite the inevitable uncertainty in predicting the impact of climate change (an 

uncertainty that also exists in many other aspects analysed by the scientific community, both 

within physical and non-physical processes, and which is also inherent to the definition of 

potential climate change scenarios), there is a clear need to provide a quantitative assessment 
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of potential hydrological impacts. This will allow scientists to rationally evaluate potential 

adaptation strategies for maintaining sustainable  management of water resources systems, 

which may be very vulnerable to climate change. Due to the importance to society of 

understanding the potential impacts of climate change, although there may be uncertainties 

involved in this impact assessment, scientific production on this issue is very relevant (e.g., 

Brown and Mote, 2009; Vorosmarty et al., 2000 ). 

In this work we assume a steady LULC in historical and future scenarios in order to perform a 

sensitivity analysis of the SCA dynamics to potential future climate scenarios. Therefore, 

representative SCA results can be provided for long-term future climate periods if we assume 

that LULC will remain quite similar to its historical data, or that the changes do not have an 

important influence on the snow dynamic.  The CA model has been calibrated and validated 

with P and T time series from recent years and it only requires P and T time series in order to 

assess the impact on the future evolution of SCA. Suppose we take the P and T time series 

projected for the year 2100. There will be, on average, less rainfall and higher temperatures. 

Suppose that these time series are taken to be the record from a recent abnormally dry and hot 

year. We would think that the output of the model is valid for this recent year, although we 

are using the projections for the year 2100. Thus, as long as we assume that the calibration is 

robust in accordance with the validation performed, and make the hypothesis that the 

parameters (rules, in our approach) will remain invariable in the future, as they depend on P 

and T only (because topographic parameters may be considered constant at a timescale of one 

hundred years), the use of CA will be valid for addressing SCA dynamics in the future. The 

spatial change in the global circulation of the atmosphere has already been taken into account 

in the P and T time series projections for the future. 

New research would be needed to use the same CA model to study a historical period with 

significant LULC changes, or to simulate potential future impacts that also include future 

LULC changes. Most likely, such models would need to include other spatial variables 

influenced by LULC in the rules. 

Additionally, different parameter sets can lead to similar responses in the SCA dynamics 

(principle of equifinality). The analysis of parameters in this deterministic model cannot be 

used to draw conclusions about the factors that influence snow dynamics. As a future line of 

research, a new approach would be required to perform a more complete analysis of the 

factors that influence SCA, combining stochastic and physical-based models. 

5. Conclusions 

A CA model to estimate SCA has been calibrated and validated with good results for the 

Sierra Nevada mountain range (southern Spain). We implemented several lumped and 

distributed numerical experiments (varying the driving variables, algorithm parameters, 

minimisation procedure, search for optimal parameters and temperature) based on a lumped 

CA model developed by Pardo-Igúzquiza et al. (2017). The best implementation (numerical 

experiment D2.1) reduced the MSE by 6.6% and 10.1% in the calibration and validation 

periods, respectively, compared to the initial lumped CA model. Subsequently, we used this 



Assessing impacts of potential climate change scenarios in water resources systems depending on 

natural storage from snowpacks and/or groundwater 

  

159 
 

best CA model numerical experiment to assess the impacts of climate change on snow cover 

dynamics using future precipitation and temperature scenarios as driving variables.  

When the relative changes in the future precipitation and maximum temperature time series 

generated (with respect to the historical series) are plotted against mean elevation in each grid, 

we conclude that, in this alpine case study, potential climate change at higher altitudes will 

result in higher temperatures and lower precipitation.  

The future series generated was used as an input for the calibrated CA model, leading to the 

worrying result that there will be a drastic reduction in snow cover area in the future. Using 

the future precipitation and temperature scenarios as driving variables for the period 2071-

2100, we obtain a significant reduction in snow cover area using the calibrated CA model 

(59.0% for E1 and 61.7% for E2). 

Thus, the distributed CA developed is proved to be a useful tool for predicting the future 

evolution of snowpack. This tool can be applied to various management tasks, including 

water resources management, operational river forecasts and landscape management. 
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Parameter Optimal value σ 

Po 6.8 mm 0.20 mm 

a 1140 34.35 

b 80 2.77 

Tc 0 ᵒC 0.10 ᵒC 

Nm 14 0.18 

Table 7.2. Optimal values of parameters and standard deviations for the lumped CA model. 

               GCMs       

RCMs 
CNRM-CM5 EC-EARTH MPI-ESM-LR IPSL-CM5A-MR 

CCLM4-8-17 X X X   

RCA4 X X X   

HIRHAM5   X     

RACMO22E   X     

WRF331F       X 

Table 7.3. Regional Climatic Models (RCMs) and General Circulation Models (GCMs) 

considered for simulations. 

Month 

Relative changes in SCA (%) 

Scenario E1 Scenario E2 

October -50.8 -69.7 

November -61.4 -52.5 

 December -60.9 -57.8 

 January -58.9 -59.8 

February -57.0 -60.8 

March -63.6 -67.2 

April -51.3 -65.3 

 May -54.8 -86.6 

Table 7.4. Potential relative changes in SCA for the two scenarios considered 
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Figures of the Chapter 7 

 

Figure 7.1. A) Location of the study area. B) Land cover of the area of interest (Day image 

from 01/11/1999 from the Landsat 7 satellite). 

 

Figure 7.2. Mean squared error estimated from the number of errors in cells in the area in the 

calibration period for numerical experiment A1.   
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Figure 7.3. Value of the calibrated parameters in the various climatic zones compared to the 

mean elevation of each climatic zone. 

 

Figure 7.4. Experimental SCA and SCA estimated by the calibrated CA model over the 

calibration period. 
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Figure 7.5. Cells where snow cover exceeds 5, 15, 25 and 35% of days for experimental and 

estimated SCA using the calibrated cellular automata model over the calibration period. 

 

Figure 7.6. Experimental SCA and SCA estimated by the calibrated CA model for the 

validation period. 
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Figure 7.7. Cells where snow cover exceeds 5, 15, 25 and 35% of days for the experimental 

and estimated SCA using the calibrated CA model for the validation period. 

 

Figure 7.8. Failure probability of the CA model in the calibration and validation periods. 
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Figure 7.9. Experimental and estimates ± standard deviation of SCA using lumped CA model 

for the validation period. 

 

Figure 7.10. Historical and ensemble of future precipitation and maximum temperature series 

for the bias correction and delta change approaches for a given climatic zone. 
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Figure 7.11. Relative changes in precipitation and temperature with respect to the elevation of 

each climatic zone. 

 

Figure 7.12. Historical and future monthly estimated SCA using the calibrated cellular 

automata model. 
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Figure 7.13. Historical and future daily estimated SCA using the calibrated cellular automata 

model. 

 

Figure 7.14. Cells with snow cover for more than 5, 15, 25 and 35% of days for the historical 

and future scenarios.  
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Abstract  

Climate change will modify the availability of groundwater resources in the future. Thus the 

evaluation of average aquifer recharge from precipitation, and its uncertainty, becomes a key 

subject in determining suitable countrywide water policies. The confident prediction of 

renewable groundwater resources requires an accurate evaluation of aquifer recharge over 

time and space, especially in large territories with varied conditions for aquifer recharge such 

as continental Spain. This study asses impacts of future potential climatic change scenarios on 

distributed net aquifer recharge (NAR) from precipitation over continental Spain. For this, the 

used method (1) generates future time series of climatic variables (precipitation, temperature) 

spatially distributed over the territory for potential aquifer recharge (PAR), and (2) simulates 

them within previously calibrated spatial PAR or NAR recharge models from the available 

historical information to provide distributed PAR or NAR time series. The information 

employed comes from the Spain02 project for the historical climatic data, from Alcala and 

Custodio (2014, 2015) for the historical spatial NAR, and from the CORDEX EU project 

regional climate models (RCMs) simulations for the future climate scenarios. A distributed 

empirical precipitation-recharge model is defined by using a regular 10 km  10 km grid, and 
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assuming that precipitation (P) and temperature (T) are the most important climatic variables 

determining PAR, while their spatiotemporal variabilities determine the impacts of future 

potential climatic scenarios on renewable groundwater resources. Potential plausible pictures 

of future climate scenarios are defined by combining information coming from different 

RCMs and General Circulation models (GCMs), downscaling techniques, and ensemble 

hypothesis. These scenarios were simulated within the used precipitation-recharge model to 

estimate impacts on NAR. The results show that global mean NAR decreases by 12% on 

average over continental Spain. Over 99.8% of the territory, a variable degree of recharge 

reduction is obtained; the reduction is quite heterogeneously distributed in line with the 

variety of conditions for aquifer recharge over continental Spain. The standard deviation of 

annual mean NAR will increase by 8% on average in the future. The dependence of these 

changes regarding potential explanatory variables, such as elevation and latitude was also 

analysed.  

Key words: aquifer recharge, climate change scenarios, hydrological impacts, continental 

Spain 

1. Introduction 

The evaluation of aquifer recharge from precipitation is essential to make a quantitative 

evaluation of renewable groundwater resources, required to implement appropriate 

countrywide water policies (Freeze and Cherry, 1979; National Ground Water Association, 

2004). Potential and net aquifer recharge can be evaluated. From a hydrological point of view, 

‘potential’ aquifer recharge (PAR) refers to the fraction of precipitation (P) that infiltrates into 

the soil and percolates below the root zone. It is expected to be greater than ‘net’ aquifer 

recharge (NAR) (De Vries and Simmers, 2002; Andreu et al., 2011; España et al., 2013), 

which is the fraction of recharge that reaches the water table after some delay, smoothing out 

the variability inherent to precipitation events (Lerner et al., 1990; Batelaan and de Smedt, 

2007). Note that precipitation events include all the atmospheric water phases reaching the 

land surface, such as rain, snow, dew, fog, etc. For the purpose of assessing renewable 

groundwater resources, the NAR fraction is what matters (Alcalá and Custodio, 2014).  

Aquifer recharge evaluation is a complex task subjected to significant uncertainties inferred 

by governing weather and physical variables, as well as the choosing of appropriate 

techniques to cover different physical processes determining recharge (Milly and Eagleson, 

1987; De Vries and Simmers, 2002; Clark et al., 2011). Aquifer recharge varies over space 

and time. So, the NAR timing may vary from daily to weekly when the water table is shallow 

(Andreu et al., 2011) to monthly to yearly in areas having a thick vadose zone (Alcalá et al., 

2011).  For example, the snow melting seasonal cycles may determine recharge rates and 

timing in mountainous areas (Simpson et al., 1972; Winograd et al., 1998; Earman et al., 

2006). 

The complexity of aquifer recharge evaluation increases when we intend to estimate potential 

impacts of long-term climate variability. Aquifer recharge may be subjected to variation due 

to global driving forces such as climate change and local human actions such as land-use 

transitions, and this adds to the overall uncertainty in planning future evaluations under 
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different climate scenarios. The main statistics (mean and standard deviation) of natural 

recharge from precipitation over a long enough period should not change substantially, unless 

they were influenced by climate or land-use changes. The steady behaviour of the cited main 

statistics declines when there is evidence of climate change (Milly et al., 2008; Pulido-

Velazquez et al., 2015). 

Due to this complexity in evaluating aquifer recharge, and taking into account that its direct 

measure is often unreliable over large spatial scales, several techniques have been developed 

to evaluate aquifer recharge at different temporal and spatial scales, ranging widely in 

complexity and cost (Scanlon et al., 2002; Lerner et al., 1990). Recharge estimates can be 

classified according to the hydrological zone to which recharge refers (soil, vadose zone, and 

saturated zone) and the technique employed (physical, tracer, numerical modelling, and 

empirical) (Lerner et al., 1990; Scanlon et al., 2002, 2006; Coes et al., 2007; McMahon et al., 

2011). On aquifer or catchment scales, water-balance techniques applied in the soil and in the 

vadose zone provide PAR estimates while tracer techniques, hydrodynamic methods based on 

Darcy’s Law, and groundwater numerical models applied in the saturated zone provide NAR 

estimates (Lerner et al., 1990; Batelaan and de Smedt, 2007; Alcalá and Custodio, 2014).   

For large-scale applications, geographical information system (GIS) can be coupled with 

lumped and distributed hydrological models to determine the spatial distribution of PAR or 

NAR (Barthel 2006; Minor et al., 2007; Batelaan and de Smedt, 2007; Pulido-Velázquez et 

al., 2015). Several examples combine different techniques to establish the different timing of 

PAR and NAR associated to the use of different techniques at different spatial scales (Nolan et 

al., 2007; Coes et al., 2007; Alcalá et al., 2011; McMahon et al., 2011).  

The choice of one of these techniques depends on the objective of the study and the available 

data (Lerner et al., 1990; Scanlon et al., 2002; Islam, 2015). In this paper, the selection was 

based on the available distributed historical information about climatic variables (Spain02 

project; Herrera et al., 2016) for PAR and existing databases for NAR (Alcalá and Custodio, 

2015) in continental Spain. We will propose to apply an empirical modeling approach to 

assess yearly recharge for future potential climate scenarios in large-scale areas, such as 

Continental Spain. 

The impact of climate change scenarios on Groundwater is a topic that has produced a 

continuous interest in the research community since 1990’s (cf. Vaccaro, 1992; Edmunds and 

Gaye, 1994; Bouraoui et al., 1999; Eckhardt and Ulbrich, 2003; Chen et al., 2004; Scibek and 

Allen, 2006; Jyrkama and Sykes, 2007). In recent years the number and relevance of the 

studies has shown a sharp increase (cf. Di Matteo et al., 2011; Green et al., 2011; Treidel et 

al., 2012; Klove et al., 2013; Taylor et al., 2013; Cotterman et al., 2017; Di Matteo et al., 

2017; Gemitzi et al., 2017; Huang et al., 2017; Kidd, 2017; McIntyre, 2017). Regarding the 

spatial scale, most of the studies assessed the impacts of climate change on a specific 

groundwater flow system (Dragoni and Sukhija, 2008; Molina et al., 2013; Pulido-Velazquez 

et al., 2015), while a few encompassed regional groundwater flow systems. Impacts on 

groundwater were considered in some basin-scale studies (e.g., Pulido-Velazquez et al., 2011; 

Escriba-Bou et al., 2016; Herrmann et al., 2016) as well as for countries (Polemio, 2016) or 
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entire continents (Earman and Dettinger, 2011; Panwar and Chakrapani, 2013; Adhikari et al., 

2015; Hartmann et al., 2015). 

In this paper we propose a new systematic method to assess yearly impacts of future potential 

climate change scenarios on net aquifer recharge (NAR) in large scale areas. Future potential 

climate scenarios are generated with a non-equifeaseable ensemble of downscaling 

projections coming from different RCMs simulations. These scenarios are propagated with a 

new distributed empirical recharge model to estimate NAR from climatic fields. It has been 

applied in Continental Spain, an extensive and varied territory where no previous research 

work of this type has been performed. The results, which intend to be indicators of potential 

future plausible scenarios, are obtained under a set of hypotheses that are listed and discussed 

within the paper.  

This paper is organized as follows. Section 2 describes the case study and available data. 

Section 3 presents the method used to assess potential impacts of future climatic scenarios on 

NAR. Subsection 3.1 defines an empirical precipitation-recharge model to simulate 

hydrological impacts from climatic variables (P, T). Subsection 3.2 describes the generation of 

future potential climatic scenarios. Subsection 3.3 describes the assessment of climate change 

impacts by simulating future potential climatic scenarios within a previously calibrated 

recharge model. Section 4 shows the results and discusses them. Finally, section 5 presents the 

main conclusions.  

2. Materials: Description of the case study and available data 

2.1 Case study: continental Spain  

Continental Spain, lying between latitudes 36º and 44º N (Figure 8.1), occupies most 

(493,519 km
2
) of the Iberian Peninsula, the rest belonging to continental Portugal. A large 

proportion of the territory is occupied by the relatively high-elevation plains (mesetas), which 

lie at about 900 m a.s.l. in the northern half of the country and about 700 m a.s.l. in the 

southern half; the mountain ranges that enclose them may exceed 2500 m of elevation. The 

mesetas are characterised by a continental climate (MIMAM, 2000), which means hot, dry 

summers and cold, relatively wet winter-spring seasons.  

Due to its varied geology, continental Spain has many relatively small yet high-yielding 

aquifers. The most important aquifers lie in Plio-Quaternary sedimentary formations in the 

large river valleys, and the quite extensive but compartmentalized Triassic to Tertiary 

carbonate massifs (Figure 8.1). The former consist of groundwater bodies surrounded by 

mountain ranges, small alluvial and piedmont units, and deltaic formations on infilled 

estuaries in coastal areas. Carbonate massifs are common, occurring in quite extensive but 

compartmentalised areas along the northern, eastern, and southern mountain ranges (IGME, 

1993). In addition, the weathered and fissured granite and Palaeozoic shale formations in the 

northern, southern, and north-eastern mountain ranges contain small aquifers of local 

significance. The wide lithological, orographic, edaphic, and climatic diversity of continental 

Spain gives rise to a wide range of conditions for net aquifer recharge (NAR) (Alcalá and 

Custodio, 2014, 2015). 
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2.2 Historical climatic data  

For the period 1976-2005, historical climatic (precipitation and temperature) time series were 

taken from the Spain02 project (Herrera et al., 2016), which includes a large database of 

meteorological data covering continental Spain. Precipitation (P) and temperature (T) show 

significant spatial heterogeneity due to the very different climatic conditions (Figure 8.2). 

Mean P ranges from 2000 mm year
1

 in the northern mountainous areas, to about 500-600 

mm year
1

 over the northern meseta, and 380-500 mm year
1

 in the southern meseta (Figure 

8.2.a). In the semiarid south-eastern coastal areas and north-eastern inland areas, P is around 

300 mm year
1

 or less, and sometimes as low as 180 mm year
1

 (MIMAM, 2000). 

Precipitation occurs mainly in late autumn and winter (November to March), associated with 

the circulation of cold air masses from the North Atlantic Ocean and deep pressure lows that 

travel eastwards and generate an inflow of air masses from the Subtropical Atlantic Ocean 

(Trigo et al., 2004). The eastern coast of Spain may also receive precipitation from humid air 

masses over the western Mediterranean Sea, especially in late summer and autumn, which 

generally do not penetrate far inland (Martín-Vide and López-Bustins, 2006). The annual 

mean T varies from 4.6 to 21.1 ºC (Figure 8.2.b) with minimums in January and maximums in 

August; the daily T amplitude on a year may be as high as 50 ºC in the southern meseta and 

river valleys. There is a pronounced gradient of T with elevation in mountain areas, thus 

favouring the seasonal snow-melting contribution to surface and groundwater bodies 

(MIMAM, 2000). 

2.3 Historical recharge data  

The CMB method was recently used for determining spatial mean NAR from precipitation 

and its uncertainty over continental Spain, by assuming long-term steady conditions of the 

CMB variables: atmospheric chloride bulk deposition, chloride export flux by runoff, and 

recharge water chloride content (Alcalá and Custodio, 2014, 2015). Other sources of natural 

recharge such as groundwater transferences among aquifers, external runoff contribution, and 

snow melting coming from others areas were not considered (Alcalá and Custodio, 2014, 

2015). Alcalá and Custodio (2014, 2015) analysed the influence of hydraulic properties 

(permeability and aquifer storage) of different aquifer lithologies on NAR estimates. For local 

usage, the hydrological meaning and reliability of distributed NAR was determined by 

comparing them with local, assumed trustable NAR values. The CMB variables were 

regionalised using ordinary kriging at the same 4976 nodes of a 10 km  10 km grid to 

estimate a mean NAR value in each grid node. Two main sources of uncertainty affecting 

recharge, induced by the inherent natural variability of the variables and from mapping of the 

CMB variables, were identified and estimated (Alcalá and Custodio, 2014). While uncertainty 

from mapping may be reduced with better data coverage, the part of the natural uncertainty 

inferred by the variable length of yearly data series was corrected by comparing them to 

existing long time series. A data-correction procedure was implemented to improve mean 

annual NAR and its natural uncertainty deduced from variable-length data series (Alcalá and 

Custodio, 2015). 

The critical balance period to reach comparable steady CMB averages and uncertainties was 
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defined as around 10 years. This period coincides with the decadal global climatic cycles 

acting over the Iberian Peninsula, with imperfect ~5-year positive and negative phases that 

follow the North Atlantic Oscillation trend (Hurrell, 1995; Trigo et al., 2004). Taking into 

account that (1) a minimum 10-year balance period is needed for reliable steady evaluations; 

and (2) the CMB databases covered preferably the period 1994-2007, the historical 1996-

2005 period covering a 10-year long NAO climatic cycle with two successive 5-year long dry 

and wet phases was selected. Corrected CMB averages and natural uncertainties were 

regionalised. Mean annual NAR varied from 14 to 813 mm year
–1

, with 90% ranging from 35 

to 300 mm year
–1

 (Figure 8.3.a), and the standard deviation of mean annual NAR varied from 

4 to 281 mm year
–1

 (Figure 8.3.b).  

2.4 Climatic model simulation data. Control and future scenarios 

Several series of climatic data generated with different climatic model simulations performed 

in the CORDEX EU project were employed. The most pessimistic emission scenario of the 

project, Representative Concentration Pathways 8.5 (RCP8.5), was selected. The simulations 

selected include results from five RCMs (CCLM4-8-17, RCA4, HIRHAM5, RACMO22E, 

and WRF331F) nested inside four different General Circulation Models (GCM), as shown in 

Table 8.1. 

Dimensionless spatial monthly mean relative differences between the control simulation and 

the historical P time series for an average year over the reference period (1976-2005) were 

obtained by means of an equi-feasible ensemble of all RCMs simulations (Figure 8.4). The 

relative difference distribution is negatively biased overall, with a central set of values in the 

±0.7 range and extreme values of -0.87 in August and +1.33 in May. Except for October (with 

a slightly positive average relative difference) all months show negative differences, which 

justifies applying some correction to the time series obtained from the RCMs simulations. The 

negative differences reach -0.4 in March in the northern half of the territory, but not until July 

and August in southern and south-eastern highlands areas, characterised by dry continental 

and semiarid climates with evidence of active desertification (Martínez-Valderrama et al., 

2016). 

The summary of the spatial distribution of the mean impacts of climate change on P is 

represented using the dimensionless monthly relative differences between future (2016-2045) 

and control (1976-2005) time series by assuming equi-feasible ensembles of all RCMs 

simulations (Figure 8.5). The relative difference distribution is positively biased overall, with 

central values in the ±0.1 range and extreme values of -0.44 in June and 0.2 in October. 

Except for January (with a slightly positive average relative difference), each month shows 

negative or close-to-average differences, with a very heterogeneous distribution. The negative 

relative differences decrease to below -0.1 in spring and summer (April to August) in the 

southern and south-western highlands. 

3. Methods 

The methodology used to assess impacts of future potential climatic change scenarios on 

aquifer recharge (NAR) from precipitation over continental Spain is described in three steps: 
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(1) definition of an empirical distributed precipitation-recharge model; (2) generation of 

future potential time series of climatic variables (P, T) spatially distributed over the territory; 

and (3) assessment of future hydrological impacts on aquifer recharge. 

3.1 Precipitation-recharge model 

A distributed empirical precipitation-recharge model is defined by using the 10 km x 10 km 

grid, to generate NAR series from climate series in each grid cell. The model, instead of 

assessing recharge series by using exclusively P, which is an approximation commonly 

applied (Kirn et al., 2016, for example applying an infiltration coefficient to P) is defined 

from the historical PAR time series estimated as difference in P and actual evapotranspiration 

(AET) time series (PR recharge time series hereafter). 

Taking the positive relationship of temperature (T) and AET into account (Arora, 2002; 

Gerrits et al., 2009), changes in T will determine the available non-evaporative fraction of P 

available for aquifer recharge. Other factors susceptible to control AET in the future are not 

considered. For instance, evaporation is expected to increase with warming temperatures, 

while transpiration may actually decline in some cases if the warming results from increased 

CO2 due to CO2 fertilization (Bazzaz and Sombroek, 1996; Ward et al., 1999; Green et al., 

2007) and the vegetation cover transitions toward a more degraded condidion, as expected in 

the western Mediterranean region (Martínez-Valderama et al., 2018) and other mid-terrestrial 

latitudes (Sun et al., 2017). On the other hand, warming climate can shift multiple days per 

year of snowfall to rain, potentially altering recharge. 

Different non-global empirical models could be applied to estimate the historical AET from P 

and T time series (e.g., Turc, 1954, 1961; Coutagne, 1954; Budyko, 1974; amongst others) as 

described in Beven (1997), Arora (2002), Gerrits et al. (2009), and España et al. (2013). In 

this study, the Turc (1954, 1961) model, in which annual AET depends on annual T and P, is 

applied in each grid cell as: 

𝐴𝐸𝑇 =
𝑃

√0.9+
𝑃2

𝐿2

                        (1) 

where AET and P are in mm year
-1

, and L = 300 + 25T + 0.05T
3
 is a dimensionless parameter 

function of annual T. 

The NAR series are obtained in each cell by applying a model whose target is to produce a 

perturbation of the historical PR series to obtain a new series whose mean and standard 

deviation is equal to the NAR series. The model is defined with a correction function that is 

calibrated forcing that the perturbation of the historical PR series produces a new series whose 

mean and standard deviation is equal to the historical NAR series data provided by Alcalá and 

Custodio (2014). The calibrated function will be applied to correct future PR series to obtain 

future NAR series assuming that the bias correction or correction function will not change in 

the future. The procedure involves the next steps:  

(1) Average change of mean and standard deviation of the PR and NAR series for the same 
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historical period: 

∆µ =
µ(𝑁𝐴𝑅)−µ(𝑃𝑅)

µ(𝑃𝑅)
  and  ∆𝜎 =

𝜎(𝑁𝐴𝑅)−𝜎(𝑃𝑅)

𝜎(𝑃𝑅)
               (2) 

Where ∆µ is the change in mean and ∆𝜎 is the change in standard deviation. 

(2) Standardization of the PR series (historical and future) 

𝑃𝑅𝑛𝑖 =
𝑃𝑅𝑖−𝑃𝑅̅̅ ̅̅

𝜎𝑃𝑅
                        (3) 

(3) Generation of NAR series from PR series  

𝑁𝐴𝑅𝑖 = 𝜎𝑐 · 𝑃𝑅𝑛𝑖 + µ𝑐                     (4) 

Where µ𝑐 =  µ (𝑃𝑅) · (1 + ∆µ)  and 𝜎𝑐 =  𝜎 (𝑃𝑅) · (1 + ∆𝜎)          (5) 

When Equation (4) is applied to the historical PR series the generated NAR series have the 

same mean and standard deviation to the historical NAR series of data provided by Alcalá and 

Custodio (2016). If it is applied to the future PR series future NAR series will be obtained 

assuming that the bias correction remain invariant in the future. 

The NAR model was calibrated using PR recharge time series from historical climatic data 

(section 2.2) and historical NAR data from the CMB method (section 2.3) for the period 

1996-2005. Two different hypotheses are assumed regarding the length of the PR recharge 

time series used to calibrate the precipitation-recharge model (the transformation function) (1) 

the same period of recharge time series (1996-2005; called mod_1996-2005); or (2) a longer 

historical period (1976-2005; called mod_1976-2005). This hypothesis assumes that the 

statistics (mean and standard deviation) of NAR time series from the CMB method for the 

period 1996-2005 and PAR time series generated from a longer historical period 1976-2005 

do not differ substantially, and can be considered identical. This assumption is supported by 

assuming steady-state conditions of the mean and standard deviation of the balance variables 

determining the historical recharge when simulating the period 1976-2005 with both 

mod_1976-2005 and mod_1996-2005 models. The distributed mean annual recharge was 139 

mm and 144.4 mm, respectively, thus the relative difference was less than 4% on average 

(Figure 8.6). The maps show a quite similar spatial distribution despite the mod_1976-2005 

providing a slightly more smoothed estimate with lower maximum values.  

3.2 Generation of future potential climatic scenarios 

We introduce a method to generate potential future short-term-horizon (2016-2045) climatic 

scenarios from the historical data (1976-2005) and the available climatic models simulations 

performed in the CORDEX EU project, taking the uncertainty linked to these future scenarios 

into account. For this, a multi-criteria analysis of the time series obtained by applying 

different correction techniques (bias correction and delta change) for downscaling the values 

obtained with the climatic model simulations was performed to identify the best fits to the 

historical data. Assuming equifeasible members or non-equifeasible members (see 

Christensen and Lettenmaier, 2007; Lopez et al., 2009; Pulido-Velazquez et al., 2015), 
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different ensembles of the obtained time series are used to achieve more-representative future 

potential climate scenarios for assessing impacts on aquifer recharge. 

3.2.1 Application of downscaling techniques: bias correction and delta change approaches 

Future scenarios of climatic variables for distributed PAR or NAR over a territory have 

usually been generated by applying statistical downscaling techniques to the outputs of 

climatic models (control and future scenarios), and taking the values of these variables in the 

historical period into account. RCMs provide dynamic approaches with a spatial resolution of 

tens of kilometres. They are nested inside General Circulation models that have coarser 

spatial resolution (hundreds of km of grid side). In most cases the statistics of the series 

generated by RCMs showed a bias regarding the ‘real’ values, and appropriate downscaling 

techniques are required to analyse impacts at the groundwater flow system scale. Depending 

on the problem, several downscaling techniques of varying complexity and accuracy 

(correction of first- and second-order moments, regression approach, quantile mapping, etc.) 

were applied by assuming different conceptual approaches, such as bias correction and delta 

change techniques (Räisänen and Räty, 2012).  

Bias correction techniques aim to define a perturbation of the control time series to force 

some of their statistics closer to the historical ones. They assume that the bias between 

statistics of the model and data will remain invariant in the future (e.g., Haerter et al., 2011; 

Watanabe et al., 2012, Stigter et al., 2012). The delta change techniques assume that the 

RCMs provide good assessments of the relative changes in the statistic between present and 

future, but they do not thoroughly assess the absolute values. They use the relative difference 

in the statistic of future and control simulations to perform a perturbation of the historical 

time series in accordance with these estimated changes (e.g., Pulido-Velázquez et al., 2011, 

2015; Räisänen and Räty, 2012). 

However, the spatio-temporal resolution between the historical and the control time series 

(from RCMs) often differs. Usually, the spatial resolution of historical datasets is greater than 

the spatial resolution of the RCMs dataset. So the transformations of both bias correction and 

delta change techniques indirectly produce downscaling approximations to the system (the 

spatial resolution of the RCMs is increased through the historical series in the case study). 

This is the reason they are commonly known as downscaling transformations.  

In this research, two downscaling approaches were used, correction of first and second order 

moments, for both bias correction and delta change techniques. These were applied to all the 

RCMs simulations described in Section 2.2 (Table 8.1). 

3.2.2 Multi-criteria analysis of the main statistic 

A multi-criteria analysis analogous to those described in Pulido Velazquez et al. (2011) 

(Escriva-Bou et al., 2016), was used to identify the RCMs simulations that provide the best 

approximation to the main statistics (mean, standard deviation) of the historical time series. It 

aims to identify the best RCMs in terms of goodness of fit of the statistics of the control series 

to the historical ones. To assess it we define an error index (ES, see Equation 6) that is applied 



Chapter 8: Assessing impacts of future potential climate change scenarios on aquifer recharge in 

continental Spain 

182 
 

to the main statistics (mean and Standard deviation) for each RCM and climatic variable 

(precipitation and temperature).  

𝐸𝑆 =
1

𝑁
∑ (

𝑆𝑐−𝑆ℎ

𝑆ℎ
)
2

𝑁                        (6) 

where ES is the error of the considered statistic, N is the length of the statistical time series, c 

is the control simulation, and h is the historical. Table 8.2 shows eliminated and non-

eliminated RCMs.  

After assessing Es it in each cell we estimate the mean lumped value for our case study 

(Continental Spain), which will be employed to perform the multicriteria analysis. It intends 

to find models that were “inferior” to others in terms of fitting the historical dataset 

(‘dominated solutions’, in the terminology of multi-objective analyses). The models are then 

compared and those ones that were worse than any other model in all the statistics, i.e., 

strictly dominated are the “inferior” one.  

It has been also applied to identify the best combination of models and bias correction 

techniques in terms of goodness of fit of the corrected control scenarios to the basic statistics 

of the historical time series. Due to the fact that most combinations of models and bias 

correction techniques provide good approximations to the first and second moments, a 

relative error threshold (percentage difference with respect to the historical statistics) was 

defined; only significant differences were used to decide when a corrected control is worse 

than other ones. Table 8.3 shows the inferior and non-inferior combinations of models and 

bias-correction techniques for a 3% threshold of the mean relative error.  

3.2.3 Prediction ensembles to define more representative future climatic scenarios 

Four options to define more representative future scenarios by applying different ensembles 

of the potential scenarios deduced from the available climatic models were considered. Two 

ensemble scenarios were considered by combining as equifeasible members all the future 

series (corresponding to different RCMs simulations) generated by bias correction (E1) or 

delta change (E2). Two other options were defined by combining only the non-inferior models 

using the 3% threshold [E3] (in bias correction approach) or the non-inferior combinations of 

model and correction technique [E4] (delta change techniques), by assuming that the inferior 

ones are untrusted.  

Despite the temporal series being different, the two equi-feasible ensembles E1 (applying bias 

correction techniques) and E2 (applying delta change techniques) produced identical future 

mean temperature maps (Figure 8.7). There are very small differences in mean values 

between the equi-feasible projections and the two other alternatives. In terms of precipitation, 

there are very small differences between the two equi-feasible ensembles E1 and E2 due to a 

reduced number of negative values appearing in some cells when correcting using the second 

moment approach (Figure 8.8). Larger differences appear between the mean values of these 

equi-feasible predictions and the two other alternatives, although they are not significant. 

Therefore, the sensitivity of the means of climatic variables to the hypothesis assumed to 

define the ensemble is quite low. 
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3.3 Assessment of future climate impacts on aquifer recharge 

The analysis of climate change impacts required to simulate various climatic scenarios (Ei) 

within the precipitation-recharge models defined in section 3.2. The results obtained are 

summarised and discussed in next section. Note that other variables affecting recharge, such 

as soil properties, vegetation patterns, and land use are considered steady, despite there being 

expected to change according to global climate driving forces and new human actions on a 

local scale that will be induced by adaptation to climate and water resource availability 

(Martínez-Valderrama et al., 2016, 2018). How these variables will change through time over 

the territory is not considered in this paper. 

4. Results and discussion 

4.1. Future aquifer recharge scenarios 

Eight potential future mean NAR scenarios for the period 2011-2045 were obtained by 

combining future potential climatic scenarios defined by the four ensemble options (E1, E2, 

E3, and E4) and two precipitation-recharge models (mod_1976-2005 and mod_1996-2005) 

(Figure 8.9). As pointed out for the historical time series, the results obtained with the 

mod_1976-2005 are slightly smoother (with lower maximum values) than those ones obtained 

with the mod_1996-2005, as shown in the maps and graphs in Figure 8.9. Note that 

significant differences in the temporal evolution of the annual future recharge time series are 

found when the assumed hypothesis are used. Scenarios E1 and E3 obtained by applying bias 

correction are similar to each other scenarios E2 and E4 obtained by using the delta-change 

perturbation technique. The recharge models used do not introduce large differences into the 

annual time series distribution, despite the mod_1976-2005 produces slightly more smoothed 

result with lower extreme values. The year-to-year distribution of recharge values for 

scenarios E2 and E4 is similar to that obtained by using the historical time series, though the 

mean value is slightly lower. This is due to the fact that the delta-change technique (E2 and 

E4) perturbs the historical time series while the bias-correction technique perturbs the future 

time series from the RCMs. 

Nevertheless, in statistical terms, both the mean and the median values of the aggregate NAR 

for the various scenarios and recharge models applied do not differ substantially, varying in 

the 98.5–106.9 mm year
-1

 and 120.8–128.3 mm year
-1

 ranges, respectively. The spatial 

distribution of mean NAR for each of the four scenarios is also quite similar (Figure 8.9). The 

sensitivity of the mean NAR and its distribution using both perturbation techniques (bias or 

delta change) and the ensemble hypothesis of the models (equi-feasible or not) is low; this is 

in agreement with what is observed by generating the future scenarios of P and T. The 

sensitivity of P and T maps to the recharge model employed (i.e., the transformation adopted) 

is also quite low; this is also expected given the small differences in mean in the simulations 

of the historical scenarios. A summary of basic statistics of governing variables P, T, and R for 

the historical period and future projections is included in Table 8.4. 

The absolute differences of mean values between historical and future NAR time series 

obtained for the various scenarios oscillate between -11.5 and -22.8 mm year
-1

 (Figure 8.10). 
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These figures highlight the differences between results obtained by using the various 

scenarios and recharge models. In terms of the means and medians, the differences are small, 

thus indicating that both time series are normally distributed and suitable for statistical 

comparisons. The model is more sensitive to which recharge model is applied (differences of 

4.6 mm year
-1

 and 3.8 mm year
-1

 in the mean and median, respectively) than to the ensemble 

type (differences of 2.8 mm year
-1

 and 2.6 mm year
-1

 in the mean and median, respectively). 

There is intermediate sensitivity to the rescaling technique (differences of 3.9 mm year
-1

 and 

3.8 mm year
-1

 in the mean and median, respectively). With respect to the extremes of mean P 

maps, the differences are small but the results are somewhat more sensitive to the rescaling 

correction technique (bias or delta change) than to the ensemble hypothesis (equi-feasible or 

not) or the recharge model applied (mod_1976-2005 and mod_1996-2005). Although this 

representation of absolute change also highlights that differences were almost unappreciable 

for the entire recharge dataset, the spatial distribution and statistics of values (Table 8.4) are 

very similar in all cases represented. 

As far as standard deviation goes (Figure 8.11), the ensemble scenarios are sensitive to the 

downscaling technique (bias or delta change). However, the sensitivity both to the recharge 

model and the ensemble hypothesis (equi-feasible or not) is low. 

The results that would be obtained by using an equi-feasible ensemble of the eight scenarios 

in terms of mean NAR, standard deviation, and relative variation of the future mean NAR 

compared to the historical ones are showed in Figure 8.12. One can see that although a small 

reduction in mean NAR is expected over 99.8% of continental Spain, there are two small 

north-eastern (600 km²) and eastern (100 km²) areas of the territory where a small increase is 

expected. A largest reduction in mean NAR in the centre and south-east of the territory is 

expected, dropping 28% in some areas. Only 6.6% of continental Spain corresponds to 

reductions of more than 20% in mean NAR. Nevertheless, 52.3% of the territory would suffer 

mean NAR reductions between 10% and 20%, while the reduction would be between 0% and 

10% over 40.9% of the territory. In the case of the standard deviation on mean NAR, an 

increment of 41% on average is expected over 71.5% of the territory, being particularly 

marked in localized southern areas, with 36.7% of this area showing more than 50% increase. 

There would also be a significant reduction in the standard deviation in northern areas, with 

6.9% of this area showing reductions greater than 30%. 

Finally, relationships between the dimensionless relative differences in mean and standard 

deviation of mean NAR and some possible explanatory variables (elevation, latitude) is 

showed in Figure 8.13. A poor linear correlation coefficient between relative differences and 

elevation is found, despite some general trends are observed. For instance, the range in 

relative differences in standard deviation of mean NAR decreases in the -0.3–0 range as 

elevation increases, especially above 1700 m a.s.l. in the main mountains ranges. While the 

standard deviation decreases at higher elevations, at lower elevations (0 to 200 m a.s.l.) a 

greater dispersion of the relative differences in standard deviation in the -0.3–0.8 range is 

found. The linear correlation coefficient between the relative differences and latitude is 

higher, of 0.30 for the mean and 0.56 for the standard deviation. The relative differences in 

the mean NAR increase with elevation, while the relative differences in standard deviation of 
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mean NAR decrease with elevation. Other relationships with longitude were analyzed but, 

finding none, these analyses are omitted.  

This work is the first one that assesses potential impacts of climate change on aquifer recharge 

in continental Spain. The limitations, uncertainties, and usefulness of the results are discussed 

below.  

4.2 Limitations: assumptions, uncertainties, and usefulness of the results 

The assumption of hypothesis and simplifications to apply the method presented in this work 

introduces different kinds of uncertainty which propagate in the final results. The more 

relevant hypotheses have been grouped into the two main methodological steps used, as 

follows:  

(1) Generation of future potential climatic scenarios 

- Total precipitation was used instead of differencing between rainfall and snowfall. 

Although most of continental Spain receive snowfall rarely (if ever), there are some areas 

in Pyrenees and Sierra Nevada ranges that receive significant snowfall. A great 

uncertainty in those areas is expected because snowmelt acts as a more 'efficient' recharge 

agent than rainfall (Simpson et al., 1972; Winograd et al., 1998; Earman et al., 2006) and 

warming climate can shift multiple days per year of snowfall to rain, potentially altering 

recharge. 

- The research focus on the analysis of future short-term-horizon (2016-2045). Other future 

horizons, such as mid-term and long-term scenarios have not been considered. For those 

mid-term and long-term scenarios, due to they are further away in time we will expect to 

have higher impacts on NAR. There should be also higher uncertainties for them. 

- Only the most severe IPCC scenario was analysed (RCP 8.5) to assess the most 

pessimistic potential impacts on NAR in the future short-term scenario. The impacts of 

other potential future scenarios (RCP2.6, RCP4.5, RCP6) on NAR should be less 

intensive. 

- Two downscaling approaches (correction of first and second order moments) under two 

different hypotheses (bias correction and delta change techniques) were applied to 

generate future climatic series in accordance with RCMs simulations. Note that, 

depending on the problem and the target solution, several downscaling techniques of 

varying complexity and accuracy (correction of first- and second-order moments, 

regression approach, quantile mapping, etc.) can be applied by assuming different 

conceptual approaches, such as bias correction and delta change techniques (Räisänen and 

Räty, 2012). By combining both approaches we cover a wider range of solutions assessing 

the potential impacts of Climate Change, giving a better picture of the potential variability 

of the solutions. 

- Potential plausible pictures of future climate scenarios are defined by combining 

information coming from different Regional Climatic Models (RCMs) and General 
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Circulation models (GCMs). The ‘ensembles’ coalesce and consolidate the results of 

individual climate projections, thus allowing for more robust climate projections that are 

more representative than those based on a single model (Spanish Meteorologial Agency, 

AEMET, 2009). 

- Two different hypotheses, equifeasible members or non-equifeasible members, were 

applied to define ensembles of the obtained future series for each RCM. They help to 

achieve more representative future potential climate scenarios for assessing impacts on 

aquifer recharge. 

(2) Hydrological propagation of the climatic impact. Simulation of future climatic scenarios 

with a precipitation-recharge model. 

- A simple empirical precipitation-recharge model has been adopted; whose inputs are P and 

E, being the outputs NAR time series. We have not tested other hydrological models, for 

example, based on a more physically based or detailed representation of the processes 

involved in the hydrological balance (Eg. Snowmelt processes) and the geological 

structures. We assume that precipitation (P) and temperature (T) are the variables 

determining NAR, and their spatiotemporal variability determines the impacts of future 

potential climatic scenarios on renewable groundwater resources. We do not consider the 

changes in other variables affecting recharge, such as soil properties, vegetation patterns 

and land-use. They are considered steady, despite there being expected to change 

according to global climate driving forces and new human actions on a local scale that 

will be induced by human adaptation to climate and water resource availability (Martínez-

Valderrama et al., 2016). The assess of these adaptation strategies developed to reduce the 

impacts on aquifer recharge is out of the scope of this research work.  

- We assume that the climatic fields (P and T) taken from the Spain02 project (Herrera et 

al., 2016) and used as inputs of our model are good enough to approximate the historical 

climate. An assessment of the validation of some Spanish datasets, including Spain02, was 

recently carried out by Quintana-Seguí et al. (2017). The SPAIN02 dataset has already 

been employed in many research studies (Escriva-Bou et al., 2017; Pardo-Igurquiza et al.,  

2017). 

- The Turc’s model (1954, 1961) was applied to estimate E. Its results depend on mean 

annual T and P. Different non-global empirical models could be applied to assess the 

historical AET from T and P time series. The applications of different methods would 

allow to assess uncertainties in this variable. 

- The NAR series obtained by applying the chloride mass balance (CMB) method (Alcalá 

and Custodio, 2014, 2015) were used to calibrate the recharge model. The mean and 

standard deviation of the historical NAR for the period 1996-2005 were assumed 

representative of the steady-state condition, despite no longer than 40-year time series of 

the CMB variables are available in continental Spain to draw definitive conclusions 

(Alcalá and Custodio, 2014, 2015).  

- The spatial resolution of the model, a regular 10 km x 10 km grid, is quite coarse because 

input data used to define the model were not available for smaller cells. Evertheless it 

allows to obtain a first approach to identify areas where more detailed analyses should be 
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performed. 

The results will be obtained under a set of hypotheses, and they are only indicators of 

potential plausible scenarios that may happen. Nevertheless, they give us an idea of the 

potential intensity of the climate change impacts under the most pessimistic emissions 

scenario in the analysed domain in a future short-term horizon (2016-2045). In spite of the 

uncertainties, the results also allow us to identify areas where the impact of climate change 

will be stronger. In these regions, there is the need for carrying out specific further research 

(using different detailed conceptual tools, etc) to provide a more detailed assessment of future 

values and uncertainties. 

5. Conclusions 

This work is the first one that assesses future potential impacts of climate change on aquifer 

recharge in continental Spain. A methodology is presented and used to estimate net aquifer 

recharge (NAR) over a regular 10 km x 10 km grid in two steps (1) generation of future 

potential climatic scenarios; and (2) hydrological propagation of the climatic impact by 

simulating future climatic scenarios with a precipitation-recharge model. The results, which 

are obtained assuming different hypotheses in each methodological step, are only indicators of 

potential plausible scenarios that may happen. They estimate the potential intensity of the 

climate change impacts for the horizon 2016-2045 under the most pessimistic emissions 

scenario. A reduction of mean NAR around 12% on average over continental Spain is 

deduced. A variable degree of NAR reduction over 99.8% of the territory is estimated; the 

reduction is quite heterogeneously distributed in line with the variety of conditions for aquifer 

recharge over continental Spain. The estimated standard deviation of mean NAR would 

increase by 8% on average in this future scenario. In spite of the uncertainties, the results are 

also useful to identify areas where the impact of climate change will be stronger. In these 

regions, we will need to perform more specific further research (using different detailed 

conceptual tools, etc) to provide a more detailed assessment of future values and 

uncertainties. The dependence of these changes regarding typical potential explanatory 

variables, such as elevation and latitude, was also analyzed. More significant relationships 

were found for the standard deviation that for the mean NAR values. The magnitude and 

range of standard deviation decrease at higher elevations and lower latitudes. 
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Tables of the Chapter 8 

               GCMs       

RCMs 
CNRM-CM5 EC-EARTH MPI-ESM-LR IPSL-CM5A-MR 

CCLM4-8-17 X X X   

RCA4 X X X   

HIRHAM5   X     

RACMO22E   X     

WRF331F       X 

Table 8.1. Regional Climatic Models (RCMs) and General Circulation Models (GCMs) 

considered for simulations. 

Eliminated? RCM GCM 

No CCLM4-8-17 CNRM-CM5 

No CCLM4-8-17 EC-EARTH 

No CCLM4-8-17 MPI-ESM-LR 

No HIRHAM5 EC-EARTH 

No RACMO22E EC-EARTH 

No RCA4 CNRM-CM5 

No RCA4 EC-EARTH 

No RCA4 MPI-ESM-LR 

Yes WRF331F IPSL-CM5A-MR 

Table 8.2. Inferior and non-inferior models in the multicriteria analysis. 

Eliminated? RCM GCM Technique 

Yes CCLM4-8-17 CNRM-CM5 First moment 

No CCLM4-8-17 CNRM-CM5 Second moment 

Yes CCLM4-8-17 EC-EARTH First moment 

No CCLM4-8-17 EC-EARTH Second moment 

Yes CCLM4-8-17 MPI-ESM-LR First moment 

Yes CCLM4-8-17 MPI-ESM-LR Second moment 

No HIRHAM5 EC-EARTH First moment 

No HIRHAM5 EC-EARTH Second moment 

No RACMO22E EC-EARTH First moment 

No RACMO22E EC-EARTH Second moment 

No RCA4 CNRM-CM5 First moment 

No RCA4 CNRM-CM5 Second moment 

Yes RCA4 EC-EARTH First moment 

Yes RCA4 EC-EARTH Second moment 

No RCA4 MPI-ESM-LR First moment 

No RCA4 MPI-ESM-LR Second moment 

Yes WRF331F IPSL-CM5A-MR First moment 

Yes WRF331F IPSL-CM5A-MR Second moment 

Table 8.3. Inferior and non-inferior combination of models and bias-correction techniques. 
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Figures of the Chapter 8  

 

Figure 8.1. Map of continental Spain, showing the main mountain ranges and hydrographic 

basins, and the hydrogeological behaviour of geological materials according to permeability 

type (IGME, 1993), modified from Alcalá and Custodio (2014): (a) low to moderate 

permeability pre-Triassic metamorphic rocks, granitic outcrops, and Triassic to Miocene 

marly sedimentary formations; (b) moderate to high permeability Palaeozoic to Tertiary 

carbonates; (c) moderate to high permeability Plio-Quaternary detritic materials; and (d) 

Triassic to Miocene evaporitic outcrops. 
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Figure 8.2. Spatio-temporal distribution of historical mean (a) precipitation (mm year–1) and 

(b) temperature (ºC) in continental Spain during the reference period (1976-2005). 

 

Figure 8.3. Historical net aquifer recharge (NAR) from precipitation over continental Spain 

from the CMB method application for the period 1996-2005, after Alcalá and Custodio (2014, 

2015): (a) annual mean NAR (mm year–1) and (b) standard deviation of annual mean NAR 

(mm year–1). 
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Figure 8.4. Dimensionless spatial monthly mean relative differences between the control 

simulation and the historical precipitation time series for an average year in the reference 

period (1976-2005). The ±0.5 range is indicated. 
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Figure 8.5. Dimensionless spatial monthly mean relative differences between future (2016-

2045) and control (1976-2005) precipitation time series. The ±0.1 range is indicated. 
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Figure 8.6. Historical mean net aquifer recharge (mm year-1) for the period 1976-2005 

obtained when simulating with two different hypotheses regarding the length of the PE 

recharge time series used to calibrate the precipitation-recharge model: mod_1976-2005 and 

mod_1996-2005. 

 

Figure 8.7. Potential future mean temperature (ºC) scenarios obtained with the four ensemble 

options (E1, E2, E3, and E4). 
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Figure 8.8. Potential future mean precipitation (mm year-1) scenarios obtained with the four 

ensemble options (E1, E2, E3, and E4). 
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Figure 8.9. Future potential mean net aquifer recharge (mm year-1) scenarios for the period 

(2011-2045) by combining future potential scenarios defined by the four ensemble options 

(E1, E2, E3, and E4) and two recharge models (mod_1976-2005 and mod_1996-2005). 
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Figure 8.10. Absolute differences in mean net aquifer recharge (mm year-1) for the historical 

series under four different scenarios (E1, E2, E3, and E4) and recharge models (mod_1976-

2005 and mod_1996-2005). 

 

Figure 8.11. Future potential scenarios of standard deviation of mean net aquifer recharge 

(mm year-1) for the period (2011-2045) from combining future potential scenarios defined by 

the four ensemble options (E1, E2, E3, and E4) and two recharge models (mod_1976-2005 

and mod_1996-2005). 

 



Assessing impacts of potential climate change scenarios in water resources systems depending on 

natural storage from snowpacks and/or groundwater 

  

205 
 

 

Figure 8.12. Potential future mean net aquifer recharge (NAR) (mm year-1), standard 

deviation of future mean NAR (mm year-1), and dimensionless relative differences between 

historical and future scenarios (equi-feasible ensemble of the eight scenarios). 

 

Figure 8.13. Elevation and latitude vs. dimensionless relative differences between future and 

historical net aquifer recharge (mean and standard deviation).
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Chapter 9: General conclusions, limitations and future 

research 

This thesis addresses problems related to the evaluation of the impacts of future potential 

scenarios of climate change (CC) in resources stored naturally in aquifers and/or snowpacks 

in systems that cover large areas of land. Groundwater and snowpacks can play a fundamental 

role in defining CC adaptation strategies that allow a sustainable supply of demands. 

The doctoral thesis develops a methodological framework for assessing impacts at different 

scales (basin, mountain range and country). A methodology has been proposed to generate 

potential CC scenarios considering droughts, which condition the management of the water 

resources in arid and semi-arid regions. The objectives achieved in the doctoral thesis 

represent an important contribution to the field of study; in addition interesting lines of 

research are identified for the future. 

1. Contributions 

Each chapter describing the methodology that forms the body of the thesis (chapters 2 to 8) 

includes specific conclusions for each of the specific objectives addressed.  Nonetheless, the 

principal contributions of this thesis are summarised again in this section. 

- Study of the precipitation and temperature gradients with elevation and generation of 

historical precipitation fields using geostatistical techniques and elevation as secondary 

information for estimation. 

In the Alto Genil basin, an inversion of the precipitation gradient was detected around 1600 

m. Although this pattern of precipitation was considered to be due to systematic errors in solid 

precipitation measurements (a phenomenon known as undercatch), the climate analysis of 

data in non-snow time led to the conclusion that the inversion of the gradient is real, though 

its intensity can be amplified by this phenomenon. The temperature shows a linear downward 

relationship with elevation. Wide differences were observed between the geostatistical 

techniques used to generate precipitation fields (kriging with linear or quadratic external drift, 

regression kriging) while the influence of the time scale (annual or monthly) used to define 

the climate variogram is low. Though the kriging with linear external drift technique shows 

the best results in the cross validation experiment, the gradient inversion is not reproduced by 

it. However, the regression kriging technique does show this inversion. Therefore, it is 

necessary to study different techniques when fields of climatic variables are generated in 

order to choose the one that contributes to the least uncertainty to the process. 

- Development of a methodology applicable at the mountain range scale to calculate snow 

depth using geostatistical techniques. 

A parsimonious methodology is proposed for the estimating snow depth by regression kriging 

in alpine systems based on (1) explanatory variables (geographic (latitude, longitude, terrain 

curvature and elevation), orographic (eastness, northness and slope), and “pseudo-climatic” 

(mean radiation index and maximum upwind slope)) that can be obtained from a digital 
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elevation model and (2) snow cover area data that can be obtained from satellite information. 

The methodology has been applied to Sierra Nevada with satisfactory results in the cross 

validation experiment. The multi-objective analysis of the different regression models 

detected that the most important explanatory variables in the case study are elevation, 

northness and slope. 

- Optimisation of the snow monitoring network to reduce uncertainty in estimates of snow 

depth. Application at mountain range scale. 

A methodology was developed to optimise the snow depth monitoring network in a mountain 

range from a regression model that includes various explanatory variables to estimate snow 

depth. The proposed optimisation methodology minimises the error in the snow depth 

estimation by regression kriging process, considering two sources of uncertainty: the 

regression model that takes into account the effect of the explanatory variables, and the 

kriging that takes into account the location of monitoring points. Distinct optimisation cases 

are proposed for expanding the network, contracting it, and a combination of both. The 

methodology was applied to the case study of Sierra Nevada to give a new configuration of 

the snow depth monitoring network in Sierra Nevada that reduces the overall uncertainty in 

the estimates by combining the optimal network expansion and reduction cases. 

- Development a model to simulate the dynamics of snow cover area by using a cellular 

automata model. Application to mountain range scale. 

A parsimonious cellular automata model was developed to calculate snow cover area from 

information from climatic indices of precipitation and temperature, digital elevation model, 

and a series of rules of interaction between the variables. In a first approach, a model has been 

developed with climatic indices and lumped parameters for the whole mountain range. 

Subsequently a distributed model with different climatic zones was developed. The 

parameters of the model were calibrated for each of the climatic zones (defined precipitation 

and temperature series). Both methodologies were applied to the Sierra Nevada mountain 

range with satisfactory results in the calibration and validation processes. The distributed 

version leads to better approximations of the snow cover area dynamics, and allows the study 

the heterogeneous behaviour of this evolution, reflected in the parameters and historical 

series.   

- Evaluation of the historical net recharge in aquifers by means of an empirical model of net 

recharge. Application at continental Spain scale. 

A parsimonious empirical recharge model has been developed to estimate net recharge to 

aquifers. It has been applied on a regular mesh of 10 km x 10 km for the case study of 

continental Spain. It estimates net recharge from precipitation, temperature and actual 

evapotranspiration. The model uses historical data of average recharge and its standard 

deviation, which were obtained by using a chloride mass balance method developed in a 

previous study. The recharge series obtained for each of the cells of the grid considered 

allowed the spatiotemporal distribution of the recharge to be assessed. 
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- Proposal of a methodology to generate potential scenarios of CC that takes drought statistics 

into account. 

A methodology was developed to generate potential local or regional CC scenarios exploring 

different conceptual approaches and correction techniques. A multi-criteria analysis was 

proposed for the definition of ensembles of non-equifeasible scenarios that takes drought 

statistics into account. The methodology was applied to the Alto Genil basin, where we 

obtained variations close to -27% in precipitation and + 32% in temperature for the horizon 

2071-2100 using the most pessimistic emissions scenario, RCP8.5. 

- Propagation of the potential impacts of CC on snow cover area and net recharge in aquifers. 

Application at mountain range and country scale respectively. 

The described models have been used to propagate the impacts of potential future scenarios of 

climate change on snow cover area and groundwater recharge. Significant reductions in snow 

cover area in the Sierra Nevada (around 60% on average) are predicted by the simulation 

using the cellular automata model and the future climate series generated for the 2071-2100 

horizon considering the RCP8.5 emission scenario. In addition, the future series of 

precipitation and temperature generated show that the potential impacts of climate change will 

increase with elevation in the case of temperature and decrease with elevation in the case of 

precipitation. On the other hand, the propagation with the empirical model of net recharge 

provides reductions in the recharge in 99.8% of Peninsular Spain, which are distributed very 

heterogeneously. More than 2/3 of the area shows reductions higher than 10% and the average 

of the reductions obtained in the territory is 12%. In some Mediterranean areas (the region 

that will suffer most from the effects of CC) we obtained average reductions up to 25%. 

These results reflect the need to establish the necessary measures to elaborate water policies 

based on adaptation and mitigation of the effects of CC on water resources systems. 

2. Limitations and future lines of research  

Although each chapter identifies the limitations of the methodologies proposed, the main 

limitations of the proposed methodological framework are summarised again in this section. 

At the same time, these limitations represent potential future lines of research. 

The preliminary studies detected an inversion of the precipitation gradient with elevation in 

the Alto Genil basin. It was concluded that this inversion is real and possibly increased by the 

undercatch phenomenon. The evaluation of this phenomenon would be an interesting line of 

future research. 

The regression models analysed/proposed to estimate the distribution of snow depth do not 

include any time-dependent explanatory variable and so they do not allow any approximation 

of the temporal dynamics in the estimations. On the other hand, snow water equivalent has 

been preliminarily quantified in the mountain range based on the snow depth estimations 

obtained with the regression kriging model. Snow water equivalent depends on the depth, 

cover and density of the snow. Snow depth and cover were studied/modelled as part of this 

doctoral investigation but, due to lack of data, a value was assumed for snow density. 
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Normally the density of a snowpack can have important spatiotemporal variations and even in 

the thickness itself. This constitutes a limitation of the methodology, though at the same time 

defines a potential line of future research. 

The optimisation of the snow depth monitoring network has been carried out to minimise the 

uncertainty of the estimates. However, the study did not consider the operating costs for the 

collection of data, which are linked to the accessibility to the monitoring point. This criterion 

could be included in the definition of the optimal location of monitoring stakes. 

In the application of the methodology for the generation of future climate scenarios, the 

available historical series are too short to perform an explicit calibration and validation of the 

model. For this reason, the multi-criteria analysis for the ensemble of scenarios was based on 

the results obtained in the calibration period. It would be interesting to evaluate other case 

studies where the information series is long enough to perform an explicit validation of the 

model. 

In this thesis, the potential impacts of CC on snow cover area and net recharge have been 

evaluated. However, the impacts on other variables related to the evolution of resources 

stored naturally in snowpacks or in aquifer systems have not been investigated. It would be 

interesting to develop a model that combines, for example, the variables of depth, cover area 

and density of snow to propagate the potential impacts of the CC on the snow water 

equivalent. 
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