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Abstract

We give necessary and sufficient conditions for a semi-Riemannian manifold of arbi-
trary signature to be locally isometrically immersed into a warped product ±I ×a Mn(c),
where I ⊂ R and Mn(c) is a semi-Riemannian space of constant nonzero sectional cur-
vature. Then, we describe a way to use the structure equations of such immersions to
construct foliations of marginally trapped surfaces in a four-dimensional Lorentzian space-
times. We point out that, sometimes, Gauß and Codazzi equations are not sufficient to
ensure the existence of a local isometric immersion of a semi-Riemannian manifold as
a hypersurface of another manifold. We finally give two low-dimensional examples to
illustrate our results.

1 Introduction

One of the fundamental problems in submanifold theory deals with the existence of isomet-
ric immersions from one manifold into another. The Gauß, Ricci and Codazzi equations
are very well-known as the structure equations, meaning that any submanifold of any semi-
Riemannian manifold must satisfy them. A classical result states that, conversely, they are
necessary and sufficient conditions for a Riemannian n-manifold to admit a (local) immer-
sion in the Euclidean (n + 1)-space. In addition, E. Cartan developed the so-called moving
frames technique, obtaining a necessary and sufficient condition to construct a map from a
(differential) manifold M into a Lie group. If a Lie group G is a group of diffeomorphisms of
a manifold P , Cartan’s technique then may provide a map from M to P with nice properties.
Sometimes, the map from M to G can exist thanks to Gauß, Codazzi and Ricci equations,
like for instance in [4].

Another point of view is the celebrated Nash Theorem, which states that any Riemann
manifold can be embedded in the Euclidean space, but at the price of a high codimension.
Following that line, O. Müller and M. Sánchez obtained a characterization of the Lorenztian
manifolds which can be embedded in a high dimensional Minkowski space (see [5].)

On the other hand, B. Daniel obtained in [2] a fundamental theorem for hypersurfaces
in the Riemannian products Sn × R and Hn × R, looking for tools to work with minimal
surfaces in such manifolds when n = 2. J. Roth generalized B. Daniel’s theorem to spacelike
hypersurfaces in some Lorentzian products (see [7]). In their works, they needed some extra
tools such as a tangent vector field T to the submanifold and some functions, in order to
obtain the local metric immersions into the desired ambient spaces. Note that the Ricci
equation provides no information for hypersurfaces.
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Our main aim is to obtain a fundamental theorem for non-degenerate hypersurfaces in a
semi-Riemannian warped product, namely ε I×aMn

k(c), where ε = ±1, a : I ⊂ R→ R+ is the
scale factor and Mn

k(c) is the semi-Riemannian space form of index k and constant curvature
c = ±1. For a hypersurface M in ε I ×a Mn

k(c), the vector field ∂t (t ∈ I) decomposes in its
tangent and normal parts, i. e., ∂t = T + εn+1Tn+1en+1 where en+1 is a (local) normal unit
vector field, εn+1 = ±1 shows its causal character and Tn+1 is the corresponding coordinate.
In addition to the shape operator A, on Gauß and Codazzi equations there appear the vector
field T , its dual 1-form η, some constants as well as some functions like Tn+1. However, the
covariant derivative of T must satisfy a specific formula, which cannot be obtained from Gauß
and Codazzi equations by the authors. Based on these necessary conditions, we state in Def-
inition 1 all needed tools on an abstract semi-Riemannian manifold M , for the existence of a
(local) metric immersion χ : U ⊂M → ε I×aMn

k(c) (see Theorem 1.) Later, we apply this re-
sult to non-degenerate hypersurfaces of a Friedman-Lemêtre-Robertson-Walker 4-spacetimes
(RW 4-spacetimes.) In Corollary 2, we show sufficient conditions for such hypersurfaces to
exist.

We would like to point out that our computations, as well as B. Daniel and J. Roth’s
results, show that Gauß and Codazzi equations are not sufficient to ensure the existence of a
local isometric immersion of a given Riemannian manifold endowed with a second fundamental
form in a spacetime as a spacelike hypersurface.

Next, if we admit in a very wide sense that a horizon in a 4-spacetime is a 3-dimensional
hypersurface which is foliated by marginally trapped surfaces (i. e., surfaces whose mean
curvature vector is timelike), then we describe a condition to obtain non-degenerate horizons
in RW 4-spacetimes in our framework (see Corollary 3).

We end the paper with two low-dimensional examples to illustrate the theoretical results.
The first one describes a surface in a RW toy model S2 → −I ×a S2, a (simple) graph over a
rest space {t0} × S2. The second example is a helicoidal surface in −I ×a H2.

2 Preliminaries

Let (P, gP ) be a semi-Riemannian manifold of dimension dimP = m. We consider a smooth
function a : I ⊂ R→ R+, a (sign) constant ε = ±1 and the warped product

P̄m+1 = εI ×a P, 〈, 〉 = εdt2 + a2(t)gP .

Clearly, the unit vector field ∂
∂t = ∂t will play a crucial role on the manifold P̄n+1. We will

use the following convention for the curvature operator R of a connection D:

R(X,Y )Z = DXDY Z −DYDXZ −D[X,Y ]Z.

Let R̄P and RP be the curvature operator of P̄n+1 and P , respectively. Let D be the Levi-
Civita connection of P̄n+1. We recall the following formulae from [6].

Lemma 1. On the semi-Riemannian manifold P̄n+1, the following statements hold, for any
V,W lifts of vector fields tangent to P :

1. D∂t∂t = 0, DV ∂t = a′

a V ,

2. grad(a) = εa′∂t.
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3. DVW = ∇PVW −
εa′

a 〈V,W 〉∂t.

4. R̄P (V, ∂t)∂t = −a′′

a V , R̄P (∂t, V )W = −εa′′a 〈V,W 〉∂t, R̄P (V,W )∂t = 0.

Proof. Note that the definition of the curvature operator on [6] has the opposite sign than
the usual one. We show a proof of item (4). By recalling D∂t∂t = 0 and [V, ∂t] = 0, we have

R̄P (V, ∂t)∂t = DV D∂t∂t−D∂tD∂tV −D[V,∂t]∂t = −D∂tD∂tV = −D∂t

(
a′

a V
)

= −a′′a−(a′)2

a2
V −

a′

a D∂tV = −a′′

a V. Next, we show R̄P (∂t, V )W = − 〈V,W 〉a D∂t(grada) = − 〈V,W 〉a D∂t(εa
′∂t) =

−ε 〈V,W 〉a
′′

a ∂t. Finally, R̄P (V,W )∂t = 0 is a direct consequence of item 1.

Now, let M be a non-degenerate hypersurface of P̄m+1, with ∇M its Levi-Civita con-
nection, σ the second fundamental form and RM the curvature operator of M, respectively.
Given a (local) unit normal vector field ν of M in P̄m+1, with δ = 〈ν, ν〉 = ±1, let A be the
shape operator associated with ν. The Gauß and Weingarten’s formulae are

DXY = ∇MX Y + σ(X,Y ), DXν = −AX,

for any X,Y ∈ TM. The second fundamental form can be written as

σ(X,Y ) = δ〈AX,Y 〉ν, for any X,Y ∈ TM.

Recall that the mean curvature vector of M is defined by

~H =
1

dim(M)
Tr(σ).

Next, the Codazzi equation ofM takes the general form (R̄P (X,Y )Z)⊥ = (DXσ)(Y,Z)−
(DY σ)(X,Z), for any X,Y, Z tangent to M, which is equivalent to

R̄P (X,Y, Z, ν) = 〈(DXA)Y − (DYA)X,Z〉, (1)

for any X,Y, Z ∈ TM. Further, the general Gauß equation is given by

R̄P (X,Y, Z,W ) = RM(X,Y, Z,W )− 〈σ(Y, Z), σ(X,W )〉+ 〈σ(Y,W ), σ(X,Z)〉 (2)

= RM(X,Y, Z,W )− δ〈AY,Z〉〈AX,W 〉+ δ〈AY,W 〉〈AX,Z〉,

with X,Y, Z,W tangent to M.

We consider now the special case where the manifold P = En+1 = Rn+1
k , i. e., the standard

Euclidean semi-Riemannian space of dimension n+1 ≥ 3 and index k. Following the previous
notation, we construct P̃n+2 = ε I ×a En+1. Let R̃ be the curvature tensor of P̃n+2. We have

Proposition 1. Let X,Y, Z,W ∈ Γ(T P̃n+2).

R̃(X,Y, Z,W ) = ε
(a′)2

a2

(
〈X,Z〉〈Y,W 〉 − 〈Y,Z〉〈X,W 〉

)
+

(
a′′

a
− (a′)2

a2

)(
〈X,Z〉〈Y, ∂t〉〈W,∂t〉 − 〈Y, Z〉〈X, ∂t〉〈W,∂t〉

−〈X,W 〉〈Y, ∂t〉〈Z, ∂t〉+ 〈Y,W 〉〈X, ∂t〉〈Z, ∂t〉
)
.
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Proof. Let X = X̃ + x∂t = X̃ + ε〈X, ∂t〉∂t, where X̃ is a vector field tangent to P̃n+2.
We will use similar notations for other vector fields. In particular, we see that 〈X̃, Ỹ 〉 =
〈X,Y 〉 − ε〈X, ∂t〉〈Y, ∂t〉. By using the symmetry properties of the curvature tensor, we get

R̃(X,Y, Z,W ) = R̃(X̃, Ỹ , Z̃, W̃ ) + R̃(X̃, Ỹ , Z̃, w∂t) + R̃(X̃, Ỹ , z∂t, W̃ )

+ R̃(X̃, y∂t, Z̃, W̃ ) + R̃(X̃, y∂t, Z̃, w∂t) + R̃(X̃, y∂t, z∂t, W̃ )

+ R̃(x∂t, Ỹ , Z̃, W̃ ) + R̃(x∂t, Ỹ , Z̃, w∂t) + R̃(x∂t, Ỹ , z∂t, W̃ )

By Lemma 1, we obtain directly

R̃(X̃, Ỹ , z∂t, W̃ ) = 0, R̃(X̃, Ỹ , Z̃, w∂t) = −R̃(X̃, Ỹ , w∂t, Z̃) = 0,

R̃(x∂t, Ỹ , Z̃, W̃ ) = R̃(Z̃, W̃ , x∂t, Ỹ ) = 0, R̃(X̃, y∂t, Z̃, W̃ ) = −R̃(Z̃, W̃ , y∂t, X̃) = 0.

Since the curvature tensor of En+1 vanishes, by [6, p. 210], we get

R̃(X̃, Ỹ , Z̃, W̃ ) = −ε(a′)2

a2
(〈Ỹ , Z̃〉〈X̃, W̃ 〉 − 〈X̃, Z̃〉〈Ỹ , W̃ 〉).

Moreover, with Lemma 2.2, using again Lemma 1.4 and as 〈∂t, ∂t〉 = ε,

R̃(X̃, y∂t, Z̃, w∂t) = −R̃(y∂t, X̃, Z̃, w∂t) = ε
a′′

a
〈X̃, Z̃〉〈y∂t, w∂t〉 =

a′′

a
〈Y, ∂t〉〈W,∂t〉〈X̃, Z̃〉.

By similar computations, we obtain

R̃(X,Y, Z,W ) =− ε(a′)2

a2

(
〈Ỹ , Z̃〉〈X̃, W̃ 〉 − 〈X̃, Z̃〉〈Ỹ , W̃ 〉

)
+
a′′

a

(
〈Y, ∂t〉〈W,∂t〉〈X̃, Z̃〉 − 〈Y, ∂t〉〈Z, ∂t〉〈X̃, W̃ 〉 (3)

− 〈X, ∂t〉〈W,∂t〉〈Ỹ , Z̃〉+ 〈X, ∂t〉〈Z, ∂t〉〈Ỹ , W̃ 〉
)
.

Now, straightforward computations yield

〈Ỹ , Z̃〉〈X̃, W̃ 〉 − 〈X̃, Z̃〉〈Ỹ , W̃ 〉+ 〈Y, ∂t〉〈Z, ∂t〉〈X, ∂t〉〈W,∂t〉 − 〈X,Z〉〈Y,W 〉
+ ε〈X,Z〉〈Y, ∂t〉〈W,∂t〉+ ε〈X, ∂t〉〈Z, ∂t〉〈Y,W 〉 − 〈X, ∂t〉〈Z, ∂t〉〈Y, ∂t〉〈W,∂t〉

= 〈Y, Z〉〈X,W 〉 − ε〈Y,Z〉〈X, ∂t〉〈W,∂t〉 − ε〈Y, ∂t〉〈Z, ∂t〉〈X,W 〉 − 〈X,Z〉〈Y,W 〉
+ ε〈X,Z〉〈Y, ∂t〉〈W,∂t〉+ ε〈X, ∂t〉〈Z, ∂t〉〈Y,W 〉,

and

〈Y, ∂t〉〈W,∂t〉〈X̃, Z̃〉 − 〈Y, ∂t〉〈Z, ∂t〉〈X̃, W̃ 〉 − 〈X, ∂t〉〈W,∂t〉〈Ỹ , Z̃〉+ 〈X, ∂t〉〈Z, ∂t〉〈Ỹ , W̃ 〉
= 〈Y, ∂t〉〈W,∂t〉〈X,Z〉 − 〈Y, ∂t〉〈Z, ∂t〉〈X,W 〉 − 〈X, ∂t〉〈W,∂t〉〈Y,Z〉+ 〈X, ∂t〉〈Z, ∂t〉〈Y,W 〉.

By inserting in (3), we finally get the result.

Let Mn
k(c) be the semi-Riemannian space form of constant sectional curvature c = ±1 and

index k, with metric g and let P̄n+1 = ε I ×a Mn
k(c), with metric 〈, 〉. We denote by R̄ the

curvature operator of ε I ×a Mn
k(c). Also, we put

En+1 =

{
Rn+1
k , if Mn

k(c) = Snk , c = +1,

Rn+1
k+1 , if Mn

k(c) = Hn
k , c = −1,
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with its standard metric go and Levi-Civita connection ∇o. We recall that

Snk = {p ∈ En+1 : go(p, p) = +1}, Hn
k = {p ∈ En+1 : go(p, p) = −1}.

From the usual totally umbilical embedding Ξ : Mn
k(c)→ En+1, we construct the following

isometric embedding

Ξ̃ : (ε I ×a Mn
k(c), 〈, 〉) −→ (εI ×a En+1, 〈, 〉2), (t, p) 7→ (t,Ξ(p)).

In the sequel, for the sake of simplicity, we will also use the notation 〈, 〉2 = 〈, 〉. Let ∇̃ and
∇̄ be the Levi-Civita connection on ε I ×a En+1 and ε I ×a Mn

k(c), respectively. It is well-
known that ξ = Ξ/c is a unit normal vector field satisfying ∇oXξ = X/c for any X tangent to
TpMn

k(c). Thus, we can consider the normal vector field of Ξ̃ : ε I ×aMn
k(c)→ ε I ×a En+1 as

e0(t, p) = (0, ξ(p)/a(t)) =
(
0, p/(c a(t))

)
, for any (t, p) ∈ ε I ×a Mn

k(c).

We also set ε0 = 〈e0, e0〉 = ±1. Since Mn
k(c) lies naturally in En+1, the normal vec-

tor field ξ satisfies go(ξ, ξ) = c. In addition, ε0 = 〈e0, e0〉 = 〈(0, p/(ac)), (0, p/(ac))〉 =
a2go(p, p)/(a

2c2) = c. In this way, by Lemma 1,

∇̃∂te0 =
−a′

a2
(0, ξ) +

1

a
∇̃∂t(0, ξ) =

−a′

a2
(0, ξ) +

1

a

a′

a
(0, ξ) = 0.

Moreover, if (0, Z) ⊥ e0, then Z ⊥ ξ, so that

∇̃(0,Z)e0 =
1

a
∇̃(0,Z)(0, ξ) =

1

a

(
∇0
Zξ −

〈(0, Z), (0, ξ)〉
a

grada
)

=
1

ac
(0, Z).

This means that the Weingarten operator S associated with e0 has the expression

SY =
−1

ac
(Y − ε〈Y, ∂t〉∂t), for any Y ∈ T P̄n+1. (4)

Proposition 2. The curvature tensor of P̄n+1 = ε I ×a Mn
k(c) is

R̄(X,Y, Z,W ) =

(
ε

(a′)2

a2
− ε0

a2

)(
〈X,Z〉〈Y,W 〉 − 〈Y, Z〉〈X,W 〉

)
+

(
a′′

a
− (a′)2

a2
+
εε0

a2

)(
〈X,Z〉〈Y, ∂t〉〈W,∂t〉 − 〈Y, Z〉〈X, ∂t〉〈W,∂t〉 (5)

− 〈X,W 〉〈Y, ∂t〉〈Z, ∂t〉+ 〈Y,W 〉〈X, ∂t〉〈Z, ∂t〉
)
,

for any X,Y, Z,W in T P̄n+1.

Proof. We just need to resort to (2), Proposition 1 and (4).

3 Hypersurfaces

Let Mn, n ≥ 2, be an immersed, non-degenerate hypersurface in P̄n+1. Let ∇ be the Levi-
Civita connections on M . Let en+1 be a (locally defined) normal unit vector field to M , with
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εn+1 = 〈en+1, en+1〉 = ±1. Along M , the vector field ∂t can be decomposed as its tangent
and normal parts, i. e.,

∂t = T + f en+1,

where T is tangent to M and f = εn+1〈∂t, en+1〉. We also define the 1-form on M given by
η(X) = 〈X,T 〉, for any X ∈ Γ(TM). Given a tangent vector X to M , we again decompose it
in the part tangent to {t} ×Mn

k(c) and its component in the direction of ∂t as X = X̃ + x∂t.
Similarly, Y = Ỹ + y∂t and en+1 = ẽn+1 + n∂t.

Lemma 2. Under the previous conditions,

1. εn = 〈en+1, ∂t〉 = εn+1f , εx = 〈X, ∂t〉 = 〈X,T 〉, εy = 〈Y, ∂t〉 = 〈Y, T 〉,

2. 〈X̃, ẽn+1〉 = −εεn+1f〈X,T 〉,

3. 〈X̃, Ỹ 〉 = 〈X,Y 〉 − ε〈X,T 〉〈Y, T 〉.

Proof. From en+1 = ẽn+1 + n∂t, it is immediate that εn = 〈∂t, en+1〉 = εn+1f . Further,
〈X, ∂t〉 = 〈X,T + fen+1〉 = 〈X,T 〉 = 〈X̃ + x∂t, ∂t〉 = εx. Next, 0 = 〈X, en+1〉 = 〈X̃, ẽn+1〉+
xnε = 〈X̃, ẽn+1〉 + εεn+1f〈X,T 〉. Finally, 〈X,Y 〉 = 〈X̃ + x∂t, Ỹ + y∂t〉 = 〈X̃, Ỹ 〉 + εxy =
〈X̃, Ỹ 〉+ ε〈X,T 〉〈Y, T 〉.

Let A be the shape operator of M associated with en+1.

Proposition 3. The Gauß equation of M in εI ×a Mn
k(c) is

R(X,Y, Z,W ) =

(
ε

(a′)2

a2
− ε0

a2

)(
〈X,Z〉〈Y,W 〉 − 〈Y,Z〉〈X,W 〉

)
+

(
a′′

a
− (a′)2

a2
+
εε0

a2

)(
〈X,Z〉〈Y, T 〉〈W,T 〉 − 〈Y,Z〉〈X,T 〉〈W,T 〉

−〈X,W 〉〈Y, ∂t〉〈Z, T 〉+ 〈Y,W 〉〈X,T 〉〈Z, T 〉
)

+εn+1

(
〈AY,Z〉〈AX,W 〉 − 〈AY,W 〉〈AX,Z〉

)
,

for any X,Y, Z,W ∈ TM .

Proof. We resort to (2), Proposition 2 and Lemma 2.

Proposition 4. The Codazzi equation of M in ε I ×a Mn
k(c) is given by

(∇XA)Y − (∇YA)X = εn+1f

(
a′′

a
− (a′)2

a2
+
εε0

a2

)(
〈Y, T 〉X − 〈X,T 〉Y

)
, (6)

for any X,Y tangent to M .
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Proof. By (1), we have to compute R̄(X,Y, Z, en+1) for any tangent vectors X,Y, Z to M .
To do so, we recall Proposition 2. Thus,

R̄(X,Y, Z, en+1) =

(
ε

(a′)2

a2
− ε0

a2

)(
〈X,Z〉〈Y, en+1〉 − 〈Y, Z〉〈X, en+1〉

)
+

(
a′′

a
− (a′)2

a2
+
εε0

a2

)(
〈X,Z〉〈Y, ∂t〉〈en+1, ∂t〉 − 〈Y,Z〉〈X, ∂t〉〈en+1, ∂t〉

− 〈X, en+1〉〈Y, ∂t〉〈Z, ∂t〉+ 〈Y, en+1〉〈X, ∂t〉〈Z, ∂t〉
)

= εn+1f

(
a′′

a
− (a′)2

a2
+
εε0

a2

)(
〈Y, T 〉〈X,Z〉 − 〈X,T 〉〈Y, Z〉

)
.

This yields the result.

Lemma 3. The following equations hold for any X tangent to M :

1. ∇̄X∂t = a′

a (X − ε〈X,T 〉∂t).

2. ∇XT = a′

a (X − ε〈X,T 〉T ) + fAX.

3. X(f) = −εn+1〈AT,X〉 − a′

a ε〈X,T 〉f .

Proof. First, we recall that X = X̃ + εη(X)∂t. Therefore, ∇̄X∂t = ∇̄X̃∂t = a′

a X̃ = a′

a (X −
ε〈X,T 〉∂t). Next, we compute ∇̄XT = ∇̄X(∂t − en+1) = ∇̄X∂t − X(f)en+1 − f∇̄Xen+1 =
a′

a (X − ε〈X,T 〉∂t)−X(f)en+1 + fAX = a′

a (X − ε〈X,T 〉(T + fen+1))−X(f)en+1 + fAX =
a′

a (X − ε〈X,T 〉T )− εfa′

a en+1))−X(f)en+1 + fAX. Now, each equation is just the tangential
and the normal part of ∇̄XT = ∇XT + εn+1〈AX,T 〉en+1.

4 Moving frames

Elie Cartan developed the moving frame technique. Definitions, basic results and some other
details can be found in [3, p. 18]. We will use the following convention on the ranges of
indices, unless mentioned otherwise:

1 ≤ i, j, k, l ≤ n; 1 ≤ u, v, w, . . . ≤ n+ 1; 0 ≤ α, β, γ, . . . ≤ n+ 1.

We recall that M is a hypersurface of P̄n+1, hence n = dimM . Let (e0, e1, . . . , en, en+1) be a
local orthonormal frame on M , such that e1, . . . , en are tangent to M and en+1 is normal to
M in P̄n+1, with εα = 〈eα, eα〉 = ±1. We define the matrix G = (εαδαβ). Let (ω0, . . . , ωn+1)
be the dual basis of eα, i.e. ωα(eβ) = δαβ, where ωr|TM = 0, r ∈ {0, n+ 1}. The dual 1-forms
ωα can be obtained as ωα(X) = εα〈eα, X〉.

Given (E0, . . . , En) a parallel orthonormal frame of En+1, we construct (E0, . . . , En+1) =
(E0
a , . . .

En
a , ∂t), which is an orthonormal frame of εI ×a En+1. If necessary, we reorder the

basis (E0, . . . , En+1) to obtain

〈Eα, Eα〉 = εα, En+1 = ∂t.

Next, we define the functions Bαβ := 〈Eα, eβ〉 and the matrix B = (Bαβ). We have:∑
µ

εµBµαBµβ =
∑
µ

εµ〈Eµ, eα〉 〈Eµ, eβ〉 = 〈eα, eβ〉 = εαδαβ.
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This equation reduces to BtGB = G, which implies B−1 = GBtG, where Bt is the transpose
of B and B−1 = (Bαβ). Next, from the fact that BtGB = G, we define the sets

S = {Z ∈Mn+2(R)|ZtGZ = G, detZ = 1},
s = {H ∈Mn+2(R)|HtG+GH = 0}.

The set S is the connected component of the identity matrix, and is hence isometric to the
Lie group O+↑(n + 2, q), where the index of the metric is q = k + |c−1|

2 + |ε−1|
2 . Clearly, s is

the Lie algebra associated with S. In other words, we have constructed a map B : M → S,
and therefore, we immediately obtain the s-valued 1-form B−1dB on M . Let us now define
the connection 1-forms Ω = (ωαβ),

ωαβ(X) = εα〈eα, ∇̃Xeβ〉, for any X ∈ TM.

The matrix Ω satisfies ΩtG+GΩ = 0, or equivalently, ωβα = −εαεβωαβ. In particular,

∇ei =
∑
k

ωkiek, ∇̄eu =
∑
v

ωvuev, ∇̃eα =
∑
γ

ωγαeγ , (7)

We now define the 1-form η(X) = 〈T,X〉 and functions Tk = 〈ek, T 〉, Tn+1 = εn+1f and
T0 = 0. Clearly,

∑
k Tkωk = η. Obviously, we can recover the vectors eβ =

∑
γ εγBγβEγ .

Consequently, by (7),

∇̃eαeβ =
∑
µ

ωµβ(eα)eµ =
∑
γ

εγ

(∑
µ

ωµβ(eα)Bγµ

)
Eγ

= ∇̃eα
(∑

γ

εγBγβEγ

)
=
∑
γ

εγdBγβ(eα)Eγ +
∑
µ,γ

εγεµBµαBγβ∇̃EµEγ .

By now, we just care for the last summand. To do so,

∇̃En+1
En+1 = ∇̃∂t∂t = 0, ∇̃EuEn+1 =

1

a
∇̃Eu∂t =

a′

a
Eu,

∇̃En+1
Eu = − a

′

a2
Eu +

1

a
∇̃∂tEu = − a

′

a2
Eu +

a′

a2
Eu = 0,

∇̃EuEv =
1

a2
∇̃EuEv =

1

a2
∇oEuEv −

〈Eu, Ev〉
a

grad(a) = −εuδuvεa
′

a
∂t.

Consequently, by using the fact that the terms for µ = n+ 1 vanish, we have

∇̃eαeβ −
∑
γ

εγdBγβ(eα)Eγ =
∑
µ,γ

εγεµBµαBγβ∇̃EµEγ

=
∑
u,v

εvεuBuαBvβ∇̃EuEv +
∑
u

ε0εuBuαB0β∇̃EuE0

= ε0
a′

a

∑
v

εvBvαB0βEv −
ε0a
′

a

∑
u

εuBuαBuβE0.

By comparing coordinates, we get for γ = n+ 1∑
µ

Bn+1µωµβ(eα) = dBn+1β(eα)− a′

a

∑
u

εuBuαBuβ. (8)
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and for γ = 0, . . . , n, ∑
µ

Bγµωµβ(eα) = dBγβ(eα) +
εa′

a
BγαBn+1β. (9)

Using the fact that Bµα =
∑

γ Bµγωγ(eα), we get for equation (8),
∑

µBn+1µωµβ−dBn+1β =

−a′

a

∑
γ

∑
u εuBuβBuγωγ = −a′

a

∑
γ,µ εµBµβBµγωγ+εa

′

a

∑
γ Bn+1βBn+1 γωγ , and for equation

(9),
∑

µBγµωµβ = dBγβ + εa′

a

∑
κBn+1βBγκωκ, for any γ = 0, . . . , n+1. Finally, for all γ = α

∑
µ

Bαµωµβ = dBαβ +
εa′

a
Bn+1β

∑
γ

Bαγωγ −
a′

a
εβδαn+1ωβ.

Moreover, we have
∑

µB
αµδµ0εβωβ = Bα0εβωβ = εβεαεB0αωβ, that is,

ωαβ =
∑
µ

BαµdBµβ +
εa′

a

(
Bn+1βωα − εβεαBn+1αωβ

)
. (10)

Finally, we obtain

Ω−X = B−1dB, Xαβ =
εa′

a

(
Bn+1βωα − εβεαBn+1αωβ

)
. (11)

We point out that Bn+1α = 〈En+1, eα〉 = 〈∂t, eα〉 = Tα.

5 Main Theorem

Let (M, 〈, 〉) be a semi-Riemannian manifold with its Levi-Civita connection ∇, its Riemann
tensor R. We choose numbers ε, ε0, εn+1 ∈ {−1, 1} and c = ε0, and smooth functions a :
I ⊂ R → R+, Tn+1 : M → R and π : M → I. We construct the vector field T ∈ X(M) by
T = ε grad(π), with its 1-form η(X) = 〈X,T 〉. Also, consider a tensor A of type (1,1) on M .

Definition 1. Under the previous conditions, we will say that M satisfies the structure
conditions if the following conditions hold:

(A) A is 〈, 〉-self adjoint;

(B) ε = 〈T, T 〉+ εn+1T
2
n+1;

(C) ∇XT = a′◦π
a◦π (X − εη(X)T ) + εn+1Tn+1AX, for any X ∈ TM ;

(D) X(Tn+1) = −〈AT,X〉 − εa′◦πa◦π Tn+1η(X), for any X ∈ TM ;

(E) Codazzi equation: for any X,Y ∈ TM , it holds

(∇XA)Y − (∇YA)X = Tn+1

(
a′′ ◦ π
a ◦ π

− (a′ ◦ π)2

(a ◦ π)2
+

εε0

(a ◦ π)2

)(
η(Y )X − η(X)Y

)
;
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(F) Gauß equation: for any X,Y, Z,W ∈ TM , it holds

R(X,Y, Z,W ) =

(
ε

(a′ ◦ π)2

(a ◦ π)2
− ε0

(a ◦ π)2

)(
〈X,Z〉〈Y,W 〉 − 〈Y,Z〉〈X,W 〉

)
+

(
a′′ ◦ π
a ◦ π

− (a′ ◦ π)2

(a ◦ π)2
+

ε ε0

(a ◦ π)2

)(
〈X,Z〉η(Y )η(W )− 〈Y, Z〉η(X)η(W )

−〈X,W 〉η(Y )η(Z) + 〈Y,W 〉η(X)η(Z)
)

+ εn+1

(
〈AY,Z〉〈AX,W 〉 − 〈AY,W 〉〈AX,Z〉

)
.

We recall the warped product (P̄n+1 = I ×Mn
k(c), 〈, 〉1 = εdt2 + a2go).

Theorem 1. Let (M, 〈, 〉) a semi-Riemannian manifold satisfying the structure conditions.
Then, for each point p ∈ M , there exists a neighborhood U of p on M , a metric immersion
χ : (U , 〈, 〉)→ (P̄n+1, 〈, 〉1) and a normal unit vector field en+1 along χ such that:

1. εn+1 = 〈en+1, en+1〉1;

2. πI ◦ χ = π, where πI : ε I ×a Mn
k(c)→ I is the projection;

3. The shape operator associated with en+1 is A;

4. (E) is the Codazzi equation, and (F) is the Gauß equation,

5. and along χ, it holds ∂t = T + εn+1Tn+1en+1.

Proof. Given a point x ∈ M , around it we consider a local orthonormal frame {e1, . . . , en}
on M , with their signs εi = g(ei, ei) = ±1, and its corresponding dual basis of 1-forms
{ω1, . . . , ωn}. We point out that an alternative definition for these 1-forms is ωi(X) =
εi〈ei, X〉, for any X ∈ TM . We also need to define ωn+1 = ω0 = 0. With the help of
the tensor SY = −

(
Y − εη(Y )T

)
/(ac), for any Y ∈ TM , we construct the following 1-forms

ωij(X) = εi〈ei,∇Xej〉, ωi n+1(X) = −εi〈ei, AX〉,

ωi0(X) = −εi〈ei, SX〉, ωn+1,0 = − εεn+1

c(a ◦ π)
Tn+1η, ωαβ = −εαεβωβα, (12)

for any X ∈ TM , known as the connection 1-forms. In this way, we consider the s-valued
matrix Ω = (ωαβ). As a consequence, we get ∇ei =

∑
k ωkiek. Now, we define the functions

Ti = η(ei), i ∈ {1, . . . , n}, T0 = 0. We point out that by condition (B), we have ε =
∑

γ εγT
2
γ .

Next, we also construct the matrices X = (Xαβ) and Υ as

Xαβ =
εa′

a

(
Tβωα − εαεβTαωβ

)
, Υ = Ω−X. (13)

A simple computation shows

dΥ + Υ ∧Υ = dΩ− dX + Ω ∧ Ω− Ω ∧X−X ∧ Ω + X ∧X.

Thus, our target consist of proving that the second half of this equality vanishes. Since the
computation is rather lengthy, we will split it in some lemmata.

Lemma 4. dη = 0.
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Proof. Since T = ε grad(π), we obtain that η = εdπ. Therefore, dη = 0.

We define the matrices $ = (ωα) and Γ = (Γαβ) = dΩ + Ω ∧ Ω.

Lemma 5.

d$ = −Ω ∧$, Γαβ = −εαεβΓβα,

Γij = εεj
(a′)2

a2
ωj ∧ ωi −

(
a′′

a
− (a′)2

a2

)(
Tjωi − εiεjTiωj

)
∧ η,

Γi n+1 = Tn+1

(a′′
a
− (a′)2

a2

)
η ∧ ωi, Γu0 = 0,

Proof. Given X,Y ∈ TM , since ωn+1 = ω0 = 0, we have

dωi(X,Y ) = X(ωi(Y ))− Y (ωi(X))− ωi([X,Y ])

= εi〈∇Xei, Y 〉+ εi〈ei,∇XY 〉 − εi〈∇Y ei, X〉 − εi〈ei,∇YX〉 − εi〈ei, [X,Y ]〉

= εi
∑
k

ωki(X)〈ek, Y 〉 − εi
∑
k

ωki(Y )〈ek, X〉 = −
∑
γ

ωiγ ∧ ωγ(X,Y ).

On the other hand, by (12),∑
γ

ωn+1 γ ∧ ωγ(X,Y ) =
∑
k

ωn+1 k ∧ ωk(X,Y )

=
∑
k

(
εn+1〈ek, AX〉εk〈ek, Y 〉 − εn+1〈ek, AY 〉εk〈ek, X〉

)
= εn+1

(
〈Y,AX〉 − 〈X,AY 〉

)
= 0 = −dωn+1(X,Y ).

Also, ∑
γ

ω0γ ∧ ωγ(X,Y ) =
∑
k

ω0k ∧ ωk(X,Y )

=
1

ac

∑
k

(
− ε0

(
〈ek, X〉 − εTkη(X)

)
ωk(Y ) + ε0

(
〈ek, Y 〉 − εTkη(Y )

)
ωk(X)

)
=
ε0

ac

(
− 〈Y,X〉+ εη(Y )η(X) + 〈X,Y 〉 − εη(X)η(Y )

)
= 0 = −dω0(X,Y ).

Next, given X,Y ∈ TM , we compute

dωij(X,Y ) = X(ωij(Y ))− Y (ωij(X))− ωij([X,Y ])

= εiX(〈ei,∇Y ej〉)− εiY (〈ei,∇Xej〉)− εi〈ei,∇[X,Y ]ej〉
= εi〈∇Xei,∇Y ej〉 − εi〈∇Y ei,∇Xej〉+ εiR(X,Y, ej , ei).

On the other hand, by (7), 〈∇Xei,∇Y ej〉 =
∑

k εkωki(X)ωkj(Y ) = −
∑

k εiωik(X)ωkj(Y ).
Therefore,

dωij(X,Y ) = −
∑
k

ωik ∧ ωkj(X,Y )− εiR(X,Y, ei, ej),
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which implies

dωij(X,Y ) +
∑
γ

ωiγ ∧ ωγj(X,Y )

= ωi0 ∧ ω0j(X,Y ) + ωi n+1 ∧ ωn+1,j(X,Y ) + εiR(X,Y, ej , ei)

= −εiεn+1〈ei, AX〉〈ej , AY 〉+ εiεn+1〈ei, AY 〉〈ej , AX〉 − εiε0〈ei, SX〉〈ej , SY 〉

+ εiε0〈ei, SY 〉〈ej , SX〉+ εi

((
ε

(a′)2

a2
− ε0

a2

)(
〈X, ej〉〈Y, ei〉 − 〈Y, ej〉〈X, ei〉

)
+

(
εε0

a2
+
a′′

a
− (a′)2

a2

)(
〈X, ej〉η(Y )η(ei)− 〈Y, ej〉η(X)η(ei)

− 〈X, ei〉η(Y )η(ej) + 〈Y, ei〉η(X)η(ej)
)

+ εn+1

(
〈AY, ej〉〈AX, ei〉 − 〈AY, ei〉〈AX, ej〉

)
+ ε0

(
〈SY, ej〉〈SX, ei〉 − 〈SY, ei〉〈SX, ej〉

))

= εεj
(a′)2

a2
ωj ∧ ωi(X,Y )−

(
a′′

a
− (a′)2

a2

)(
Tjωi − εiεjTiωj

)
∧ η(X,Y ).

Next, given X,Y ∈ TM , we compute

dωin+1(X,Y ) = X(ωin+1(Y ))− Y (ωin+1(X))− ωin+1([X,Y ])

= −εi〈∇Xei, AY 〉+ εi〈∇Y ei, AX〉+ εi〈ei, (∇YA)X − (∇XA)Y 〉

= −εi
∑
k

ωki(X)〈ek, AY 〉+ εi
∑
k

ωki(Y )〈ek, AX〉+ εi〈ei, (∇YA)X − (∇XA)Y 〉

=
∑
k

(
ωk n+1(X)ωik(Y )− ωk n+1(Y )ωik(X)

)
+ εi〈ei, (∇YA)X − (∇XA)Y 〉

= −
∑
γ

ωiγ ∧ ωγ n+1(X,Y ) + Tn+1

(a′′
a
− (a′)2

a2

)
η ∧ ωi(Y,X).

The next case is

dωi0(X,Y ) = X(ωi0(Y ))− Y (ωi0(X))− ωi0([X,Y ])

= εi
(
〈∇Y ei, SX〉 − 〈∇Xei, SY 〉 − 〈ei, (∇Y S)X − (∇XS)Y 〉

)
.

On one hand, for any U ∈ X(M), it holds ∇Y
(−1
ac U

)
= εa′

ca2
η(Y )U − 1

ac∇Y U , so that

(∇Y S)X − (∇XS)Y = ∇Y SX − S∇YX −∇XSY + S∇XY

=
εa′

ca2
η(Y )

(
X − εη(X)T

)
− 1

ac
∇Y (X − εη(X)T ) +

1

ac
∇YX −

ε

ac
η(∇YX)T

− εa′

ca2
η(X)

(
Y − εη(Y )T

)
+

1

ac
∇X(Y − εη(Y )T ) +

1

ac
∇XY −

ε

ac
η(∇XY )T

=
εa′

ca2

(
η(Y )X − η(X)Y

)
+

ε

ac

(
η(X)∇Y T − η(Y )∇XT

)
=
εεn+1Tn+1

ac
(η(X)AY − η(Y )AX).
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Therefore, we have

dωi0(X,Y ) = εi

(
〈∇Y ei, SX〉 − 〈∇Xei, SY 〉+

εεn+1Tn+1

ac
〈ei, η(X)AY − η(Y )AX〉

)
= εi

(∑
k

(
ωki(Y )〈ek, SX〉 − ωki(X)〈ek, SY 〉

)
+
εεn+1Tn+1

ac
〈ei, η(X)AY − η(Y )AX〉

)
= −

∑
γ

ωiγ ∧ ωγ0(X,Y ) + ωi n+1 ∧ ωn+1,0(X,Y )− εεn+1Tn+1

ac
η ∧ ωi n+1(X,Y )

= −
∑
γ

ωiγ ∧ ωγ0(X,Y ).

Next, we easily see dωn+1,0 = − εεn+1

ac dTn+1 ∧ η. Therefore,

dωn+1,0(X,Y ) = −εεn+1

ac
dTn+1 ∧ η(X,Y ) = −εεn+1

ac
dTn+1

(
X(Tn+1)η(Y )− Y (Tn+1)η(X)

)
= εn+1

∑
k

εk
(
〈AX, ek〉〈SY, ek〉 − 〈AY, ek〉〈SX, ek〉

)
= −

∑
k

ωn+1 k ∧ ωk0(X,Y ) = −
∑
γ

ωn+1 γ ∧ ωγ0(X,Y ).

Lemma 6.

dXαβ = −εαεβdXβα, dXu0 = 0,

dXij =
a′′a− 2(a′)2

a2
η ∧ (Tjωi − εiεjTiωj) +

εa′

a

(
Tjdωi − εiεjTidωj

)
+2εεj

(
a′

a

)2

ωj ∧ ωi +
εa′

a

∑
u

Tu

(
ωuj ∧ ωi − εiεjωui ∧ ωj

)
,

dXi n+1 =
a′′a− 2(a′)2

a2
Tn+1η ∧ ωi +

εa′

a

(∑
k

Tkωk n+1 ∧ ωi + Tn+1dωi

)
.

Proof. Since Xαβ = −εαεβXβα, we trivially have dXαβ = −εαεβdXβα. Next,

dXαβ = d

(
εa′

a
(Tβωα − εαεβTαωβ)

)
=
(∑

k

ek

(
εa′

a

)
ωk

)
∧ (Tβωα − εαεβTαωβ)

+
εa′

a

(
dTβ ∧ ωα + Tβdωα − εαεβdTα ∧ ωβ − εαεβTαdωβ

)
=
a′′a− (a′)2

a2
η ∧ (Tβωα − εαεβTαωβ)

+
εa′

a

(
dTβ ∧ ωα + Tβdωα − εαεβdTα ∧ ωβ − εαεβTαdωβ

)
.

For β = 0 and any u > 0, since T0 = 0 and ω0 = 0, then dXu0 = 0. For β = n + 1 and
i < n+ 1, since ωn+1 = 0, we have

dXi n+1 =
a′′a− (a′)2

a2
Tn+1η ∧ ωi +

εa′

a

(
dTn+1 ∧ ωi + Tn+1dωi

)
.
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By condition (C), and the fact T =
∑

k εkTkek, we see dTn+1(X) = −〈AX,T 〉− εa′a Tn+1η(X)

= −
∑

k εkTk〈ek, AX〉 − εTn+1
a′

a η(X), and consequently dTn+1(X) =
∑

k Tkωk n+1(X) −
εTn+1

a′

a η(X). With this,

dXi n+1 =
a′′a− (a′)2

a2
Tn+1η ∧ ωi +

εa′

a

(∑
k

Tkωk n+1 ∧ ωi − ε
a′

a
Tn+1η ∧ ωi + Tn+1dωi

)
=
a′′a− 2(a′)2

a2
Tn+1η ∧ ωi +

εa′

a

(∑
k

Tkωk n+1 ∧ ωi + Tn+1dωi

)
.

Next, for α = i and β = j, we have

dXij =
a′′a− (a′)2

a2
η ∧ (Tjωi − εiεjTiωj)

+
εa′

a

(
dTj ∧ ωi + Tjdωi − εiεjdTi ∧ ωj − εiεjTidωj

)
.

We need the following computation dTk =
∑

l el(〈T, ek〉)ωl =
∑

l

(
〈∇elT, ek〉ωl+〈T,∇elek〉

)
ωl

=
∑

l

(
〈a′a (el − εTlT ) + εn+1Tn+1Ael, ek〉+

∑
j ωjk(el)Tj

)
ωl, which implies

dTk =
a′

a
εkωk − ε

a′

a
Tkη +

∑
u

Tuωuk. (14)

In this way, a straight forward computation yields

dXij =
a′′a− 2(a′)2

a2
η ∧ (Tjωi − εiεjTiωj) +

εa′

a

(
Tjdωi − εiεjTidωj

)
+ 2

εεja
′

a
ωj ∧ ωi +

εa′

a

(∑
u

Tu(ωuj ∧ ωi − εiεjωui ∧ ωj)

)
.

Lemma 7.

(X ∧X)αβ =

(
a′

a

)2 ((
Tβωα − εαεβTαωβ

)
∧ η − εεβωα ∧ ωβ

)
.

Proof. We recall (B). Also, given X ∈ TM , we have
∑

γ Tγωγ(X) =
∑

k Tkωk(X) = η(X).
Then,

(X ∧X)αβ =
∑
γ

(εa′
a

(Tγωα − εαεγTαωγ) ∧ εa
′

a
(Tβωγ − εγεβTγωβ)

)
=

(
a′

a

)2∑
γ

(
TγTβωα ∧ ωγ − εβεγT 2

γωα ∧ ωβ

− εαεγTαTβωγ ∧ ωγ + εγεγεαεβTαTγωγ ∧ ωβ
)

=

(
a′

a

)2 ((
Tβωα − εαεβTαωβ

)
∧ η − εεβωα ∧ ωβ

)
.

Now, we put Φ = Ω ∧X + X ∧ Ω.
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Lemma 8.

Φαβ = −εαεβΦβα, Φu0 = 0, (15)

Φij =
εa′

a

(
εiεjTidωj − Tjdωi +

∑
u

Tu
(
ωi ∧ ωuj − εjεuωiu ∧ ωj

))
(16)

Φi n+1 =
εa′

a

(
− Tn+1dωi +

∑
k

Tkωi ∧ ωk n+1

)
. (17)

Proof. By construction, Xαβ = −εαεβXβα. This shows Φαβ = −εαεβΦβα. In general, we get

Φαβ =
∑
γ

ωαγ ∧
(
εa′

a
(Tβωγ − εβεγTγωβ)

)
+
∑
γ

εa′

a
(Tγωα − εγεαTαωγ) ∧ ωγβ

=
εa′

a

∑
γ

(Tβωαγ ∧ ωγ − εβεγTγωαγ ∧ ωβ + Tγωα ∧ ωγβ − εαεγTαωγ ∧ ωγβ) .

By Lemma 5,

Φαβ =
εa′

a

(
εαεβTαdωβ − Tβdωα +

∑
γ

(
Tγωα ∧ ωγβ − εβεγTγωαγ ∧ ωβ

))
.

For the case α = i, β = n+ 1, the result is immediate due to the fact ωn+1 = 0. For the case
α = i, β = 0, since ω0 = 0 and T0 = 0, we begin by writing down Φi0 = εa′

a

∑
γ Tγωi∧ωγ0. How-

ever, by Condition (C),
∑

γ Tγωγ0(X) =
∑

i Tiωi0(X) + Tn+1ωn+1,0(X) =
∑

i
Ti
ac

(
εi〈ei, X〉 −

εεiTiη(X)
)
− εεn+1

T 2
n+1

ac η(X) = 1
ac

(∑
i εi〈ei, T 〉〈ei, X〉 − ε

(∑
i εiT

2
i

)
η(X)− εεn+1T

2
n+1η(X)

)
,

and hence ∑
γ

Tγωγ0(X) = 0. (18)

The case α = n+ 1 and β = 0 trivially vanishes due to ωn+1 = ω0 = 0.

Lemma 9. dΥ + Υ ∧Υ = 0.

Proof. This is equivalent to prove dX− dΩ−Ω∧Ω−X ∧X +X ∧Ω + Ω∧X = 0. The case
α = u, β = 0 is trivial. For the case α = i and β = j, we have

(dX− dΩ− Ω ∧ Ω−X ∧X +X ∧ Ω + Ω ∧X)ij

=
a′′a− 2(a′)2

a2
η ∧ (Tjωi − εiεjTiωj) +

εa′

a

(
Tjdωi − εiεjTidωj

)
+ 2

εεj(a
′)2

a2
ωj ∧ ωi +

εa′

a

(∑
u

Tu(ωuj ∧ ωi − εiεjωui ∧ ωj)

)

+ ε
(a′)2

a2
εjωi ∧ ωj −

(
(a′)2

a2
− a′′

a

)(
Tjωi − εiεjTiωj) ∧ η

−
(
a′

a

)2 ((
Tjωi − εiεjTiωj

)
∧ η − εεjωi ∧ ωj

)
+
εa′

a

(
εiεjTidωj − Tjdωi +

∑
u

Tu
(
ωi ∧ ωuj − εjεuωiu ∧ ωj

))
= 0.
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Next, for α = i, β = n+ 1, we compute

(dX− dΩ− Ω ∧ Ω−X ∧X +X ∧ Ω + Ω ∧X)i n+1

=
a′′a− 2(a′)2

a2
Tn+1η ∧ ωi +

εa′

a

(∑
k

Tkωk n+1 ∧ ωi + Tn+1dωi

)
− Tn+1

(
a′′

a
− (a′)2

a2

)
η ∧ ωi −

(
a′

a

)2 ((
Tn+1ωi − εiεn+1Tiωn+1

)
∧ η − εεn+1ωi ∧ ωn+1

)
+
εa′

a

(
− Tn+1dωi +

∑
k

Tkωi ∧ ωk n+1

)
=
a′′a− 2(a′)2

a2
Tn+1η ∧ ωi − Tn+1

(
a′′

a
− (a′)2

a2

)
η ∧ ωi −

(
a′

a

)2 (
Tn+1ωi

)
∧ η = 0.

It is clear that the map

s : S→ S(En+2) = {X ∈ En+2|〈X,X〉} = εn+1}, Z 7→ (Zn+1,0, . . . , Zn+1n+1)t,

is a submersion. Given a point x ∈M , we define the set

Z(x) = {Z ∈ S|Zn+1β = Tβ(x), β = 0, . . . , n+ 1}.

Now, we prove the following

Lemma 10. Let (M, 〈, 〉) be a semi-Riemannian manifold satisfying the structure conditions.
For each x0 ∈ M and B0 ∈ Z(x0), there exists a neighborhood U of x0 in M and a unique
map B : U → S, such that

B−1dB = Ω−X, for all x ∈ U , B(x) ∈ Z(x), B0 = B(x0).

Proof. Given U be an open neighborhood of x0 ∈M , we define the set

F = {(x, Z) ∈ U × S|Z ∈ Z(x)}.

Since the map s is submersion, F is a submanifold of M × S with

dimF = n+
(n+ 1)(n+ 2)

2
− (n+ 1) =

n(n+ 1)

2
+ n.

Moreover, given (x, Z) ∈ F ,

T(x,Z)F = {(U, V ) ∈ TxU ⊕ TZS|Vn+1β = (dTβ)x(U), β = 0, . . . , n+ 1}.

We consider on F the distribution D(x, Z) = ker Θ(x,Z), where Θ = Υ − Z−1dZ = Ω −X −
Z−1dZ. In other words, given (U, V ) ∈ T(x,Z)F , we have Θ(x,Z)(U, V ) = Ωx(U) − Xx(U) −
Z−1V. Next, we see that dimD = n. We consider the space H = {H ∈ s|(ZH)n+1β =
0, β = 0, . . . , n + 1}. It is clear that H ∈ H if and only if H ∈ ker(ds)In+2 . But the

map s is a submersion, hence dim(ker dsIn+2) = dimH = (n+1)n
2 . We notice that (ZΘ)n+1β =
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(ZΩ)n+1β−(ZX)n+1β−(dZ)n+1β = (ZΩ)n+1β−(ZX)n+1β−dTβ. Consequently using equation
(14) and T0 = 0 we get

(ZΘ)n+1k =
∑
γ

Zn+1γωγk −
∑
γ

Zn+1γXγk −
a′

a
εkωk + ε

a′

a
Tkη −

∑
u

Tuωuk

=
∑
γ

Tγωγk −
∑
γ

Tγ
εa′

a

(
Tkωγ − εγεkTγωk

)
− a′

a
εkωk + ε

a′

a
Tkη −

∑
u

Tuωuk

= −εa
′

a

(
Tkη −

∑
γ

εγεkTγTγωk
)
− a′

a
εkωk + ε

a′

a
Tkη =

εa′

a

∑
γ

εγεkTγTγωk −
a′

a
εkωk = 0,

since ε = 〈T, T 〉+ εn+1T
2
n+1. Similarly,

(ZΘ)n+1n+1 =
∑
γ

Tγωγ n+1 −
∑
γ

Tγ
εa′

a

(
Tn+1ωγ − εγεn+1Tγωn+1

)
− dTn+1

=
∑
γ

Tγωγ n+1 −
εa′

a
Tn+1η −

∑
k

Tkωk n+1 + εTn+1
a′

a
η = 0,

and with equation (18), it is clear

(ZΘ)n+1,0 =
∑
γ

Tγωγ0 −
∑
γ

Tγ
εa′

a

(
T0ωγ − εγε0Tγω0

)
− dT0 = 0.

Hence, Im(Θ) ⊂ H = ker(ds)In+2 . Now, given the space {(0, ZH)|H ∈ H} ⊂ T(x,Z)F , we have
Θ(x,Z)(0, ZH) = −Z−1(ZH) = −H, which means that Θ(x,Z) is a submersion unto H, and
Im(Θ) = H. Now, we get dimD(x, Z) = dim ker Θ(x,Z) = dimT(x,Z)F − dim ImΘ(x,Z) = n.

Next, we prove that D is integrable. On one hand, since D = ker Θ and dΥ + Υ ∧Υ = 0,
we compute dΘ = dΥ+Z−1dZ∧Z−1dZ = dΥ+(Υ−Θ)∧ (Υ−Θ) = −Υ∧Θ−Θ∧Υ+Θ∧Θ.
Therefore, given U, V ∈ D, dΘ(U, V ) = U(Θ(V )) − V (Θ(U)) − Θ([U, V ]) = −Θ([U, V ]) =
(−Υ ∧Θ−Θ ∧Υ + Θ ∧Θ)(U, V ) = 0, which implies [U, V ] ∈ D.

Next, let L ⊂ F be an integral manifold through (x0, B0). For each (0, V ) ∈ D(x0,B0) =

TB0L, we have Θ(x0,B0)(V ) = B−1
0 V = 0, and hence V = 0, since B0 ∈ S. This implies

D(x0,B0) ∩ [{0} × TB0S] = {0}. In particular, by shrinking U if necessary, L is the graph of a
unique map B : U → S. Also, since L ⊂ F , then for each x ∈ U , B(x) ∈ Z(x). Finally since
Θ ≡ 0 on L, B satisfies by definition B−1dB = Ω−X.

Define now the map χ : U → Rn+2 by

χ0 = ε0B00, χi = εiBi0, χn+1 = π.

Notice that, since B(x) ∈ Z(x) ⊂ S, then Bn+1,0 = T0 = 0, whic implies ε0χ
2
0 +

∑n
i=1 εiχ

2
i =∑n

α=0 εαB
2
α0 = ε0 = c, thus obtaining that (χ0, . . . , χn) lies in Mn

k(c), which means Im(χ) ⊂
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εI ×a Mn
k(c). Now, we have by definition dB = BΩ−BX. Hence

dχi(ek) = εidBi0(ek) =

n+1∑
α=0

εi(Biαωα0(ek)−BiαXα0(ek))

= εi

n+1∑
α=1

Biαωα0(ek)− εi
n+1∑
α=1

Biα

(εa′
a

(T0ωα(ek)− ε0εαTαω0(ek)
)

= εi

n∑
j=1

Bijωj0(ek) +Bin+1ωn+10(ek)

= εi

n∑
j=1

Bij
1

ac
(εj〈ej , ek〉 − εεjTjη(ek))−Bin+1εεn+1

1

ac
Tn+1η(ek)

= εi
1

ac
Bik −

εεn+1

ac
Bin+1Tn+1Tk =

εi
ac
Bik

A similar computation yields dχ0(ek) = ε0
1
acB0k and dχn+1(ek) = εη(ek) = εTk = εBn+1k.

Hence, we have that dχ = CB$, with

C =


ε0/ca 0 · · · 0

0
. . .

. . .
...

...
. . . εn/ca 0

0 · · · 0 εn+1

 , $ = (0, ω1, · · ·ωn, 0)T ,

or equivalently, dχ(ek)α = (CB)αk, meaning that in the frame ∂
∂xα

the vector dχ(ek) is given

by the k-th column of the matrix CB and in the frame Ēα by the k-th column of the matrix B.
In other words, dχ(ek) =

∑
α εαBαkĒα. C is an invertible matrix as well as B. Consequently,

dχ has rank n and it is an immersion. Moreover, for any i, j, since B ∈ S, we have

〈dχ(ei), dχ(ej)〉 = 〈
∑
α

εαBαiĒα,
∑
γ

εγBγjĒγ〉 =
∑
γ

εαBαiBαj = εiδij ,

Hence, χ is isometric. Moreover, along χ, we obtain

∂

∂t
=

n∑
i=1

εi〈
∂

∂t
, dχ(ei)〉dχ(ei) + εn+1〈

∂

∂t
, en+1〉en+1 = T + εn+1Tn+1en+1.

Next, we would like to compute the shape operator of the immersion. Recall Ēn+1 = ∂t. We
show that the shape operator of the immersion is exactly what we need, namely dχ◦A◦dχ−1.

18



Indeed,

〈∇̄dχ(ei)
dχ(ej), en+1〉 = 〈

∑
αβ

∇̄εαBαiĒαεβBβjĒβ, en+1〉 = 〈
∑
αβ

εαεβ∇̃BαiĒαBβjĒβ, en+1〉

=
∑
αβγ

[
εαεβεγBαiBβjBγ n+1〈∇̃ĒαĒβ, Ēγ〉+ εβdBβj(ei)Bβn+1

]
+
∑
β

εβdBβj(ei)Bβn+1

=
∑
uvγ

[
εuεvεγBuiBvjBγ n+1〈−

εuδuvεa
′

a
∂t, Ēγ〉+ εuεn+1εγBuiBn+1jBγ n+1〈

a′

a
Ēu, Ēγ〉

]
+
∑
β

εβdBβj(ei)Bβn+1

= −εa
′

a
Bn+1n+1

∑
u

εuBuiBuj +
εn+1a

′

a
Bn+1j

∑
u

εuBuiBun+1 + εn+1(B−1dB)n+1j(ei)

= −εa
′

a
Bn+1n+1([εiδij − εn+1Bn+1iBn+1j ]

+
εn+1a

′

a
Bn+1j [εiδin+1 − εn+1Bn+1iBn+1n+1] + εn+1(B−1dB)n+1j(ei)

= εn+1

[
(B−1dB)n+1j(dχ(ei))−

εa

a′
[εn+1εjTn+1ωj(ei)− Tjωn+1(ei)]

]
= εn+1[(B−1dB)n+1j +Xn+1j ] = εn+1ωn+1j(ei) = 〈ej , Aei〉.

Finally, the uniqueness of the local immersion follows from the uniqueness of the map B in
Lemma 10.

Corollary 1. 1. If the hypersurface M satisfies η = 0, then, M is a slice of ε I ×aMn
k(c).

2. If η 6= 0 everywhere, then M is admits a foliation of codimension 1.

Proof. Item 1 is an immediate consequence of item 5 of Theorem 1. For item 2, by Lemma
4, we know dη = 0. This implies that ker η is integrable. Indeed, given X,Y ∈ ker η,
0 = dη(X,Y ) = X(η(Y )) − Y (η(X)) − η([X,Y ]) = −η([X,Y ]), which shows [X,Y ] ∈ ker η.
In other words, it has to admit a foliation whose leaves are of codimension 1 in M . In fact,
T is a normal vector field to the leaves.

Remark: Under the same assumption on (M, 〈, 〉,∇, R), we can find another equivalent
formulation for Theorem 1. In fact, consider again a 〈, 〉-self adjoint (1, 1)-tensor A on M , a
nowhere vanishing vector field T ∈ X(M) and its associated 1-form η(X) = 〈X,T 〉 for any
X ∈ TM . We also assume the existence of smooth functions ρ, ρ̃, ρ̄, Tn+1 : M → R. Let the
following conditions be satisfied:

(a) ρ > 0, dρ = ερ̃ η, dρ̃ = ερ̄ η;

(b) ε = 〈T, T 〉+ εn+1T
2
n+1;

(c) ∇XT = ρ̃
ρ(X − εη(X)T ) + εn+1Tn+1AX, for any X ∈ TM ;

(d) X(Tn+1) = −〈AT,X〉 − ε ρ̃ρTn+1η(X), for any X ∈ TM ;
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(e) (Codazzi equation). For any X,Y, Z,W ∈ TM

(∇XA)Y − (∇YA)X = Tn+1

(
ρ̄

ρ
−
(
ρ̃

ρ

)2

+
εε0

ρ2

)(
η(Y )X − η(X)Y

)
.

(f) (Gauß equation). For any X,Y, Z,W ∈ TM

R(X,Y, Z,W ) =

(
ε

(
ρ̃

ρ

)2

− ε0

ρ2

)(
〈X,Z〉〈Y,W 〉 − 〈Y,Z〉〈X,W 〉

)
+

(
ρ̄

ρ
−
(
ρ̃

ρ

)2

+
εε0

ρ2

)(
〈X,Z〉η(Y )η(W )− 〈Y, Z〉η(X)η(W )

− 〈X,W 〉η(Y )η(Z) + 〈Y,W 〉η(X)η(Z)
)

+ εn+1

(
〈AY,Z〉〈AX,W 〉 − 〈AY,W 〉〈AX,Z〉

)
.

Then Theorem 1 can be reformulated in the following way:

Theorem 2. Let (M, 〈, 〉) a simply connected semi-Riemannian manifold satisfying the pre-
vious conditions. Then, there exists smooth functions π : M → I, I an interval, a : I ⊂ R→
R+, a metric immersion χ : (M, 〈, 〉) → (ε I ×a Mn

k(c), 〈, 〉1) and a normal unit vector field
en+1 along χ such that:

1. εn+1 = 〈en+1, en+1〉1;

2. πI ◦ χ = π, where πI : ε I ×a Mn
k(c)→ I is the projection;

3. ρ = a ◦ π, ρ̃ = a′ ◦ π and ρ̄ = a′′ ◦ π;

4. The shape operator associated with en+1 is A;

5. (e) is the Codazzi equation and (f) is the Gauß equation;

6. and along χ, ∂t = T + εn+1Tn+1en+1 holds.

Proof. First of all, from the expression ∇XT = ρ̃
ρ(X − εη(X)T ) + εn+1Tn+1AX, for any

X ∈ TM , we are going to check that the 1-form η satisfies dη = 0.

dη(ei, ej) = ei(η(ej))− ej(η(ei))− η(∇eiej) + η(∇ejei) = 〈ej ,∇eiT 〉 − 〈ei,∇ejT 〉

= 〈ej ,
ρ̃

ρ
(ei − εη(ei)T ) + εn+1Tn+1Aei〉 − 〈ei,

ρ̃

ρ
(ej − εη(ej)T ) + εn+1Tn+1Aej〉

=
ρ̃

ρ

(
〈ej , ei〉 − εη(ei)η(ej)

)
+ εn+1Tn+1〈ej , Aei〉 −

ρ̃

ρ

(
〈ei, ej〉 − εη(ei)η(ej)

)
− εn+1Tn+1〈ei, Aej〉 = 0.

Since M is simply connected, we can obtain a new function π : M → R such that η = εdπ.
This implies that T = εgrad(π). Next, we need to obtain function a. On one hand, since
M is connected, I = π(M) is an interval. Moreover, since T 6= 0, we see that each value
t ∈ I is a regular value of π, which means that each level set π−1(t) ⊂ M , t ∈ I, is a
hypersurface of M . Choose t ∈ I. Given X ∈ Tπ−1(t), since π is constant along its level
subsets, we see dρ(X) = ερ̃ η(X) = ρ̃ dπ(X) = 0. In other words, function ρ is constant
along the level sets of π. This allows us to define a : I → R+ as follows. Given t ∈ I, there
exists p ∈ M such that t = π(p), so that a(t) := ρ(p). Clearly, ρ = a ◦ π. In addition,
dρ = (a′ ◦ π)dπ = (a′ ◦ π)εη = ερ̃η, and therefore ρ̃ = a′ ◦ π. Similarly, a′′ ◦ π = ρ̄. Now, we
just need to resort to Theorem 1.
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6 An Application to Horizons in RW 4-spacetimes

We consider now the simply connected Riemannian 3-dimensional space M3(c) of constant
sectional curvature c = ±1. Let (M3, 〈, 〉) be a semi-Riemannian manifold of index 0 or 1.
For us, a surface M̃2 is called marginally trapped if its mean curvature vector ~H satisfies
〈 ~H, ~H〉 = 0. In this way, we are including maximal surfaces, MOTS, and mixed cases in our
definition.

We put ε = −1, ε0 = c, ε4 = ±1, and smooth functions a : I ⊂ R → R+, T4 : M → R
and π : M → I. We construct the vector field T ∈ X(M) by T = −grad(π), with its 1-form
η(X) = 〈X,T 〉. Also, consider a tensor A of type (1,1) on M . We assume the above datas
satisfy the structure conditions of Definition 1 . We recall that the Robertson-Walker space-
time is the space(P̄ 4 = I ×M3(c), 〈, 〉1 = −dt2 + a2go), hence a special case of the warped
products considered in this paper. From Theorem 1, we get immediately the following

Corollary 2. Let (M, 〈, 〉) a semi-Riemannian manifold of dimM = 3, satisfying the previous
conditions. Then, for each point p ∈ M , there exists a neighborhood U of p on M , a metric
immersion χ : (U , 〈, 〉) → (P̄ 4, 〈, 〉1) and a normal unit vector field e4 along χ such that
ε4 = 〈e4, e4〉1, A is the shape operator associated to the immersion, T is the projection of ∂t
on TM and πI ◦ χ = π, where πI : I ×M3(c)→ I is the projection.

In addition, if T 6= 0 everywhere, the family {χ(U) ∩ π−1{t} : t ∈ R} provides a foliation
of χ(U) by space-like surfaces.

Next, let L be one of the leafs of U . Let σ be its second fundamental form in P̄ 4. Clearly,
T⊥L = Span{T, e4}, where T = T/

√
|〈T, T 〉|. We take εT = sign(〈T, T 〉). Since the leaves

are spacelike and 〈e4, e4〉 = ε4 = ±1 is constant, εT = ±1 is constant, with ε4εT = −1. Then,
for any X,Y ∈ TL,

σ(X,Y ) = εT 〈∇̃XY,T〉T + ε4〈∇̃XY, e4〉e4 =
−1

〈T, T 〉
〈Y,∇XT 〉T + ε4〈Y,AX〉e4,

Given a local orthonormal frame {u1, u2} of L, the mean curvature vector ~H of L is

2 ~H =
∑
i

σ(ui, ui) =
∑
i

( −1

〈T, T 〉
〈ui,∇uiT 〉T + ε4〈ui, Aui〉e4

)
=
−1

〈T, T 〉
∑
i

〈ui,
a′

a
ui + ε4T4Aui〉T + ε4

(
trace(A)− 〈AT, T 〉

〈T, T 〉

)
e4

=
−1

〈T, T 〉

(
2
a′

a
+ ε4T4

(
trace(A)− 〈AT, T 〉

〈T, T 〉

))
T + ε4

(
trace(A)− 〈AT, T 〉

〈T, T 〉

)
e4.

We put h = trace(A)− 〈AT,T 〉〈T,T 〉 . As a result, we obtain 4〈 ~H, ~H〉 = 1
〈T,T 〉

(
2a

′

a + ε4T4h
)2

+ ε4h
2.

Then ~H is null if, and only if, −ε4h
2 = 1

〈T,T 〉

(
2a

′

a +ε4T4h
)2

= 1
〈T,T 〉

(
4 (a′)2

a2
+T 2

4 h
2 + 4ε4a′T4h

a

)
,

which is equivalent to h2− 4a′T4
a h− 4ε4(a′)2

a2
= 0. Since εT ε4 = −1, we see that −ε4〈T, T 〉 > 0,

and so, by solving this equation, we obtain the following

Corollary 3. The leaves of ker η are marginally trapped surfaces in −I×aM3(c) if, and only
if, the immersion χ : M → −I ×a M3(c) satisfies the following equality:

trace(A)− 〈AT, T 〉
〈T, T 〉

= 2a′T4 ± 2εT

∣∣∣∣a′a
∣∣∣∣√|〈T, T 〉|.
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7 Examples

Example 1. A graph surface in −R+ ×a S2.
We start by considering the warping function a : R+ → R+, a(t) = t, and the warped product
−R+×aS2, with metric 〈, 〉. Given h : (0, π)→ R+ a smooth function such that h(u) > |h′(u)|
for any u ∈ R+, we introduce the map

χ : M = (0, π)× (−π/2, π/2)→ −I ×a S2,

χ(u, v) = (cos(u), sin(u) cos(v), sin(u) sin(v), h(u)),

Note that π(u, v) = h(u). We consider the following frame along χ, with some natural
identifications:

e0 =
1

h(u)

(
cos(u), cos(v) sin(u), sin(u) sin(v), 0

)
,

e1 ≡χ∗e1 =
1√

h(u)2 − (h′(u))2

(
− sin(u), cos(u) cos(v), cos(u) sin(v), h′(u)

)
,

e2 ≡χ∗e2 =
1

h(u)

(
0,− sin(v), cos(v), 0

)
,

e3 =
1

h(u)
√
h(u)2 − (h′(u))2

(
− sin(u)h′(u), cos(u) cos(v)h′(u), cos(u) sin(v)h′(u), h(u)

)
,

where e1, e2 are the normalizations of χ∗∂u and χ∗∂v, respectively, and e3 is a unit vector
field of M along χ on −R+ ×a S2. Also, the matrix G = (〈eα, eβ〉) = Diag(1, 1, 1,−1). The
dual 1-forms on M are

ω0 = 0, ω1 =
√
h(u)2 − (h′(u))2du, ω2 = h(u) sin(u)dv, ω3 = 0.

Since R+ × S2 ⊂ R+ × R3, we consider the orthonormal basis

E0 =
1

h
(1, 0, 0, 0), E1 =

1

h
(0, 1, 0, 0), E2 =

1

h
(0, 0, 1, 0), E3 = ∂t.

Now, we can compute the map B : M → S, B = (〈Eα, eβ〉),

B =



cos(u) −h(u) sin(u)√
h(u)2−(h′(u))2

0 − sin(u)h′(u)√
h(u)2−(h′(u))2

− cos(v) sin(u) − cos(u) cos(v)h(u)√
h(u)2−(h′(u))2

sin(v) − cos(u) cos(v)h′(u)√
h(u)2−(h′(u))2

− sin(u) sin(v) − cos(u)h(u) sin(v)√
h(u)2−(h′(u))2

− cos(v) − cos(u) sin(v)h′(u)√
h(u)2−(h′(u))2

0 −h′(u)√
h(u)2−(h′(u))2

0 −h(u)√
h(u)2−(h′(u))2


.

From this, a straightforward computation gives the s-valued 1-form Υ = B−1dB = (Υαβ),

Υαα = 0, Υ01 = −Υ10 =
−h(u)du√

h(u)2 − (h′(u))2
, Υ02 = −Υ20 = − sin(u)dv,

Υ03 = Υ30 =
−h′(u)du√

h(u)2 − (h′(u))2
, Υ12 = −Υ21 =

−h(u) cos(u)dv√
h(u)2 − (h′(u))2

,

Υ13 = Υ31 =
h(u)h′′(u)− (h′(u))2

h(u)2 − (h′(u))2
du, Υ23 = Υ32 =

h′(u) cos(u)dv√
h(u)2 − (h′(u))2

.
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A lenghty computation shows dΥ + Υ ∧Υ = 0. Next, the tangent vector T is

T ≡ χ∗T = 〈∂t, e1〉e1 + 〈∂t, e2〉e2

=
( sin(u)h′(u)

h(u)2 − (h′(u))2
,
− cos(u) cos(v)h′(u)

h(u)2 − (h′(u))2
,
− cos(u) sin(v)h′(u)

h(u)2 − (h′(u))2
,
−(h′(u))2

h(u)2 − (h′(u))2

)
.

Thus, its dual 1-form and the associated functions Tα are

η = −h′(u)du, T0 = 0, T1 = − h′(u)√
h(u)2 − (h′(u))2

, T2 = 0, T3 = T1.

Clearly, dη = 0. Also, note that Tα = B3α. We recall that Ω = (ωαβ) = B−1dB + X, where

X = (Xαβ), Xαβ = εa
′◦π
a◦π

(
Bn+1βωα − εαεβBn+1αωβ

)
,

Xαα = Xα0 = X0α = 0, X13 = X31 = du,

X12 = −X21 =
− sin(u)h′(u)dv√
h(u)2 − (h′(u))2

, X23 = X32 =
sin(u)h(u)dv√
h(u)2 − (h′(u))2

.

In this way, we have

Ω = (ωαβ), ω01 = −ω10 =
−h(u)du√

h(u)2 − (h′(u))2
, ω02 = −ω20 = − sin(u)dv,

ω03 = ω30 =
−h′(u)du√

h(u)2 − (h′(u))2
, ω12 = −ω21 = −cos(u)h(u) + sin(u)h′(u)√

h(u)2 − (h′(u))2
dv,

ω13 = ω31 =
h(u)2 − 2(h′(u))2 + h(u)h′′(u)

h(u)2 − (h′(u))2
du, ω23 = ω32 =

cos(u)h′(u) + sin(u)h(u)√
h(u)2 − (h′(u))2

dv.

Now, we compute the shape operator. Since ωi3(X) = −εi〈AX, ei〉 = −ωi(AX), then

AX =
∑
i

ωi(AX)ei = −
∑
i

ωi3(X)ei

=
h(u)2 − 2(h′(u))2 + h(u)h′′(u)

h(u)2 − (h′(u))2
du(X)e1 +

cos(u)h′(u) + sin(u)h′′(u)√
h(u)2 − (h′(u))2

dv(X)e2,

Ae1 =
h(u)2 − 2(h′(u))2 + h(u)h′′(u)

h(u)(h(u)2 − (h′(u))2)
e1, Ae2 =

cos(u)h′(u) + sin(u)h′′(u)

h(u)(h(u)2 − (h′(u))2)
e2.

Example 2. A helicoidal surface in R×a H2

We consider now H2(−1) as the surface H2(−1) = {(x, y, z) ∈ L3 : x2 + y2− z2 = −1}, where
L3 is the Lorentz-Minkowski space endowed with the standard metric 〈, 〉 = dx2 + dy2 − dz2.
Given a real constant c ∈ R and a smooth function h : R→ R with h′ > 0, we construct

χ : M = R+ × R −→ R×a H2, χ(u, v) = (u cos(cv), u sin(cv),
√

1 + u2, h(v)).

Note that π(u, v) = h(v). We consider the following frame along χ, with some natural
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identifications:

e0 =
1

a(h(v))

(
u cos(c v), u sin(c v),

√
1 + u2, 0

)
,

e1 ≡ χ∗e1 =
1

a(h(v))

(
cos(c v)

√
1 + u2, sin(c v)

√
1 + u2, u, 0

)
,

e2 ≡ χ∗e2 =
1√

c2u2a(h(v))2 + h′(v)2

(
− c u sin(c v), c u cos(c v), 0, h′(v)

)
,

e3 =
1

a(h(v))
√
c2u2a(h(v))2 + h′(v)2

(
sin(c v)h′(v),− cos(c v)h′(v), 0, c u a(h(v))

)
,

where e1, e2 are the normalizations of ∂u and ∂v, respectively, and e3 is a unit vector field of
M along χ on R×a H2. The dual 1-forms on M are

ω0 = 0, ω1 =
a(h(v))√

1 + u2
du, ω2 =

√
c2u2a(h(v))2 + h′(v)2 dv, ω3 = 0.

We need to introduce the basis

E0 =
1

a
(0, 0, 1, 0), E1 =

1

a
(0, 1, 0, 0), E2 =

1

a
(1, 0, 0, 0), E3 = ∂t.

Now, we can compute the map B : M → S, B = (〈Eα, eβ〉), with detB = 1,

B =



−
√

1 + u2 −u 0 0

u sin(c v)
√

1 + u2 sin(c v) cua(h(v)) cos(cv)√
c2u2a(h(v))2+h′(v)2

− cos(cv)h′(v)√
c2u2a(h(v))2+h′(v)2

u cos(cv)
√

1 + u2 cos(c v) − cua(h(v)) sin(cv)√
c2u2a(h(v))2+h′(v)2

sin(cv)h′(v)√
c2u2a(h(v))2+h′(v)2

0 0 h′(v)√
c2u2a(h(v))2+h′(v)2

cua(h(v))√
c2u2a(h(v))2+h′(v)2


.

Note that B does not lie in the orthogonal group O(4). From this, a straightforward compu-
tation gives the s-valued 1-form Υ = (Υαβ) = B−1dB, where

Υαα = 0, Υ01 = Υ10 =
du√

1 + u2
, Υ02 = Υ20 =

c2u2a(h(v))dv√
c2u2a(h(v))2 + h′(v)2

,

Υ03 = Υ30 = − cuh′(v)dv√
c2u2a(h(v))2 + h′(v)2

, Υ12 = −Υ21 = − c2u
√

1 + u2a(h(v))dv√
c2u2a(h(v))2 + h′(v)2

,

Υ13 = −Υ31 =
c
√

1 + u2h′(v)dv√
c2u2a(h(v))2 + h′(v)2

,

Υ23 = −Υ32 = −c
a(h(v))h′(v)du+ u

(
a′(h(v))h′(v)2 − a(h(v))h′′(v)

)
dv

c2u2a(h(v))2 + h′(v)2

A straightforward computation shows dΥ + Υ ∧Υ = 0. Next, the tangent vector T is

T ≡ χ∗T = 〈∂t, e1〉e1 + 〈∂t, e2〉e2 =
h′(v)√

c2u2a(h(v))2 + h′(v)2
e2.
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Its dual 1-form and the associated functions Tα are

η = h′(v)dv, T0 = T1 = 0, T2 =
h′(v)√

c2u2a(h(v))2 + h′(v)2
, T3 =

cua(h(v))√
c2u2a(h(v))2 + h′(v)2

.

Clearly, it holds dη = 0. Also, note that Tα = B3α. We recall that Ω = (ωαβ) = B−1dB + X,

where X = (Xαβ), Xαβ = εa
′◦π
a◦π

(
Bn+1βωα − εαεβBn+1αωβ

)
,

Xαα = X0α = Xα0 = 0, X12 = −X21 =
a′(h(v))h′(v)du√

1 + u2
√
c2u2a(h(v))2 + h′(v)2

,

X13 = −X31 =
cua(h(v))a′(h(v))du√

1 + u2
√
c2u2a(h(v))2 + h′(v)2

, X23 = −X32 = cua′(h(v))dv,

In this way,

Ω = (ωαβ), ωαα = 0, ω01 = ω10 =
du√

1 + u2
, ω02 = ω20 =

c2u3a(h(v))dv√
c2u2a(h(v))2 + h′(v)2

,

ω03 = ω30 =
−cuh′(v)dv√

c2u2a(h(v))2 + h′(v)2
,

ω12 = −ω21 =
a′(h(v))h′(v)du− c2(u+ u3)a(h(v))dv√

1 + u2
√
c2u2a(h(v))2 + h′(v)2

,

ω13 = −ω31 = c
ua(h(v))a′(h(v))du+ (1 + u2)h′(v)dv√

1 + u2
√
c2u2a(h(v))2 + h′(v)2

,

ω23 = −ω32 =
ca(h(v))h′(v)du+ cu[a′(h(v))(c2u2a(h(v))2 + 2h′(v)2)− a(h(v))h′′(v)]dv

c2u2a(h(v))2 + h′(v)2
.

Now, we compute the shape operator. Since ωi3(X) = −εi〈AX, ei〉 = −ωi(AX), then

AX =
∑
i

ωi(AX)ei = −
∑
i

ωi3(X)ei

= −cua(h(v))a′(h(v))du(X) + (1 + u2)h′(v)dv(X)√
1 + u2

√
c2u2a(h(v))2 + h′(v)2

e1

− ca(h(v))h′(v)du(X) + cu[a′(h(v))(c2u2a(h(v))2 + 2h′(v)2)− a(h(v))h′′(v)]dv(X)

c2u2a(h(v))2 + h′(v)2
e2,

Ae1 =
−a′(h(v))h′(v)

a(h(v))
√
c2u2a(h(v))2 + h′(v)2

e2, Ae2 =
−c2ua(h(v))

(
ue1 −

√
1 + u2e2

)
√
c2u2a(h(v))2 + h′(v)2

.

8 Conclusions

It is well-known that a non-degenerate hypersurface of a semi-Riemannian manifold must
satisfy Gauß and Codazzi equations. Our main concern is the converse problem. Indeed,
we show that a semi-Riemannian manifold endowed with a tensor which plays the rule of a
second fundamental form, satisfying the Gauß and Codazzi equations, and extra condition is
needed to obtain a local isometric immersion as a non-degenerate hypersurface of a warped
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product of an interval and a semi-Riemannian space of constant curvature. Indeed, among all
conditions of Definition 1, equation (D) cannot be deduced from Codazzi (E) and Gauß (F)
equations. This means that, in general, one cannot consider a Riemannian manifold endowed
with a second fundamental form, and think of it as a spacelike hypersurface of some spacetime.
However, if one fixes the spacetime first and then consider a hypersurface, everything works
as expected.
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