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Abstract

The advent of the Auger Engineering Radio Array (AERA) nsitates the development of a powerful framework for the
analysis of radio measurements of cosmic ray air showerdAERA performs “radio-hybrid” measurements of air showetioa
emission in coincidence with the surface particle detacamd fluorescence telescopes of the Pierre Auger Observiditeradio
analysis functionality had to be incorporated in the emigthybrid analysis solutions for fluoresence and surfacectiat data.
This goal has been achieved in a natural way by extendingxiktrey Auger Qtfline software framework with radio functionality.

In this article, we lay out the design, highlights and featuof the radio extension implemented in the Augéti@e framework.

Its functionality has achieved a high degree of sophistioaand dfers advanced features such as vectorial reconstructidreof t
electric field, advanced signal processing algorithmsaasjparent andficient handling of FFTs, a very detailed simulation of
detector €ects, and the read-in of multiple data formats including@detm various radio simulation codes. The source code of
this radio functionality can be made available to inter@gtarties on request.

Keywords: cosmic rays, radio detection, analysis software, detesttoulation

1. Introduction extensive air showers with both optical fluorescence teless

(FD) and surface particle detectors (SD) to gain in-depfibrin
mation on the measured air showers. Consequently, thessaly
software has to support complete hybrid processing and inte
pretation of the data. This requirement is fulfilled by thegau
Offline software framework [6]. To take full advantage of the
radio data taken in the hybrid environment of the Pierre Auge
Observatory, it is clear that also radio analysis functiibya
which has so far been existing in a separate software package
[[7], had to be included in this hybrid analysis framework.

Forty years after the initial discovery of radio emissioonfr
extensive air showers|[1], the CODALEMA [2] and LOPES [3]
experiments have re-ignited very active research a@#iti the
field of radio detection of cosmic ray air showers. Nowadays
the field is in a phase of transition from first-generationesip
ments covering an area of less than 0. Pkolarge-scale arrays
of tens of knt. In particular, the Auger Engineering Radio Ar-
ray (AERA) [4] will complement the southern site of the Peerr
Auger Observatory [5] with 161 autonomous radio detectnr st
tions covering an area af 20 kn¥. In this article, we describe how we have therefore built ad-

One particular merit of the Pierre Auger Observatory is itsvanced radio analysis functionality into the AugefiiDe soft-
hybrid mode of observation, which uses coincident detacifo  ware framework. The general structure of the radio implemen
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tation in the GHline framework will be discussed in sectioh 2. 3.1. Clear separation of Channel- and Station-levels
A number of innovative features have been realized in this co

When analyzing radio data, one is faced with twéfatient
text for the very first time. These and other highlights wal b yzing

di di idfi 3. Finally, i o 4 d “levels”. The Channellevel is defined by the detector chan-
Iscussed In sect - Finally, In secti we demonstratgq acquiring the raw data. These data consist of timeseri

how the advanced radio functionality embedded in tfigir of samples digitized with a sampling rate adequate for tee fr

framework can be used to carry out a complete detector Sj‘mu'éduency window of interest. Each sample denotes a scalar quan
tion and event reconstruction on the basis of a simulateid rad tity such as an ADC count recorded by the channel ADC. Low-
event. level detector ffects such as the correction for the frequency-
dependent response of cables, filters and amplifiers atedrea
on this level for eaciChannelindividually. Likewise, detector-
related studies such as the evaluation of triggéiciencies
would be typically performed ofhannellevel. When read-

T_he Qline framework has a clear structure to allow for easy; g in measured data files, the raw data (ADC counts) are filled
maintenance and ongoing shared development over the who!

life-ti f the Pi A ob i 6l | ficul Into the appropriat€hanneldata structures.
tlhee-rgT;S? a?cle;ar sf;;;eratigget:et\/\/(as:rzvagr%t[er]ﬁal r;e%?;i;un (taa In contrast, theStationlevel is defined by the physical elec-

. tric field present at a given location in the field, stored as a
of the Detectorand theEvent The Detectorprovides access P 9

1o all of the rel t detector inf i h as the s time-series of three-dimensional vectors. It is®tationlevel
0 all ofthe relevant detector information such as the st . that radio pulses are identified and quantified, before a geom

?rf dete(t:t(:ir ztatlotns I'?rg/e rf1lted|dt th(:rhatrdrwari(re] asi(:f'a:e': ;’(\j” etry reconstruction of the given event is performed. Onee th
€se staflons, etc. entdata Structures in contrast nold o et reconstruction has been completed, the dagtadion

all of the data applying to a sp_e_cmc event, such as ADC tr’ace?evel no longer have any dependence on the detector characte
but also reconstructed quantities such as the event gepmet{

) . . 2 stics, except for the location and limited observing baiuttiav
There is no direct connection between these two entities. | P 9

n . 2
. . . of the measurement. A reconstruction of the electric fielthen
stead, analysiblodulesuse the defined interfaces of both the Stationlevel is therefore suited best for a comparison of radio

Dﬁt?ct?r?niEvsnti?‘?tz; struc;lijr::‘s ti?hcfgyt\?vm ;hew specific measurements of fierent experiments, as well as for the com-
a ia);zsdals S'Wr?i he ?cenel srse et fh i?er Sﬁltca't'a“m' parison of radio measurements with corresponding sinauriati
ysis modu'es, ch can only propagate their resutts toug g, o gimylated electric field traces provided by radio siois

the Eventdata structure. This ensures that dependencies b?ﬁodels also represent physical electric fields indepenafeat
tween analysis modules are kept to a minimum and facilitateaiven detector, they are read in on Sitionlevel

the replacement of individual modules with alternative lieap . o ;
mentations, thereby providing a very high degree of flekipil Analysis modules in @line usually work on eithe€hannel
' yP 9 yhg 9 or Stationlevel, and typically it is very clear which analysis step

Clearly, the radio analysis functionality had 1o be imple'has to be performed on which level. The transition between th

n:entedtf(tnlllom?gt:]hthe nge p;hllofst()) ptf;]yt.D;I'Pethlera(;thlcalt|m-tWO levels is performed by applying the characteristicshef t
plementation of the radio parts ot bo ectorandEvent — 4ntennas associated to each of @feannels This transition

_classe_s in a_lddi_tion to the existing FD- gnd SD—spgcific elass can be employed in both directions, froBtationto Channel

IS depl_cted in Fidl.I1. I_n a”?'ogy to_the hlerarch_)smatlonsand . or vice-versa. The transition from $tationto the associated
PMTsin the SD functlonallt_y,_ the l_mple_mentatlon of the radio Channelsis typically performed to calculate the response of
data structures has been divided iSlationsandChannels A the individual detectoChannelsto an electric field provided

fs.t?(:'o?:s prezgnts one I-ocat|on n tge[];'etld att W:Bg%th? elelctrlcoy simulations. The opposite transition is required when re
I€ld oTthe radio waves IS measured. Data stor oneve constructing the three-dimensional electric field veatonfthe

theref(?re represents the physical ele_ctric field_dgvoimyf_df- data recorded by the (typically) two measurement channels i
tector |_nfluence except for the location (and limited obsegv the field. This reconstruction will be further discussed éc-s
bandwidth) of theStation In contrastChannelsepresent the tion3.7

individual antenna channels at which the “raw” measurensent
performed by an ADC digitizing voltages. This clear sefdarat
betweenChannelsandStationss a very powerful concept and

2. Embedding radio functionality in the Offline framewor k

3.2. Read-in from dfierent data sources

is original to the radio implementation infldne. We will dis- The Eventdata structures are complemented with reader
cuss its significance, among other highlights, in the follmyv functionality to populate them with data available in one of
section. several file formats for both experimentally measured dath a

simulated radio event data. Due to its wealth of supported fo

mats and the possibility of easy extension with new formats,
3. Highlightsof theradio analysis functionality the radio functionality in @line therefore provides very power-

ful functionality to compare data and simulations frorfielient

The radio functionality in the @line framework provides a sources, which again is an original feature usually not oian

number of unique features facilitating an advanced radta da the analysis software suites developed in the contextshafrot
analysis. In this section, we will describe some of thesé-hig experiments. At the time of writing, the following data foats
lights. are supported. For experimental data:



e measurement data from twofkdirent prototype setups sit- 3.5. Advanced analysis modules

Observatory![8.19] advanced radio analysis pipelines are available by defééy
can easily be included or excluded from module sequences as

e measurement data from AERA [4] needed:

For simulation data, the following formats are currentlgde

. ¢ modules applying bandpass filters to leannelandSta-

tion levels

» simulation data from MGMR [10] e a module performing an up-sampling of under-sampled

e simulation data from REAS2 and REAS3][11] 12] data

« simulation data from ReAIRES [13] e a module resampling data to df@rent time-base

e a module suppressing narrow-band radio frequency inter-
3.3. Modular approach ference through a “median filter”

The strict interface design of thetector theEventand the
analysis modules allows for a very modular implementatibn o
radio analysis functionality. As the analysis modules & t
part of the code typically the most exposed to the end-useir, t e a module determining timing flerences between ftkér-
interface has been kept relatively simple. End-users deugd ent antenna stations from the reference phases of a beacon
analysis functionality for @line therefore only need relatively transmitter
basic proficiency in €+.

An analysis application within flline is defined through a
“module sequence” in XML syntax, an example of which is
listed in sectiom}. In such a module sequence, analysis mod- ) _ )
ules are chained in a meaningful sequence to perform a speciﬁ?’ﬁ' Detailed simulation of the detector response
analysis task. The individual modules do not communicate di When comparing measured data to simulated radio pulses
rectly with each other, but only share data throughBEvent from various models, it is required to perform a detailedisim
data structures. Consequently, modules can easily be emnov lation of the éfects introduced by the various detector compo-
replaced or rearranged within a module sequence. This aes nnents. This encompasses in particular:
require recompilation of the source code. Additionallyclea
module can be configured individually through XML files.

e a module performing an enveloping of time traces via a
Hilbert transform

e modules applying a windowing function (e.g., Hann win-
dow) to theChannelandStationlevels

e the complex response (impulse response defined by the
frequency-dependent amplitudes and plﬁsefs all the

. analogue components (cables, filters, amplifiers) in each

3.4. Transparent FFT handling individual channel

Radio analyses typically apply algorithms both on time- and L .
frequency-domain data. As a consequence, they heavily rely ® the frequency- and direction-dependent complex gain (or
on fast Fourier transforms (FFTs). Thefhe framework has “effective antenna height”) of the antenna connected to
thus been extended with FFT functionality based on the FFTw  €ach individual channel (cf. Figl 3)
library [14]. A special feature of this implementation isath
FFTs are handled completely transparently in the backgroun
The user does not need to invoke FFTs manually.

This is realized by the use ¢fFTDataContainersas illus- e saturation fects occurring at the ADCs
trated in Fig[2. These containers encapsulate both the &intk
frequency-domain representations of radio data orCtirennel
and Stationlevels. The user can access both the time-domain
and frequency-domain data at any time. THFETDataCon-

tainer keeps track of which representation has been changeg| of this functionality has been implemented in thefide
last and whether an FFT has to be performed or not before thes mework. At the moment, detector description data are pro

data requested by the user are returned. All data are passggieq as XML files. Later, a transition to MySQL or SQLite
by reference and changed in place, so that even traces with an

extreme length can be handleffigently.
As a consequence of this design, the user can simply chain 3a full transport matrix representing the transmission inwfard direction,
analysis modules working in any of the two domains withouttransmission in backward direction, as well as the reflestion the input and

; ; ; : output could be implemented for a more detailed descriptimt the moment,
worrying which domain has last been worked on. (There I%owever, we assume that impedance matching in the expeehsertup is sfii-

a performance benefit When grouping m(_)du_I(_es working in thiently good so that transmission in the forward directiesatibes the detector
same domain together, but it is not very significant.) response with good precision.

¢ effects introduced by the sampling of the data with a given
sampling rate

¢ effects introduced by the layout of the array, including ge-
ometric dfects occurring on large scales due to the curva-
ture of the Earth




‘ RecEvent ‘

[ SDEvent } [ FDEvent } [ RDEvent ] [ Detector ]
\

[ RRecStation ] [ RGenStation } [ RRecShower]

Pulse Reconstructed
[ REeE } [parameters} [shower parameters][ RACDE }

w S

= Figure 4: Hierarchical structure of the radio-related diti@s stored in ADST
files. The individual classes constitute logical entitiessent in theEventdata

Figure 3: The antenna characteristics are defined in a sphetordinate sys- ~ structures, storing for example information on Monte Capmerated quanti-
tem with the antenna in its center. Thiegtive antenna heighﬁ of for emis- ties inRGenStatiorand the reconstructed radio lateral distribution function

sion coming from a given arrival direction is decomposed the components ~ RALDF.

along the unit vectorsy ande,. These local (i.e., arrival direction-dependent)

unit vectors lie in the plane perpendicular to the Poyntiagter, which aligns

with the dashed blue line in this figure for the incoming diiet defined by The more diicult problem is the inverse calculation: the re-

andg¢. As electromagnetic waves in air have no electric field camepo along construction of the three-dimensional electric field ve&tom

the Poynting vector, this representation is complete. Tterma height itself is . . . Lo e

a frequency-dependent, complex quantity, the amplitudeha¢h denotes the the twq-d|m_ensu_)nal measurement. This _mverSIO_n IS ptBEflb

gain of the antenna, while the phase provides informatimuasignal delays ~ the arrival direction of the electromagnetic wave is knote,

and dispersion. cause electromagnetic waves in the atmosphere constaute t
verse waves, the electric field of which lies in a plane perpen

, dicular to the direction of propagatiéin.
databases is foreseen and can be performed transpareimly. T The antenna characteristics needed to reconstruct the-vect

complex response of individualhannelss provided w_a_aRe— rial electric field on theStationlevel depend on the arrival di-
sponseMapretailing the hardware elements comprising ea‘d}ection. This arrival direction, however, is not availabietil
individual channel. The overall response of each channel igtfter the reconstruction on thé basis of’fﬁtationlevel three-
f[he_n.calculated on-the-fly from th.e tabglated responseadie ynengional electric field. Therefore, an iterative applpa
|nd|V|.duaI hardwgre component listed in tResponseMapA starting with a reasonable initial arrival direction is feemed
caching mechanism ensures that overall responses areenly f, 1o radio analysis in fline. The reconstructed arrival direc-

calculated when needed. tion quickly converges to its final value, and the verticaineo
_ _ _ ponent of the electric field can be reconstructed from the two
3.7. Vectorial E-field reconstruction dimensional measurement (cf. sectidn 4). This reconstmict

The physical electric field is a three-dimensional, veatori Scheme is truly original to the{@ine radio functionality.
quantity. When comparing results fromfigirent experiments
or experimental results and radio emission models, therelec 3.8. Advanced data output
field is the quantity of choice, as in principl_e it has no de_.\pen End-users performing a higher-level analysis usually do no
dence on the dete<.:tolr (except f(.)r the Iocapon at which 't Wageeqd access to all the raw data of each individual event. They
measured and the limited observing bandwidth). Most radio d

h | inoed with h | rather need information about reconstructed quantitieivetk
tggtors, OWEVEr, are only equippe with two channels per pooy the low-level analysis pipeline. A data format to storetsu
sition in the field, typically measuring the east-west andimo

hli larizati In oth 4s tire guantities reconstructed by arfline-based analysis is the Ad-
south linear po_arlz_atmn component;. n Ot. Erworas, bry — yanced Data Summary Tree (ADST). ADST files hold relevant
measure a projection of the three-dimensional electrid tiel

. ) data for FD, SD and now also radio-reconstructed quantities
the horizontal plane. In such a setup, t@bannelsare avail-

bl hd . d with The structure of the radio data within the ADST files is de-
aie at each detector station, one connecte with an ezlm;j‘fwepicted in Fig[4. In addition to accessing the content of ADST
aligned antenna and one connected with a north-southealign

e files directly from end-user analysis programs, a graphisat
_antenr_1a. The (S_Cfi_lar) response of each individual chantiet interface exists for browsing the contents of ADST files aRd v
incoming electric field can be calculated as the dot prodect b

o . ) sualizing the included events. THisentBrowsehas also been
tween the electric field vector and the vectorial represemta

. ; , % complemented with radio-specific functionality, so thabathe
of the dfective antenna height. Th&ective antenna height is
related to the gain of the antenna and depends on the arrival

dir_eCti_On and frequ_ency (Cf- Fi 3)- Congequently, thiswa 4At the moment, we assume that the propagation directiondid mission
lation is best done in the frequency domain. from extensive air showers can be approximated well wittsti@ver axis.



radio part of the event (such as traces, spectra, a map of-the|anoquie> EventFileReader0G </module>

ray and event geometry, ...) can be visualized in a usandhje2 | <module> RdStationAssociator </module>

. . . 3 |<!-- cf. Fig. 6 raw simulated electric fields -=>
and intuitive fashion. 4

5 | <module> RdAntennaStationToChannelConverter </module>

6 | <module> RdChannelNoiseGenerator </module>

3.0. Easyextension to hybnd ana|ysis 7 | <!-- c¢f. Fig. 7 woltages at antenna foot-points -->
8

H H H H H H H | <module> RdChannelResponselncorporator </module>

One of the main motivations for including radio functlonél <l-- of. Fig. 8 voltages at ADC 2

ity in the Offline framework was to exploit the hybrid nature:of

. s . <module> RdChannelResampler </module>
the data acquired within the Pierre Auger Observatory. "1‘?12modu1e> RAChannelTimeSoriesClipper moGules
dling all detector data within the same analysis softwaré wi| <nodule> RdChannelVoltageToADCConverter </module>
make it easily possible to develop analysis procedures pertib| '~ °t9ret f mow cauivatent o mew ADC wetues o
ing data from SD and radio, FD and radio or SD, FD and radi0<module> RdChannelADCToVoltageConverter </module>

- . f 1 module> RdChannelPedestalRemover </module>
altog_ether. This will be p035|b_le both for r_neasur_ed daFa@n module> RdChannelResponselncorporator </module>
for simulated events. Developing the “radio-hybrid” argigyo | <module> RdChannelRFISuppressor </module>

H H H 2 <module> RdChannelUpsampler </module>
strategies is yet a challenge for the future. The technitad’p | 700 ¢7 RdChannelBandpassFilter <Jmodules
requisites for this development have, however, been sgcees<! -- cf. Fig. 9 voltages after signal processing  -->

: : : : : : (PR 24
fully provided with the inclusion of radio functionality ithe ;| .; .., nunTimes="unbounaear>
Offline fl’ameWOl’k, 26 <module> RdAntennaChannelToStationConverter </module>
27 <module> RdStationSignalReconstructor </module>
28 <module> RdDirectionConvergenceChecker </module>
29 <module> RdPlaneFit </module>
4. Examplefor an analysispipeline 30 | </loop>
31
32 | <module> RdStationWindowSetter </module>
To illustrate the flexibility and level of sophisticatioh| <'~= </« frg. 10 Jeetd strengihs wn clipped troce ==
achieved with the radio functionality in fine, we diSCUS$ | <module> RdStationTimeSeriesWindower </module>
here a module sequence processsigulateddata with & | <!~ /- frg. 1f Honntwindoved Jreld strengthe g
reconstruction pipeline that incorporates all relevaned®rss | <nodule> RecbDataWriter </module>

effects. Each line in the XML file listed in Fidg]5 denotes
a mpdme belng mV(_)ked FO perform a SpQCIfIC analySlS StepFigure 5: Example module sequence for performing a full detesimulation

Radio modules starting WlthChanneYna_nlpulgte the eYent and event reconstruction of a simulated radio event. The teties data and
data on theChannellevel, modules starting witlRdStation frequency spectra extracted at certain steps during thilysia pipeline are
manipulate data on th&tationlevel. The modules starting il')'US“atedd Wicfjh the ﬁg“fes éefe,rﬁnced in the Seq,Teﬂce-'SfﬁmOduées can
with RdAntenngerform the transitions between the two levels >© "¢-0rdered or exchanged without any recompilation obthece code.

(cf. sectior:3.J7). Modules can easily be removed, replaced o

rearranged to change the analysis procedure without h&ving 4.2. Simulation of the detector response

repompile the source code. In the following, we will briefly  The next steps in the module sequence change the data
discuss the individual steps of the module sequence and shawch, that they become equivalent to data measured experimen
how the signal evolves on its way through the analysis pipeli tally. TheRdAntennaStationToChannelConverter calcu-

lates the signal voltages that eaChannelof a givenStation
would have seen at the foot-points of the corresponding an-
4.1. Read-in and association tennas by folding in the antenna response applicable to each

. : . individual channel. In the typical case of two anter@izan-
The module sequence starts with the read-in of sumulateﬁ] yp

t daf using theE FileReaderG dul Aft els per Station this means that the three-dimensional elec-
event dala using thekventkileReaderl module. “ATET e fio|q vector is projected to a two-dimensional surfathe
read-in, the simulated data represent an “abstract” siioula

. . ) . _RdChannelNoiseGenerator module then adds broad-band
that is not yet associated to any detector stations. This as;

L ] T adio noise to the event. The resulting, simulated dataHer t
sociation is performed by thedStationAssociatior mod-

. X . . . east and north channels are shown in Eg. 7.
ule, which associates the simulated signal traces withdhre¢ The following call of the

sponding stations in the field, and at the same time pads theH]dChannelResponseIncorporator incorporates the (for-

appropriately to ensure that the signal falls into the azrpart ward) detector response of the cables, filters and amplifiers

of tr:e_ tlmt?] serlhes Fracl:e.l AIt.erv;/-aIr(cjis, tBtaatmndata dgt;u;turet comprising the correspondir@hannel After this module, the
contains the physical electric field vector as predictedtey signal represents the voltages that would be measured at the

S|mulat|on(,j_thk:out the |r(1jclu5|otn of ané/ det;ac(;Qngs. 6The channel ADCs, depicted in Fig) 8.
corresponding fraces and spectra are depicted ig. ©. The following steps convert this voltage at the ADCs to

the signal that the channel ADC would indeed have mea-
5The example event used here has an energylof1®'8 eV, a zenith angle sured. 'I_'heRdCh_annelResampler _mOdU|e re-s_ample_s the
of 584°, an azimuth angle of 290° corresponding to an arrival direction of Channeltime Se”es_ data to the_ time-base with Wh'C_h_ the
approximately SSW, and has been simulated with a protonimmpy particle. ~ data are sampled in the experiment. (The prerequisite to




this module is that high-frequency components which could.5. Post-processing

lead to aliasing fects have been suppressed. This is en- after breaking the iterative reconstruction loop, the wect
sured here because tRéChannelResponseIncorporator yig| detector-independent electric field has been corelylee-
includes filters that do just that in the experimental s¢tlipe  gnstructed. For practical purposes, the time series is the
RdChannelTimeSeriesClipperthen clips the&Channetraces  yestricted to a window of 500 ns around the detected pulses
to the number of samples which are taken in the experimentgliin the RdStationWindowSetter. This leads to leak-
setup. Finally, th&dChannelVoltageToADCConverter CON- age dfects in the frequency spectra, visible in Figl 10. To
verts the voltages of each sample to ADC counts that Woulguppress these leakage artifacts, a Hann window is applied
have been rec.ord.ed by the Chan_nel ADCs, thereby taking int@jth the RaStationTimeSeriesWindower. The final recon-
account quantization and saturatidfeets. structed signal is then seen in Flgd 11. As a last step, the
At this point, all of the relevant detectoffects have beenin- gecpatawriter call writes out the reconstructed event data to

corporated in the simulated traces. In other words, themata  an ADST file for further processing in higher-level analyses
have the same properties as measured data directly after rea

in. Consequently, the remainder of the reconstructionlisipe

is identical to one that would be applied directly to meadure
data. Choosing the reconstruction procedure applied tsithe
ulated data identical to the one applied to measured datasnak
sure that even subtle changes introduced by individuayaizal
modules can be investigated on the basis of simulations.

4.3. Signal cleaning

After converting the ADC counts back to voltages
with the RdChannelADCToVoltageConverter and re-
moving a possible DC ftset of the ADC with the
RdChannelPedestalRemover, the characteristics of the ana-
logue components of ea€hannekre folded out from the data
with a second call of thedChannelResponseIncorporator.

The following steps are intended to improve the reconstruc-
tion quality by the use of advanced digital processing tech-
nigues. In a first step, thedChannelRFISuppressor mod-
ule suppresses narrow-band signals (e.g., TV carriergpres
in measured data) using a median filter. It is followed by the
RdChannelUpsampler module which correctly reconstructs
(interpolates) the signal on a finer time-base. (This isiposs
ble if the complete signal information is present in the digi
tized signal, i.e., if the Nyquist criterion for data sanmgliis
fulfilled.) In a further step the signal bandwidth is limitby a
digital bandpass filter using tfRiChannelBandpassFilter
module. After these steps, the signal is ready for the reénons
tion of the three-dimensional electric field vector and wbke
the data presented in F[d. 9.

4.4. Vectorial reconstruction

The following loop performs an iterative reconstruction of
the three-dimensional electric field vector and the sigralal
direction. TheRdAntennaChannelToStationConverter
performs the reconstruction of the three-dimensional-elec
tric field described in sectiodl—3.7. Afterwards, the
RdStationSignalReconstructor identifies the times at
which radio pulses have been detected and quantifies thepara
eters of these pulses. Next, tRéPlaneFit reconstructs the
arrival direction of the radio signal with a plane-wave aspt
tion based on the previously established pulse arrivaldime
Finally, theRdDirectionConvergenceChecker module tests
whether the iterative procedure has converged or not aradkbre
the loop accordingly.



5. Conclusions and Outlook
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Figure 1: Within Gfline, the detector and event data structures are clearlyateda Both data structures have been complemented witinédegous classes for
radio detection (marked in blue). In both tR®etectorand theREvent classes fo6tationsandChannelsare present. Those in the detector data structures provide
access to the detector description, the ones in the evemstiattures store data applying to specific radio events.
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Figure 2: At both theStationand Channellevels of theREvent data structures exist to store time-series and frequdanyain data. These are encapsulated in
FFTDataContaineravhich transparently andi&ciently handle all necessary FFTs without explicit intéicac from the end-user.
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Figure 6: Time traces (left) and frequency spectra (righg simulated event for the raw simulated three-dimensiefettric field vector.
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Figure 7: Time traces (left) and frequency spectra (riglithe simulated event for the east and north channels. Us$iegimulated antenna characteristics
(including the amplification by the LNA), the three-dimesrsal electric field vector has been projected to the two nreasent channels. After the projection,

white noise has been added by t#hannelNoiseGenerator. The signal depicted here is what would be measured at tie@retfoot-points over the whole

frequency bandwidth. Please note that the frequency speatrespond to the complete trace and not the zoomed-inaindow shown here.
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Figure 8: Time traces (left) and frequency spectra (righthe simulated event for the east and north channels aftéintpin the channel response (amplifiers,
filters, cable). Note that the cable delays have shiftedithe pulses to later times. Also, the spectral bandwidth leenbimited to the design bandwidth of
the experimental channels, leading to a broadening of tleeguThe signal depicted here is what would be measuree ahtmnel ADCs. Please note that the
frequency spectra correspond to the complete trace anti@a@bbmed-in time window shown here.
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Figure 9: Time traces (left) and frequency spectra (righthe simulated event after all processing steps onGhannellevel. The smoothing in the frequency
spectra is due to thedChannelRFISuppressor. These data again correspond to the signal measured abthedints of the antennas, but this time limited to the
40-70 MHz band. They are the starting point for the recowsitn of the three-dimensional electric field vector. Péeasete that the frequency spectra correspond

to the complete trace and not the zoomed-in time window sHhueve.
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Figure 10: Time traces (left) and frequency spectra (rifgrtjhe reconstructed three-dimensional electric fieldareof the simulated event after application of the
RdChannelWindowSetter. The leakage visible in the frequency spectra is due to tttegof the time traces to a 500 ns window around the detquisks. The

frequency spectra correspond to the time traces shown here.
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Figure 11: Time traces (left) and frequency spectra (righthie simulated event for the final, Hann-windowed threeadisional electric field vector. The significant
vertical component of the raw simulation has been recocigduby the analysis chain. The final reconstructed arrivaktion is¢ = 60.7° and¢ = 2951°. The
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input direction for the simulated event was- 58.4° and¢ = 2910°. The frequency spectra correspond to the time traces sheren h
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