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a b s t r a c t 

Currently, a plethora of industrial and academic sentiment analysis methods for classify- 

ing the opinion polarity of a text are available and ready to use. However, each of those 

methods have their strengths and weaknesses, due mainly to the approach followed in 

their design (supervised/unsupervised) or the domain of text used in their development. 

The weaknesses are usually related to the capacity of generalisation of machine learning 

algorithms, and the lexical coverage of linguistic resources. Those issues are two of the 

main causes of one of the challenges of Sentiment Analysis, namely the domain adaptation 

problem. We argue that the right ensemble of a set of heterogeneous Sentiment Analysis 

Methods will lessen the domain adaptation problem. Thus, we propose a new methodol- 

ogy for optimising the contribution of a set of off-the-shelf Sentiment Analysis Methods in 

an ensemble classifier depending on the domain of the input text. The results clearly show 

that our claim holds. 

© 2018 Elsevier Inc. All rights reserved. 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

Sentiment Analysis (SA) is the field of Natural Language Processing (NLP) whose aim is to analyse automatically subjec-

tive information. People often express their opinions or sentiments towards events, topics, proposals, companies or products

[23] . This area of study has grown over last few years due to the large amount of text stored in the Web 2.0 such as social

networks, blogs and discussion platforms. Consequently, the interest in developing Sentiment Analysis Methods (SAMs) ca-

pable of detecting the polarity of a text has also risen [35] , and nowadays there is a great variety of different tools trained for

extracting and classifying opinions. The task of polarity classification can be defined as a binary or multi-class classification

problem. In this paper, we consider polarity detection as a three class ( Positive , Neutral and Negative ) classification

problem. 

The performance of a SAM strongly depends on the learning approach followed [20] . Supervised based SAMs are mainly

determined by the domain (financial [5] , restaurant [22] or health [3] ) and the genre (news, microblogging or reviews) of the

data used in their training, whereas the unsupervised models depend on the language coverage of the linguistic resources

used in their development. Consequently, there are two problems: (1) the generalisation capacity of machine learning (ML)

algorithms, and (2) the lexical coverage of linguistic resources. These problems are widely known in the literature of SA as
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the domain adaptation problem for polarity detection and classification. For instance, the word unpredictable is negative in

the domain of car reviews, “my car has an unpredictable steering ”. However, unpredictable is positive in the domain of film

reviews, “the plot of the last film that I watched is unpredictable ” [23] . 

Due to the high industrial demand of SA methods, several off-the-shelf SAMs have been released in the last few years.

Each one of those SAMs has its own characteristics, i.e. training data, learning approach, features used for representing the

input text and so on. In summary, each of them have their advantages and drawbacks. Specifically, their main drawback is

related to the domain adaptation problem, which means that they only perform well when they classify domain text which

is similar to that of the training set. 

In this paper, we argue that the domain adaptation problem can be diminished by the right combination of a set of off-

the-shelf SAMs. Accordingly, we propose a new methodology called Evolutionary Ensemble of SAMs (E 2 SAM) for learning the

most suitable combination of a set of off-the-shelf SAMs depending on the domain of the input text. E 2 SAM is built upon

an evolutionary algorithm (EA), which is able to optimise the contribution of each base SAM [12] . Since E 2 SAM is based

on a EA, we assessed the performance of three EAs in our specific scenario, specifically the implementation of a Memetic

Algorithm [30] , and the algorithms L-SHADE [42] and jSO [8] , which reached strong results in CEC competitions. 1 

We select 7 off-the-shelf SAMs from the state-of-the-art, and we evaluate E 2 SAM on 13 corpora of reviews from different

domains and text genre. We compare our proposal with two baselines ensemble methods described in [45] in order to

demonstrate its effectiveness. The results show that E 2 SAM substantially outperforms the best SAM and the two baselines

in 11 of the 13 corpora, which confirms the validity of E 2 SAM. 

The rest of this work is organized as follows: Section 2 describes some related studies; Section 3 presents our proposal;

Section 4 shows and analyses the results, and Section 5 details the conclusions and future work. 

2. Sentiment analysis and related works 

We briefly describe the SA task in Section 2.1 , the use of evolutionary algorithms in SA in Section 2.2 , the use of ensemble

methods in SA in Section 2.3 and the challenge of domain adaptation in Section 2.4 . 

2.1. Sentiment analysis 

SA is defined as the computational treatment of opinions, sentiments and subjectivity in text [33] , but a definition that

better matches the current state of SA is the set of computational techniques for extracting, classifying, understanding, and

assessing the opinions expressed in various on-line news sources, social media comments, and other user-generated contents

[9] . 

SA is usually split up in two subtasks, namely subjectivity classification, the categorization of subjective and objective

utterances [10] ; and polarity classification, identification of the valence or polarity of a subjective utterance [23] . In this

paper, we contribute to the polarity classification task through the optimisation of an ensemble meta-classifier. There is an

ample research on polarity classification systems, so we recommend the reading of [6,23,33,41] to get a general idea of the

task. 

2.2. Evolutionary algorithms in SA 

EAs [12] are optimisation algorithms with a wide variety of applications, and one of them is feature selection. SA systems,

as other NLP systems, usually need a big set of hand-crafted features, the right selection of the most informative ones is

crucial in order to reach an accurate classification. Thus, there are several studies that use genetic algorithms (GA) for

selecting the best features in SA. 

Abbasi et al. [1] developed an entropy weighted GA for the polarity classification at document level of reviews writ-

ten in English and Arabic. The authors highlighted the suitability of GAs for the selection of features. Onan and Koruko ̆glu

[31] used GAs for the ensemble of several traditional feature selection methods. The results of the ensemble of feature se-

lection methods addressed by a GA outperformed all the results reached by each feature selection method. Das and Bandy-

opadhyay [11] also used GAs for feature selection in SA. Specifically, they studied a broad set of features and selected the

most informative for the classification of reviews in English and Bengali. 

Genetic programming have been also used in SA in micro-blogging platforms. Moctezuma et al. [29] proposed a genetic

programming approach to combine the output of several supervised polarity classification systems of tweets written in

Spanish. However, their method is agnostic with regard to the relation between the polarity labels and the base classifiers.

In contrast, our EA needs to know the relation between the estimations and the base systems, because it assigns a different

weight according to the performance of each base system. 

Since the previous studies are mainly focused on the ensemble of machine learning methods and the use of EAs for the

selection of features, our contribution is novel in the sense that we study the use of EAs to optimise the ensemble of a set

of off-the-shelf polarity classification systems, and we evaluate our proposal in a wide and diverse number of sentiment

corpora. 
1 http://www.ntu.edu.sg/home/epnsugan/index _ files/cec-benchmarking.htm . 

http://www.ntu.edu.sg/home/epnsugan/index_files/cec-benchmarking.htm
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2.3. Ensemble methods in SA 

The main use of ensemble methodology is to combine a set of classifiers in order to enhance the accuracy of the esti-

mations that can be achieved by using a single classifier [36] . Further details about ensemble learning in [48] . 

Researchers have made use of ensemble strategies for improving the performance of polarity classification in one lan-

guage and also in a multilingual environment. Kennedy and Inkpen [21] attempted to improve the performance of a super-

vised polarity classification system based on Support Vector Machines (SVM) by the development of ensemble methods with

a lexicon-based polarity classification system. The authors compared a weighted voting system and a meta-classifier based

on the use of the output of the two base classifiers as features of an SVM classifier. The results show that the meta-classifier

grounded in SVM outperformed the weighted voting system. The lower results of the voting system might be caused by the

lack of an optimisation of the weights of each base system. In contrast, we will show that the use of an optimisation method

can enhance the performance of a voting system. 

Appel et al. [2] also evaluated the performance of a voting system in the domain of movie reviews as in [21] . However,

the proposal of Appel et al. [2] consisted in a majority voting system semantically close to the fuzzy linguistic quantifier

“most of”, which acquired good results. Prior to Appel et al. [2] , Fersini et al. [14] proposed a voting system based on

bayesian learning, roughly speaking, a model selection method based on the study of the contribution of each base classifier

when is used with other classifiers. 

Ensemble methods have also been used for enhancing the performance of SAMs in texts from microblogging platforms.

For instance, da Silva et al. [39] proposed an average weighting system of several machine learning base classifiers. They

evaluated their method in several corpora of tweets and they reached promising results. Martínez-Cámara et al. [27] pro-

posed a majority voting system for the combination of three different classifiers for the polarity classification of tweets

written in Spanish, specifically from the General Corpus of TASS. 2 Two of the base polarity systems used SVM as classifi-

cation system but they used totally different feature sets. On the other hand, the third one was an unsupervised system

grounded in the combination of several opinion lexicons. The ensemble method outperformed the three base classifiers. 

Focused on polarity detection, Valdivia et al. [46] also proposed different ensemble models for detecting neutrality guided

by fuzzy operators. They enhanced the performance of the system by removing those neutral reviews labelled by a consen-

sus of SAMs. In our work, we implement two of their proposed aggregation systems. 

One of the issues of NLP and SA is the lack of linguistic resources for some languages. Therefore, researchers usually

develop ensemble methods combining several polarity classification systems for English language and almost one polarity

classification system in the target language. Wan [47] evaluated several voting schemes for the combination of two unsu-

pervised polarity classification systems, the first one classified reviews written in Chinese and the second one classified the

translated into English version of the Chinese reviews. Martínez-Cámara et al. [28] described a stacking methodology for

the combination of two unsupervised systems for the classification of reviews written in Spanish, and two unsupervised

systems for the classification of reviews written in English. The results show that the incorporation of the information from

the systems for English reviews in the ensemble method was critical to improving performance of the classification of the

reviews written in Spanish. 

2.4. Domain adaptation 

The domain adaptation problem arises when there is a difference between the distribution of the training data and

the distribution of the test data. Besides, the domain adaptation problem also arises when the training data comes from

different domains or from different tasks. In these scenarios, multi-task and multi-view learning methods are useful to face

the domain adaptation problem [24] . 

Jiang and Zhai [19] identified two kinds of domain adaptation: labelling adaptation and instance adaptation. When the

same feature distribution follows a different labelling function, we face a labelling adaptation problem. On the other hand,

the instance adaptation problem means that the feature distribution of the instances of different domains is dissimilar. In the

context of SA, Blitzer et al. [7] proposed a method for resolving the instance adaptation problem by finding a match between

features from source and target domains through modelling their correlations with pivot features. Pan et al. [32] proposed

the use of spectral clustering to align domain-specific and domain-independent words into a set of feature-clusters. The

results reached by Pan et al. [32] are higher than those obtained by Blitzer et al. [7] . In contrast to the two previous studies,

which only face the instance labelling problem, Xia et al. [49] proposed the joint treatment of the instance and labelling

adaptation problem, which obtained good results. 

Our proposal works on the labelling adaptation problem and is able to improve the generalization capacity of the end

classification system, because it optimises the ensemble of a set of SA base classifiers, which are trained on data from

different domains and genre. 
2 Further details about the corpus at: http://www.sepln.org/workshops/tass/ . 

http://www.sepln.org/workshops/tass/
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Fig. 1. Workflow of our proposal, which is composed of a set of base SAMs and an evolutionary method (ESAM) that calculates the right weight of each 

base SAM. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. Evolutionary ensemble optimisation method 

The performance of an off-the-shelf SAM depends on its learning approach and the relation between the domain and

genre of the training and test data. We know that ensemble methods are able to overcome the results of individual classi-

fiers, because they join the search space of the base systems and, consequently, they are able to find a better solution for

specific expert domains. However, the challenge in the development of ensemble methods is how to learn the contribution

of each base system in the joint solution of the ensemble. 

We argue that EAs have the ability of finding out the right contribution of a set of base systems depending on the domain

of the input data. Fig. 1 depicts our evaluation framework, which is composed of a set of base SAMs, and an ensemble

method that calculates the contribution of each base SAM to the calculation of the final polarity value. Section 3.1 describes

the base SAMs, Section 3.2 describes the developed SA baseline ensembles, and Section 3.3 presents the details of the three

EAs analysed for the development of our proposal. 

3.1. Base sentiment analysis methods 

In recent years, several off-the-shelf SAMs have been released. Those SAMs follow one of the two main approaches in

SA, namely semantic orientation (SO) methods [44] and ML methods [34] . 

SO strategies are methods which calculate the polarity by means of unsupervised methods driven by rules that use

linguistic resources. Since SO methods are based on linguistic resources such as specific linguistic rules or lists of words,

they show a poorer performance than ML methods, because the language coverage of these methods is limited by the

coverage of the linguistic resources used in their development. 

On the other hand, ML methods consist in the use of machine learning algorithms, such as probabilistic classifiers (Naïve

Bayes, Bayesian Networks...), linear models (Support Vector Machines), decision trees and so on. ML methods need that the

texts to be represented by a set of features, which reflect the linguistic properties of interest for the specific classification

task. Some of these features are the frequency of the words, the pos-tags or the number of positive and negative words. 

Since the success of an ensemble method depends on the heterogeneity of the base classifiers, we selected a set of SAMs

trained with corpora from different domains and genre, which are built upon different approaches. Table 1 shows the SAMs

included in our analysis, and we provide their name (Name), their main characteristics (Description), the approach followed

in their development (Approach), the kind of output (Output), the domain (Domain) and the genre (Genre) of the data used

in their development. 3 

3.2. Ensembles for enhancing SAMs performance 

The possible ways of combining the outputs of a set of classifiers, in our case a set of SAMs ( S ), depends on the infor-

mation returned by each of them. Each SAM of S produces a polarity value p i ∈ P , where P is the set of possible polarity
3 Further details about the Azure, MeaningCloud and Syuzhet SAMs may be respectively read in https://www.microsoft.com/cognitive- services/en- us/ 

text- analytics- api , https://www.meaningcloud.com/products/sentiment- analysis and https://github.com/mjockers/syuzhet. 

https://www.microsoft.com/cognitive-services/en-us/text-analytics-api
https://www.meaningcloud.com/products/sentiment-analysis
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Table 1 

Main characteristics of the SAMs used in our evaluation. 

Name Description Approach Output Domain Genre 

Azure Supervised ML method that works at document level. It was 

trained with a large corpus of reviews. 

ML [0, 1] ∈ R General Reviews 

Bing [17] SO method that works at document level. It uses an opinion 

lexicon, and the polarity value of the document is the 

average polarity value of its sentences. 

SO { −1, 0, 1} General NA 

CoreNLP [26] Supervised ML method that works at document/sentence level. 

It is based on a Recursive Neural Tensor Network (RNTN), 

and classifies 5 intensity levels of opinion. 

ML {0, 1, 2, 3, 4} Review Movie reviews 

MeaningCloud SO method that works at document level. It is grounded in the 

pos-tags of the words and the use of an opinion lexicon, and 

it classifies 5 intensity levels of opinion. 

SO {0, 1, 2, 3, 4} NA NA 

SentiStrength [43] Supervised ML method grounded in features built upon 

opinion lexicons that work at document/sentence level. The 

output is the positive (Pos) and the negative (Neg) value of 

the input text. 

SO & ML Neg: [ −5 , −1] ∈ 
Z ; Pos: [1 , 5] ∈ Z 

General Social media 

Syuzhet SO method that works at document/sentence level. It uses an 

opinion lexicon. The document polarity value is the average 

of the polarity value of its sentences. 

SO { −1, 0, 1} General Novels 

Vader [18] SO method that works at document level and uses an opinion 

lexicon. 

SO [ −1, 1] ∈ R General Micro-blogging 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

values. Accordingly, for each given opinion o from a corpus of opinions O , the outputs of the S classifiers define a vector

p = (p 1 , . . . , p s ) . Therefore, given the vector p , an ensemble classifier is formally defined in Eq. (1) . 

f ens : [0 , 1] | S| → [0 , 1] 
(p 1 , . . . , p s ) �→ f ens (p 1 , . . . , p s ) 

(1)

According to Eq. (1) , we propose a function f ens built upon an evolutionary optimisation algorithm. In order to propose

the most adequate f ens function, we compared three EAs grounded in a different approach (see Section 3.3 ). The most suit-

able EA for the development of the f ens is then compared with two baselines. 

The function baselines are weighting functions, and they were presented in [45] . These models aim at assigning weights

to the different SAMs in order to do a linear combination, whose output is the final polarity value. The two models are

described as follows. 

Average Based Model (AVG). It is a weighted aggregation model, in which all the SAMs contribute with the same weight

to the final polarity value. Eq. (2) redefines the function of Eq. (1) as f avg . 

f a v g (p 1 , . . . , p s ) = 

| S| ∑ 

i =1 

w i p i 

w i = 

1 

| S| , ∀ i ∈ { 1 , . . . , s } (2)

Neutral Penalty Based Model (NEUTY). It gives less importance to those SAMs that estimate more neutral polarities.

Eq. (3) redefines the function of Eq. (1) as f nuety . 

f neuty (p 1 , . . . , p s ) = 

∑ | S| 
i =1 

w i p i 

w i = 

| p i − 0 . 5 | ∑ | S| 
j=1 

| p j − 0 . 5 | , ∀ i ∈ { 1 , . . . , s } (3)

3.3. Evolutionary ensemble of SAMs (E 2 SAM) 

The previous two baselines (AVG and NEUTY) define an assignation of weights to each base SAM. In contrast, we claim

that it is feasible to learn the right weight to assign to each SAM according to the domain of the input text. Since the

assignation of weights may be addressed as an optimisation task, we propose an EA for optimising the contribution of each

base SAM. Formally, Eq. (4) redefines the function of Eq. (1) as f e 2 sam 

. 

f e 2 sam 

(p 1 , . . . , p s ) = 

| S| ∑ 

i =1 

w i p i , (4)

where the weights ( w ) are learnt using an EA. 
i 
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We compare the performance of three EAs for the automatic assignation of weights to each SAM, i.e. three different EAs

for the development of the function f e 2 sam 

. 

EAs are optimisation algorithms that model natural evolution processes. These methods work on a set or population of

possible solutions, and they are mainly composed of two processes: (1) A method that changes the set of solutions; and (2)

a method that select the solutions to be kept and those ones to be removed from the pool of feasible solutions. According

to the iterative nature of these algorithms, we have to conduct a number of iterations or chromosome evaluations. We

empirically found out that 10 0,0 0 0 evaluations of the fitness function allow us to reach a good convergence for our study. 

We detail the three EAs in the following subsections, specifically the MA implementation in Section 3.3.1 , the two EA

based on Differential Evolution, L-SHADE and jSO, in Section 3.3.2 . 

3.3.1. Memetic algorithms 

Memetic algorithms (MA) are population-based metaheuristics composed of an EA and a set of local search algorithms

[30] . The combination of global exploration (EA) and the local search allows MAs to achieve strong results while avoiding

premature convergence [16] . Although MAs prevent reaching a local optimum, we need to make the solution search space

larger in order to increase the likelihood of finding out the best solution, in other words, we need to make more diverse

the search space. In this work, we use GAs to increase the diversity of the search space or population. 

GAs are theoretically and empirically proven algorithms that provide a robust search in complex spaces. GAs model sex-

ual reproduction, which is featured by recombining two parent strings or solutions into an offspring. The recombination

operation is called crossover, which is the recombination of the selected solutions in the hope of producing a child with

better fitness levels than its parents. For instance, the improvement of the fitness function is crucial in parameter optimisa-

tion problems with real coding [4] . Further details about GAs in [37] . 

A GA is defined by its components, hence we describe the components and configuration of our MA in the following

lines. 

Fitness function. It is the function to optimise ( f opt ). Specifically, we optimise F 1 (see Eq. (8) in Section 4.2 ). 

Chromosome. Representation of the solutions that aim at optimising the f opt function. In our scenario, a solution is the

set of weights for each base SAM. For example, given seven base SAMs, the size of the chromosomes c 1 and c 2 is

seven, and their values will be c 1 = (0 . 15 , 0 . 15 , 0 . 2 , 0 . 05 , 0 . 4 , 0 . 02 , 0 . 03) and c 2 = (0 . 5 , 0 . 0 , 0 . 0 , 0 . 2 , 0 . 1 , 0 . 1 , 0 . 1) . 

Crossover Operator. It is the operator that performs the sexual reproduction or recombination of the chromosomes.

Specifically, we use a Blend crossover operator (BLX- α) [13] . BLX- α generates the consecutive offspring as follows: 

1. It randomly chooses two parents c 1 and c 2 from the population of chromosomes. 

2. A value of each element c n 
i 

of the offspring vector c n is randomly chosen from the interval [ C 1 
i 
;C 2 

i 
] following the

uniform distribution: 

C 1 i = min (c 1 i , c 
2 
i ) − αd i 

C 2 i = max (c 1 i , c 
2 
i ) + αd i 

d i = | c 1 i − c 2 i | (5) 

where c 1 
i 

and c 2 
i 

are the i th elements of c 1 and c 2 respectively, and α is a positive number to proportionally extend

the interval of the parameter domain, d i . In our proposal, we use the default value of α 0.1 [13] . 

Tournament selection scheme. It selects the chromosomes which will participate in the next generation. The selection is

carried out after n binary tournaments. The number of tournaments is the same as the size of the population, which

in our case is 30. The winning chromosome in each tournament is the one with a higher f opt value. 

Mutuation operator. It adds exploration capacity to the algorithm, because it randomly mutates some components of the

solutions in order to explore the domain spaces of different solutions. The operator is run with a probability of 0.001,

and it consists in adding to a gene a z random value that follows a Normal Distribution with mean 0 and standard de-

viation 0.3. For example, if the 3rd gene of our chromosome c 1 , c 1 3 , is randomly chosen to be mutated, and the random

number z is 0.05, then the chromosome c 1 would result in c 1 = (0 . 15 , 0 . 15 , 0 . 25 , 0 . 05 , 0 . 4 , 0 . 02 , 0 . 03) . However, since

we have to keep the constraint that weights addition must be 1, then the genes would be recalculated as c 1 
i 

= 

c 1 
i ∑ j= n 

j=1 
c 1 

j 

,

where n is the number of genes. Consequently, c 1 would result in c 1 = (0 . 143 , 0 . 143 , 0 . 238 , 0 . 048 , 0 . 38 , 0 . 019 , 0 . 029) . 

Replacement scheme. It defines how a new population will replace the old one for the next generation. Our replacement

scheme replaces the entire old population with the new one and follows an elitist replacement approach, which

consists in replacing the worst chromosome of the current population with the best one of the previous population. 

Local search. As we mentioned before, MA runs a local search over some chromosomes of the population of each certain

number of generations. We use the widely know Hill Climbing algorithm [38] as local search strategy. The local search

is run every 10 generations on each of the chromosomes that there are in the population. This local search explores
surrounding chromosomes, generating a maximum number of neighbours five times the size of the chromosome. 
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3.3.2. Differential evolution 

Differential Evolution (DE) [40] is a robust evolutionary optimisation approach, which consists in a population of real

parameters vectors x i , i ∈ { 0 , . . . , NP-1 } , of size NP and dimension D, which are randomly initialised and are part of each

generation G. A generic DE method is composed of the following components: 

Mutation. The mutation operator generates a mutation of the solution vector x i , adding a vector x r 1 and a difference of

two vectors ( x r 2 and x r 3 ) weighted by a constant parameter F (see Eq. (6) ). 

v i = x r1 + F (x r2 − x r3 ) (6)

where r 1, r 2 and r 3 are random indexes ∈ { 0 , . . . , NP − 1 } . 
Crossover. It generates an offspring vector u i according to Eq. (7) . 

u ji,G +1 = 

{
v ji,G +1 if (randb( j) ≤ CR ) or j = r nbr (i ) 
x ji,G if (randb( j) > CR ) and j � = r nbr (i ) 

(7)

Where j = 0 , 1 , . . . , D -1 , CR is a control parameter ∈ [0, 1], randb ( j ) is a random number ∈ [0, 1], rnrb ( i ) is a random

integer ∈ { 0 , . . . , D -1 } and then G +1 refers to the next generation. 

Selection. It selects the vector u i which will be part of the next generation G +1. It consists in a comparison between the

fitness function value of u i and its target vector x i . Vector u i replaces x i if the fitness value of x i is improved. 

In this work, we use two well-known EAs according to the CEC competitions, 4 namely L-SHADE [42] and jSO [8] . L-

SHADE reached the first position in CEC 2014 5 competition and jSO reached the second position in CEC 2017. 

L-SHADE does not require a pre-defined value of the parameters F and CR, because it automatically calculates the most

suitable ones. L-SHADE also adds some modifications to the default mutation operator and a linear reduction to the pop-

ulation. Further details can be found in [42] . jSO is based on L-SHADE, but it has a different mutation operator. It also

incorporates a set of rules for increasing the solution exploration capacity of the algorithm. Further details can be found in

[8] . 

4. Experimental setup 

In this section we describe the set up of our evaluation. First, we depict the corpora employed ( Section 4.1 ), subse-

quently we define the evaluation framework ( Section 4.2 ), then how the output of each of the base off-the-shelf SAMs is

homogenised ( Section 4.3 ), and the results reached by the baselines and our proposal and their analysis are in Section 4.5 . 

4.1. Datasets 

We have used a subset of all the corpora utilised in [35] for our evaluation. Although, all the details of the corpora are

in [35] , we are going to succinctly describe the selected ones. 

Since we want to show that the performance of a SAM is strongly dependent on the nature of their training cor-

pus, we employ 13 datasets of multiple domains and genres. Therefore, the domain and genre of some of the corpora

used in the evaluation is similar to the corpora used for training some of the base SAMs. For instance, movie reviews

( pang_movie , vader_movie ) or text from micro-blogging platforms ( debate , vader_twitter , english_dailabor ,
tweet_semevaltest , sentistrength_twitter ). 

We also employ datasets whose domains and genres are not used to train the selected SAMs. These datasets

are comments of technological or scientific forums or websites ( sentistrength_digg ), comments on websites

( sentistrength_youtube , sentistrength_bbc , sentistrength_myspace and vader_nyt ) and product re-

views ( vader_amazon ). 
Table 2 shows some statistics of the corpora used, specifically the size of each corpus (Size), the number of Positive

(Pos.), Negative (Neg.) and Neutral (Neu.) reviews, the average number of sentences (Avg. Sent.), the average number

of words (Avg. Words) and the category of the text (Genre). 

As Table 2 shows, the selected corpora is very heterogeneous. Pang_movie and vader_movie contain 50% more

messages than the others. Sentistrength_bbc , sentistrength_digg and sentistrength_myspace are those

datasets with less instances. Some of the datasets are unbalanced, i.e., one of the category class is overrepresented. For ex-

ample, debate corpus contains more negative and neutral reviews than positive, but sentistrength_myspace corpus

contains more positives than negatives or neutrals. Finally, pang_movie corpus does not have any neutral reviews. The

average sentence remains constant, except sentistrength_bbc or sentistrength_digg corpora that obtain higher

values because comments do not have any text restrictions like tweets. 
4 http://www.ntu.edu.sg/home/epnsugan/index _ files/cec-benchmarking.htm . 
5 http://www.ntu.edu.sg/home/epnsugan/index _ files/cec2014/cec2014.htm . 

http://www.ntu.edu.sg/home/epnsugan/index_files/cec-benchmarking.htm
http://www.ntu.edu.sg/home/epnsugan/index_files/cec2014/cec2014.htm
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Table 2 

Summary of datasets used for our study. 

Dataset Size Pos. Neg. Neu. Avg. sent. Avg. words Genre 

debate 3238 730 1249 1259 1.86 14.86 Micro-Blogging 

english_dailabor 3771 739 488 2536 1.54 14.32 Micro-Blogging 

pang_movie 10,662 5331 5331 – 1.15 18.99 Movie Reviews 

sentistrength_bbc 10 0 0 99 653 248 3.9 64.39 Forum Comments 

sentistrength_digg 1077 210 572 295 2.50 33.97 Forum Comments 

sentistrength_myspace 1041 702 132 207 2.22 21.12 Social Media Comments 

sentistrength_twitter 4242 1340 949 1953 1.77 15.81 Micro-Blogging 

sentistrength_youtube 3407 1665 767 975 1.78 17.68 Forum Comments 

tweet_semevaltest 6087 2223 837 3027 1.86 20.05 Micro-Blogging 

vader_amazon 3708 2128 1482 98 1.03 16.59 Product Reviews 

vader_movie 10,605 5242 5326 37 1.12 19.33 Movie Reviews 

vader_nyt 5190 2204 2742 274 1.01 17.76 Forum Comments 

vader_twitter 4200 2897 1299 4 1.87 14.10 Micro-Blogging 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.2. Evaluation 

The evaluation of our proposal entails two evaluations: (1) an evaluation of the best SAM in each dataset and the evalu-

ation of the ensemble methods; and (2) an evaluation of the three EAs in order to choose the most suitable for developing

E 2 SAM. Since the base SAM are off-the-self classification systems, we carried out a hold-out validation approach for the first

evaluation, hence we randomly split each of the 13 datasets into two subsets, 80% for the training set and 20% for the test

set, keeping the proportion of classes. The base SAMs were only evaluated with the test set (20%). 

Regarding the second evaluation, we followed a 5-fold cross-validation approach to evaluate the EAs. The data used for

the 5-fold cross-validation was the training set (80%). However, the performance of each EA is not the average of the result

of the 5-fold cross-validation, but the results reached with the best fold on the test subset (20%). For the sake of clarity,

the output of each EA is a vector of weights for the function f e 2 sam 

, the final performance of each EA corresponds to the

vector of weights that reached the higher results on a fold of the 5-fold cross-validation, which was used to classify the test

subset. 

We use three widely known evaluation measures in information retrieval and text classification [25] , namely Precision,

Recall and F 1 (see Eq. (8) ). 

F 1 = 

2 ∗ P recision ∗ Recall 

P recision + Recall 

P recision = 

t p 

t p + f p 
Recall = 

t p 

t p + f n 

(8) 

where tp is the number of instances in which the system estimation and the expert annotator agree, fn is the number of

relevant instances for the expert annotator but not relevant for the system, and fp is the number of instances considered

relevant by the system but not for the expert annotator. 

Precision, Recall and F 1 are evaluation measures for information retrieval, so they are defined for classification problems

of one class, as in information retrieval. 6 However, SA, and specifically polarity classification, may be a binary classification

problem (positive/negative) or a classification task of several levels of opinion intensity. In our evaluation, we define the

task of polarity classification as a three class classification problem, so each input text is classified as Positive , Neutral
and Negative . Accordingly, we adapt F 1 to a three class classification problem, so we calculate the macro-precision and

macro-recall of the precision and recall for each class and then we calculate the F 1 as in Eq. (8) . 

4.3. Base off-the-shelf SAMs 

As we mentioned before, polarity classification may be a binary classification task { Positive , Negative } or can be

defined as a classification of several levels of opinion intensity. For our evaluation, we defined the task as a three class

{ Positive , Neutral , Negative } classification problem, and formally as a regularization problem in which a polarity

classification system returns a polarity value ( p ) that is a real value in the range [0, 1] ( p i ∈ [0, 1]). We also defined three

thresholds in order to assign the final polarity class, namely negative ∈ [0, 0.33], neutral ∈ (0.33, 0.66] and positive
∈ (0.66, 1]. 

In order to homogenise the output of SAMs, we defined the polarity value ( p i ) as a real value from 0 to 1, p i ∈ [0, 1]. So,

we set the output of each SAM within this range as we explain in the following lines. 
6 In information retrieval, a document can be relevant or not relevant to a specific query. 
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Table 3 

The average of F 1 value on the 30 iterations reached by 

each EA algorithm on the 13 datasets. 

Dataset MA L-Shade jSO 

debate 0.443 0.449 0.448 

english_dailabor 0.725 0.724 0.724 

pang_movie 0.637 0.637 0.637 

sentistrength_bbc 0.489 0.496 0.496 

sentistrength_digg 0.552 0.554 0.555 

sentistrength_myspace 0.621 0.610 0.608 

sentistrength_twitter 0.643 0.637 0.640 

sentistrength_youtube 0.627 0.629 0.629 

tweet_semevaltest 0.643 0.647 0.645 

vader_amazon 0.592 0.597 0.597 

vader_movie 0.565 0.556 0.562 

vader_nyt 0.543 0.546 0.545 

vader_twitter 0.754 0.753 0.753 

Average 0.603 0.603 0.603 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Azure. We used the package mscstexta4r 7 of R to run this method. Since its output is in the range [0, 1], we did not

normalize it. 

CoreNLP. We used the package CoreNLP 8 of R to run this method. The output is discrete, so we had to assign to each

discrete category a numerical value. Since CoreNLP returns 5 classes of polarity, from strong positive to strong nega-

tive, we transform each CoreNLP polarity class in a number value: strong negative is 0, negative is 0.25, neutral is 0.5,

positive is 0.75 and strong positive is 1. Because of CoreNLP gives a sentence level output, the polarity of each input

document was calculated as the average polarity of all its sentences. 

MeaningCloud. It returns a discrete output, so we followed a similar approach than with CoreNLP. However, it works at

document level, so we did not have to calculate the average polarity of its sentences. 

SentiStrength. 9 Since it returns the positive and negative value of an input text, we calculated the final polarity value as

the aggregation of both polarity values. So, an input text is negative if its polarity value is in the range [0, 0.33], and

it is positive if the polarity value is in (0.66, 1]. 

Bing and Syuzhet. We used the syuzhet package 10 of R to run this method. Its output is an aggregation of the polarity

of the different words of a sentence. Since it works at sentence level, the polarity of the input document is the average

polarity of all its sentences, and we use the same negative and positive threshold as with SentiStrength. 

Vader. We used the vader Python script 11 released by Ribeiro et al. [35] to run this method. We did a min-max normal-

ization of its output. 

4.4. Evolutionary ensembles 

In order to select the most suitable EA for the development of the function f e 2 sam 

, we evaluate and compare the perfor-

mance of the three EA described in Section 3.3 . As we detailed in Section 4.2 , (1) we performed a 5-fold cross-validation, (2)

we used the weights returned by the best fold, and (3) we evaluated those weights on the test set. Since EA are probabilistic

algorithms, we performed 30 iterations of the previous three steps, roughly speaking, 30 iterations of the evaluation of the

EAs, therefore the results are the average of the results of the 30 iterations [15] . Table 3 displays the average F 1 of each EA

proposed. 

The results reached by each EA in each dataset are very similar, which is also evident in the average result of each

EA. Accordingly, we used the Wilcoxon Text in order to study whether there exist significant differences between each

pair of the three EAs. The test returned that there is not significant differences between the EAs with a p -value of 0.05.

Consequently, we took into account the values of the signed ranks (R+ and R-) of the Wilcoxon test in order to decide what

EA use. According to Table 4 , the sum of the signed ranking values of jSO outperforms the signed rankings of the other two

EA, therefore we selected jSO for the implementation of the function f e 2 sam 

, and thus for our proposal E 2 SAM. 

4.5. Results and analysis 

Table 5 displays the results achieved by each SAM for each corpus. The results show that the SAMs trained in a simi-

lar corpus that the test data overcome the other SAMs. For instance CoreNLP stands out with pang_movie corpus and
7 https://cran.r-project.org/web/packages/mscstexta4r/index.html . 
8 https://cran.r-project.org/web/packages/coreNLP/index.html . 
9 http://sentistrength.wlv.ac.uk/ . 

10 https://cran.r-project.org/web/packages/syuzhet/vignettes/syuzhet-vignette.html . 
11 https://bitbucket.org/matheusaraujo/sentimental- analysis- methods . 

https://cran.r-project.org/web/packages/mscstexta4r/index.html
https://cran.r-project.org/web/packages/coreNLP/index.html
http://sentistrength.wlv.ac.uk/
https://cran.r-project.org/web/packages/syuzhet/vignettes/syuzhet-vignette.html
https://bitbucket.org/matheusaraujo/sentimental-analysis-methods
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Table 4 

The sum of the signed rank values of the Wilcoxon test on each 

pair of the EAs. 

R + R −
L-Shade vs. MA 43.5 34.5 

jSO vs. L-Shade 15 13 

jSO vs. MA 49.5 28.5 

Table 5 

F 1 results of each SAM in each corpus. 

Dataset Azure Bing CoreNLP MCloud SentiStr Syuzhet Vader 

debate 0.436 0.458 0.400 0.462 0.405 0.429 0.437 

english_dailabor 0.656 0.624 0.428 0.659 0.648 0.581 0.677 

pang_movie 0.516 0.481 0.635 0.489 0.366 0.503 0.439 

sentistrength_bbc 0.393 0.471 0.407 0.407 0.557 0.429 0.399 

sentistrength_digg 0.464 0.490 0.446 0.501 0.518 0.494 0.521 

sentistrength_myspace 0.512 0.449 0.410 0.536 0.598 0.543 0.560 

sentistrength_twitter 0.590 0.552 0.404 0.584 0.559 0.549 0.588 

sentistrength_youtube 0.564 0.540 0.493 0.584 0.591 0.521 0.580 

tweet_semevaltest 0.521 0.565 0.416 0.594 0.575 0.542 0.612 

vader_amazon 0.557 0.586 0.516 0.564 0.543 0.501 0.571 

vader_movie 0.439 0.458 0.550 0.453 0.438 0.451 0.445 

vader_nyt 0.527 0.522 0.489 0.543 0.481 0.526 0.533 

vader_twitter 0.547 0.675 0.326 0.686 0.669 0.694 0.748 

Table 6 

F 1 reached by the baselines (AVG and NEUTY) and E 2 SAM. For the sake of comparison, 

the best result achieved by an individual SAM is also showed (B. SAM). The † symbol 

means that the result is significant better than B. SAM according to the McNemar test 

( p -value < 0.01). 

Dataset AVG NEUTY E 2 SAM B. SAM B. SAM name 

debate 0.450 0.468 0.448 0.462 MCloud 

english_dailabor 0.707 0.597 0.724 † 0.677 Vader 

pang_movie 0.462 0.527 0.637 † (12) 0.635 CoreNLP 

sentistrength_bbc 0.468 0.476 0.496 0.557 SentiStr 

sentistrength_digg 0.536 0.550 0.555 0.521 Vader 

sentistrength_myspace 0.529 0.568 0.608 † 0.598 SentiStr 

sentistrength_twitter 0.633 0.593 0.640 † 0.590 Azure 

sentistrength_youtube 0.627 0.586 0.629 0.591 SentiStr 

tweet_semevaltest 0.635 0.576 0.645 0.612 Vader 

vader_amazon 0.554 0.557 0.597 † 0.586 Bing 

vader_movie 0.527 0.497 0.562 † 0.550 CoreNLP 

vader_nyt 0.537 0.506 0.545 † 0.543 MCloud 

vader_twitter 0.699 0.589 0.753 0.748 Vader 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

vader_movie corpus, and SentiStrength with sentistrength corpora. If we then study the results of these SAMs

on other corpora, we observe that their performance decreases. We thus conclude that SAMs’ performance strongly depends

on the genre and domains these SAMs have been trained with. 

Table 6 shows the results of the two baselines ensemble models (AVG, NEUTY) and E 2 SAM. For the sake of comparison,

we also show the best results reached by each base SAM in each corpus extracted from Table 5 (B. SAM). First, we observe

that ensemble AVG only overcomes the corresponding Best SAM in 5 corpora, and ensemble NEUTY only does in three

corpora, which it was not expected because ensemble methods usually improve or match the performance of the best base

system. Nevertheless, the performance of ensemble AVG on sentistrength_digg corpus stands out because it improves

8.16% the best SAM score (MeaningCloud). 

The few cases in which the two baseline ensemble methods overcome the best SAM may mean that an ensemble ap-

proach to optimise the contribution of each SAM is needed, which is the basis of our claim. The results in Table 6 show that

E 2 SAM overcomes the best SAM and the two baselines in 11 of the 13 corpora, hence the optimisation of the contribution

of a set of base SAMs in an ensemble classifier allows to improve the results with respect to the base SAMs and to the two

ensemble baselines (AVG and NEUTY). 

Significance analysis. We use the McNemar statistical test over the 30 iterations of each dataset against the best SAM

for studying the significance difference between the results of E 2 SAM and B. SAM. Considering a p -value < 0.01, our

proposal (E 2 SAM) significantly outperforms the best SAM in 6 datasets in more than 15 over the 30 iterations. In

pang_movie , E 2 SAM significantly outperforms the best SAM in 12 of the 30 iterations. Therefore, we conclude that
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Fig. 2. Distribution of weights given by L-SHADE for each SAM in each dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

our proposal for optimising an ensemble method improves the performance of the base off-the-shelf SAMs, and other

ensemble methods, therefore our claim holds. 

Weight assignment analysis. The contribution of using an optimisation method as a EA is the automatic calculation of

the relevance or weight of a base system in a ensemble method. Fig. 2 shows how E 2 SAM assigns a weight value

to each base SAM and that it is able to detect the domain of the input text because it usually gives more weight to

those SAMs that were trained with a similar data than the input data. For instance, E 2 SAM gives to CoreNLP more

than 80% of weight when the evaluation data were of movie reviews domain ( pang_movie and vader_movie ),
which is the domain used in the training of CoreNLP. The same behaviour is shown when the genre of the train-

ing and the test data matches, for instance E 2 SAM gave more importance to the SAM Vader when the test data

came from vader_twitter corpus. In other corpora like sentistrength_digg , sentistrength_twitter
and tweet_semevaltest , we see that E 2 SAM equally distributes the weights to all the base SAMs. 

5. Conclusions 

It is well-known that SA algorithms lack of versatility, i.e., their performance is soundly inefficient in domains which

differ from their training domain. In order to address this problem, we propose to ensemble different base SAMs. We present

a method built upon an evolutionary ensemble approach, E 2 SAM, which learns the right combination of base SAMs according

to the domain of the input data. We compare E 2 SAM with the base SAMs and two ensembles as baselines. 

The polarity detection results of each SAMs vary greatly, depending on the dataset used. We thus show that SAMs have

a clear dependency on the domain or genre where they have been trained. So, the approach using an ensemble model is an

efficient way to address this problem because it returns a concerted response. 

However, the task of assigning weights is not trivial. The two baseline approaches (AVG and NEUTY) outperform the best

individual SAM score in only 5 of 13 datasets. Therefore, we propose a more robust model based on a evolutionary weights

optimisation method built upon jSO. The key of this ensemble is that it sets SAMs weights optimising the function with

which we evaluate classification results, F 1 . The aggregation guided by this model obtains the best score in 11 of the 13

datasets. 
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These results highlight several possible ideas for future research. Some of the datasets of this work are unbalanced,

i.e., there is a polarity class that is overrepresented. We propose developing an analysis comparing the performance of the

proposed ensembles with undersampling or oversampling techniques. Moreover, since the use of off-the-self SAMs implies

the integration of very dissimilar systems from different perspectives, and also the use of divergent corpora, we will study

the integration of other evaluation measures in the set of fitness functions of our optimisation method by using a multi-

objective optimisation algorithm. 
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