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a b s t r a c t 

TripAdvisor is an opinion source frequently used in Sentiment Analysis. On this social network, users ex- 

plain their experiences in hotels, restaurants or touristic attractions. They write texts of 200 character 

minimum and score the overall of their review with a numeric scale that ranks from 1 (Terrible) to 5 

(Excellent). In this work, we aim that this score, which we define as the User Polarity, may not be repre- 

sentative of the sentiment of all the sentences that make up the opinion. We analyze opinions from six 

Italian and Spanish monument reviews and detect that there exist inconsistencies between the User Po- 

larity and Sentiment Analysis Methods that automatically extract polarities. The fact is that users tend to 

rate their visit positively, but in some cases negative sentences and aspects appear, which are detected by 

these methods. To address these problems, we propose a Polarity Aggregation Model that takes into ac- 

count both polarities guided by the geometrical mean. We study its performance by extracting aspects of 

monuments reviews and assigning to them the aggregated polarities. The advantage is that it matches to- 

gether the sentiment of the context (User Polarity) and the sentiment extracted by a pre-trained method 

(SAM Polarity). We also show that this score fixes inconsistencies and it may be applied for discovering 

trustworthy insights from aspects, considering both general and specific context. 

© 2019 Elsevier B.V. All rights reserved. 
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. Introduction 

Sentiment Analysis (SA), also referred to as Opinion Mining, is

 branch of affective computing research [48] that has experienced

n important growth through the last few years due to the prolif-

ration of the Web 2.0 and social networks. This area has been es-

ablished as a new Natural Language Processing (NLP) research line

hich broadly processes people’s opinions, reviews or thoughts

bout objects, companies or experiences identifying its sentiment

14,40,41,47] . Several teams have developed algorithms, Sentiment

nalysis Methods (SAMs), capable of automatically detecting the

nderlying sentiment of a written review [28,29,42] . Many compa-

ies are deploying these algorithms in order to make better deci-

ions, understanding customers behavior or thoughts about their

ompany or any of their products. 
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TripAdvisor has become a very popular e-tourism social net-

ork. It provides reviews from travelers experiences about accom-

odations, restaurants and attractions. In this website, users write

pinions and rank their overall experience in the TripAdvisor Bub-

le Rating: a score ranging from 1 to 5 bubbles where 1 represents

 Terrible and 5 an Excellent opinion. TripAdvisor has therefore be-

ome a rich source of data for SA research and applications [6,46] . 

In past works, we shown the problem of using the TripAdvi-

or Bubble Rating, which we refer to as the User Polarity [39] . This

olarity represents a global evaluation of users towards a restau-

ant, hotel or touristic attraction, but users usually write negative

entences despite reporting 4 or 5 bubbles. In this work, we dive

eeper into this problem and propose an original solution for tack-

ing this problem. Therefore, we articulate the following research

uestions: 

1. “Do users usually write sentences with opposing polarities in

the same opinion?”

2. “Is the TripAdvisor Bubble Rating a good indicator of the polar-

ity of every sentences within an opinion?”

https://doi.org/10.1016/j.neucom.2018.09.096
http://www.ScienceDirect.com
http://www.elsevier.com/locate/neucom
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2018.09.096&domain=pdf
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We aim at answering these questions with the detection of in-

consistencies between Users and SAMs polarities. SAMs are able

to detect polarities of each sentence. By checking that the average

of the polarities of all sentences in an opinion has a very differ-

ent score from that labeled by the user, we show the presence of

sentences with opposite polarities. Therefore, the TripAdvisor Bub-

bles Rating cannot be selected as a representation of the polarity

for all sentences or aspects. We also claim that a negative aspect

within a positive review should have a different score than a neg-

ative aspect within a negative review. Consequently, we propose a

Polarity Aggregation Model to take into account both sentiments,

the overall and the specific. This function is driven by geometric

mean between User and SAM polarity which enhances the aggre-

gation of very small values, i. e. negative polarities. It aims at ob-

taining a unified and robust score for facing these inconsistencies.

The main contributions of this paper can be shown in the follow-

ing two main aspects: 

1. This model is presented as an aggregation of both expert

and methods polarities, which enhance the precision of the

polarity of a certain aspect in the review. We parametrized

the weight of the method with a parameter β which cali-

brates the contribution of that polarity. 

2. We propose this model for assigning polarities to aspects. In

this work, we show that our aggregation model encompass

together the User and SAM polarity, which first addresses

the inconsistencies problem and second, led to a better un-

derstanding of the aspect’s context. 

For the experimentation, we scrap the TripAdvisor website of

six Italian and Spanish monuments obtaining a total of 88,882 re-

views. We apply eight SAMs and study the correlations between

their polarities and users ratings. Our experiments clearly show a

low matching on detecting positive, neutral and negative reviews,

which led us to confirm that there exists a latent inconsistency

between them. We then study the behavior of the proposed po-

larity model taking into account its parameters, and analyze its

performance on an Aspect Based Sentiment Analysis (ABSA) frame-

work. We extract aspects and assign to them the polarities of the

model. We show that aspects with very different scores between

Users and SAMs obtain new polarities. Finally, we conclude that

the Polarity Aggregation Model solves the inconsistency’s problem

and helps to extract more reliable conclusions. 

The rest of this work is organized as follows: Section 2 briefly

introduces the SA problem and the SAMs used for the

study; Section 3 proposes TripAdvisor as our data source;

Section 4 presents the results that show the inconsistencies

between polarities; Section 5 proposes the Polarity Aggregation

Model to face this problem and evaluates its results in an aspect

extraction framework; lastly, Section 6 presents conclusions and

suggests future research lines. 

2. Sentiment analysis 

The main concepts for understanding the present work are con-

tained in this section. Section 2.1 is a brief introduction to the SA

problem. Section 2.2 presents a summary of the 8 SAMs applied

in this work. Finally, in Section 2.3 we explain the algorithm for

extracting aspect that we used to evaluate our model. 

2.1. The sentiment analysis problem 

SA is a new research line of NLP which aims at studying peo-

ple’s opinion towards a product, service, organization, topic or hu-

man being in written text. The idea is to develop computational

methods capable of detecting sentiments and thus extract insight

to support decision makers. 
Mathematically, an opinion can be defined as a 5-tuple [14] : 

(e i , a i j , s i jkl , h k , t l ) 

here e i is the i th opinion entity, a ij is the j th attribute , a property

elated to the entity e i ; s ijkl is the sentiment of the opinion towards

n attribute a ij of entity e i by the opinion holder h k at time t l ;

 k is the k th opinion holder or reviewer and t l is l th time when

he opinion was emitted. Over this problem, the sentiment can be

ualified in different ways: polarity ({positive, neutral, negative}),

umerical rating ({1, 2, . . . , 5} or [0, 1]) or emotions ({anger, disgust,

ear, happiness, sadness, surprise}). 

While most works approach it as a simple categorization prob-

em, sentiment analysis is actually a suitcase research problem that

equires tackling many NLP tasks, including subjectivity classifica-

ion [44] , polarity classification [23] , opinion summarization [24] ,

arcasm detection [25] , word sense disambiguation [26] , opin-

on spam detection [27] , etc. Another fact that makes this prob-

em complex is that there exist several types of opinions [15] :

egular opinions express a sentiment about an aspect of an en-

ity, comparative opinions compare two or more entities, subjective

pinions express a personal feeling or belief and thus are more

ikely to present sentiments and objective sentence present factual

nformation. 

.2. Sentiment Analysis Methods 

Polarity detection has focused on the development of SAMs that

an be able to detect polarity in an automatic and efficient way.

hese SAMs are developed to process different types of texts, from

weets (short texts containing hash-tags and emojis) to reviews

long texts talking about a movie, restaurant or hotel). In the lit-

rature we can find several studies that analyze the performance

f different SAMs over multiple texts [28,29] . 

Generally, these methods can be divided in three groups: 

Lexicon dictionary based method: It mainly consists of creating

a sentiment lexicon, i.e., words carrying a sentiment orien-

tation. These methods can create the dictionary from initial

seed words, corpus words (related to a specific domain) or

combining the two. Frequently, the dictionary is fed with

synonyms and antonyms. These methods are unable to cap-

ture the underlying structure of grammar in a sentence. 

Machine learning based method: It develops statistical models

with classification algorithms. These methods can be divided

into supervised and unsupervised. The main difference is

that the first group uses labeled opinions to build the model.

One of the most important steps in these methods is the

feature extraction for representing the classes to be pre-

dicted. 

Deep learning based method: Over last years Deep Learning has

experienced an important growth due to its good perfor-

mance in many fields of knowledge. SAMs based on neu-

ral networks learning have been shown to obtain very good

results compared to other methods, discovering correlations

starting from raw data. Due to the revolution of Deep Learn-

ing inside NLP and SA areas, we propose to separate it form

the machine learning based methods. 

Moreover, Table 1 shows a summary of all SAMs used in

his work which contains references for further reading of these

ethods. 

.3. Aspect Based Sentiment Analysis (ABSA) 

One important fact of SA is that there exist different levels of

nalysis to tackle this problem. The document level extracts the
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Table 1 

Summary of the eight SAMs that we apply in our study. 

SAM Group Numerical output Reference 

Afinn LD { −5, . . . , 5} [33] 

Bing LD { −1, 0, 1} [11] 

CoreNLP DL {0, 1, 2, 3, 4} [17,19] 

MeaningCloud ML [0, 1] ∈ R [38] 

SentiStrength LD & ML { −1, 0, 1} [31,32] 

SenticPattern + DL DL {0, 1, 2} [34,35] 

Syuzhet LD & ML [0, 1] ∈ R [13] 

VADER LD [ −1, 1] ∈ R [30] 
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1 https://www.TripAdvisor.com 

2 Source: https://TripAdvisor.mediaroom.com/uk- about- us 
entiment of the whole opinion. This is considered to be the sim-

lest task. The sentence level extracts a sentiment in each sentence

f the text. Finally, the aspect level is considered the fine-grained

evel. This is the most challenging analysis because it extracts the

ntity or aspect related to the sentiment which the opinion refers

o. 

Over last years, the research in SA has been focusing in the as-

ect level [45] , due to the fact that it is a more granular task and

he information obtained is more detailed. Related to the extrac-

ion of aspects within an opinion, the first methods were based

etting the most frequent nouns and compound nouns as aspects

10] . These methods have been improved by adding syntactical re-

ations that can enhance the task of extracting the correct aspect.

owever, these methods have a high number of drawback, i.e., do

ot detect low frequency aspects or implicit aspects, need to de-

cribe a high number of syntactical rules for detecting as many as-

ects as possible. 

Recently, deep learning has enhanced the results of several

omputer science problems, and NLP is not an exception [5] . Po-

ia et al. proposed a CNN algorithm which extract aspects from re-

iews [37] . They also used some additional features and rules to

oost the accuracy of the network. The results shows that this al-

orithm overcome most of the state-of-the-art methods for aspect

xtraction. 

More concretely, the network contained: 

• One input layer . As features, they used word embeddings

trained on two different corpora. They claimed that the fea-

tures of an aspect term depend on its surrounding words.

Thus, they used a window of 5 words around each word in

a sentence, i.e., ± 2 words. They formed the local features

of that window and considered them to be features of the

middle word. Then, the feature vector was fed to the CNN. 

• Two convolution layers . The first convolution layer consisted

of 100 feature maps with filter size 2. The second convolu-

tion layer had 50 feature maps with filter size 3. The stride

in each convolution layer is 1 as they wanted to tag each

word. The output of each convolution layer was computed

using a non-linear function, which in this case was the tanh

function. 

• Two max-pools layers . A max-pooling layer followed each

convolution layer. The pool size they use in the max-pool

layers was 2. They used regularization with dropout on the

penultimate layer with a constraint on L2-norms of the

weight vectors, with 30 epochs. 

• A fully connected layer with softmax output. 

In aspect term extraction, the terms can be organized as chunks

nd are also often surrounded by opinion terms. Hence, it is impor-

ant to consider sentence structure on a whole in order to obtain

dditional clues. Let it be given that there are T tokens in a sen-

ence and y is the tag sequence while h t,i is the network score for

he t th tag having i th tag. We introduce A i , j transition score from

oving tag i to tag j . Then, the score tag for the sentence s to have

he tag path y is defined by this formula which represents the tag
ath probability over all possible paths: 

 (x, y, θ ) = 

T ∑ 

t=1 

(h t,y t + A y t−1 y t ) . 

e propose to use this model to evaluate the performance of our

roposed index. We aim to analyze which polarity (User Polarity,

AM Polarity and our proposed index) obtains the most accurate

core that represents the sentiment of the aspect within the opin-

on (See Sections 5.3 and 5.4 ). 

. TripAdvisor as an opinion source 

In this section, we describe TripAdvisor as our data source.

e first give an introduction to this social network website in

ection 3.1 . Then, we explain how we get the data in Section 3.2 .

inally, we explain the structure of the datasets in Section 3.3 . 

.1. Why TripAdvisor? 

TripAdvisor 1 is one of the most popular travel social network

ebsites [43] founded in 20 0 0. This Web 2.0 contains 570 mil-

ion reviews about 7.3 million restaurants, hotels and attractions

ver the world 

2 . Travelers are able to plan their trip checking in-

ormation, ranking lists and experiences from others. In this web-

ite, users write reviews of minimum 100 characters and rank their

xperience in the TripAdvisor Bubble Rating, which is a scale from

 to 5 points (from Terrible to Excellent ). TripAdvisor are consid-

red one of the first Web 2.0 adopters: its information and advice

ndices is constructed from the accumulated opinions of millions

f tourists. For this reason, this website has made up the largest

ravel community. Due to these facts, this website has been used

n the state-of-the-art of the SA [39] . Examples of works analyzing

otels reviews are [1,3,4,6,7,16,18,20] . Restaurant reviews are ana-

yzed in [7,9,22] . Monument reviews are analyzed in [36,39] . 

One of the major concerns of user-generated content is the

redibility of the opinions. Many websites have to deal with fake or

pam opinions, as their presence decreases the level of users’ con-

dence towards their pages. Aware of it, TripAdvisor has designed

everal measures like verifying that customers stayed in the place

heir review or checking that hotels or restaurants don’t review

hemselves. Besides that, several studies for analyzing credibility

nd truthfulness of this website has been carried out [2,8,12,21] . 

.2. Web scraping 

All monument pages are structured in the same way. On the

op, they display the total number of reviews, written in different

anguages, and a Popularity Index ranking . After that, the page is di-

ided in five sections: Overview, Tours&Tickets, Reviews, Q&A and

ocation. In the review section we find all the opinions written by

sers. A review is formed by: 

User name: The name of the user in TripAdvisor. 

User location: The location of the user. 

User information: The total number of reviews, attraction re-

views and helpful votes of the user. 

Review title: A main title of the text. 

TripAdvisor bubble rating: The writer’s overall qualification of the

review. It is expressed as a bubble scale from 1 to 5 (from

Terrible to Excellent ). 

Review date: The reviewing time. 

Review: The text of the opinion. 

https://www.TripAdvisor.com
https://TripAdvisor.mediaroom.com/uk-about-us
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Fig. 1. Information of a review in TripAdvisor. For this study, we analyze the bubble scale and the text of the review. 

Table 2 

Summary of text properties of the six datasets. 

Reviews Words Sentences Avg. # words Avg. # sentences Avg. User Polarity 

Alhambra 7217 676,398 35,867 93.72 4.97 4.69 

Grand canal 10,730 539,465 47,943 50.28 4.47 4.67 

Mezquita de Córdoba 3526 217,640 13,083 61.72 3.70 4.84 

Pantheon 17,279 774,765 76,720 44.84 4.44 4.68 

Sagrada familia 34,558 2,220,719 136,181 64.26 3.94 4.72 

Trevi fountain 15,572 764,998 70,407 49.13 4.52 3.93 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3 

Distribution of polarities of monuments reviews. User Polarity. 

User Polarity Positive Neutral Negative 

Alhambra 6781 293 143 

Grand Canal 13,832 548 104 

Mezquita de Córdoba 3454 55 17 

Pantheon 23,635 1087 107 

Sagrada Familia 32,664 1443 451 

Trevi Fountain 19,515 3363 2513 

Table 4 

Distribution of polarities of monuments reviews. Afinn. 

Afinn Polarity Positive Neutral Negative 

Alhambra 5,395 1,383 439 

Grand Canal 9,821 682 227 

Mezquita de Córdoba 2,808 547 171 

Pantheon 15,868 1,042 369 

Sagrada Familia 31,725 2,833 0 

Trevi Fountain 11,854 2,103 1,615 
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Finally, we develop a code in R software with rvest package

which allows us to extract the TripAdvisor reviews from HTML and

XML sources. We analyze User Polarity and Review (see Fig. 1 ). 

3.3. The data 

We base our experiments on TripAdvisor English reviews of

three monuments in Italy (Pantheon, Trevi Fountain and Grand

Canal) and other three monuments in Spain (Alhambra, Sagrada

Familia and Mezquita de Córdoba). Therefore, we created six

datasets with reviews from July 2012 until June 2016 and collect

a total of 88,882 reviews. 

As we observe in Table 2 , Sagrada Familia contains the largest

number of opinions (38.88% of the total). Alhambra contains in av-

erage the longest reviews, with average words of 93.72 and aver-

age sentence of 4.97. Note that the average of the User Polarity in

all datasets is very high, most of them surpass the 4.5. The best

valued monument in TripAdvisor is Mezquita de Córdoba with an

average rate of 4.84. Trevi Fountain is the worst valued monument

with a 3.93. This is the fact that makes us wonder if in all these

opinions, sentences are always positive. 

4. A study on the inconsistencies between user and SAMs 

polarities 

TripAdvisor’s opinions have been the source of data for many

research works. In them, users’ opinions are analyzed to extract

information on what they think about a restaurant, hotel or touris-

tic attraction. However to the best of our knowledge, it has never

been analyzed the relationship between User Polarity and polari-

ties of each sentence within the opinion. Many of the businesses

that appear on the web can believe that the visitor is satisfied just

by observing the average rating, but perhaps they are losing useful

information by not going deeper into each opinion. We therefore

believe that it is necessary to carry out a study that compares the

relationship between the User Polarity and SAMs. Finally, we also

think that it is interesting to focus the study on cultural monu-

ments, since few studies in the field of SA have been carried out

using them as the object of study. 
In this section, we present an extended study of [39] . The idea

s to analyze the correlation of the User Polarity with the SAM po-

arities and conclude if there exist inconsistencies between them.

n this work, we extend the analysis to several monuments from

ifferent countries, analyzing almost 100k reviews. 

We first study the polarity label distribution of User Polarity. To

o so, we label the TripAdvisor Bubble Rating of 1 and 2 bubbles

s negative, 3 as neutral, and 4 and 5 as positive. We apply each of

he SAMs to the whole set of opinions and scale polarities to [0, 1],

etting values in [0, 0.4] as negative, (0.4, 0.6) as neutral and [0.6,

] as positive polarity. Thereby, we get 8 polarities from 8 SAMs

ithin the range [0,1]. 

We detect that the most of TripAdvisor user feedbacks are pos-

tive which means that users are satisfied with their visit ( Table 3 ).

owever, this distribution is not maintained throughout SAMs. We

bserve that Afinn ( Table 4 ) and MeaningCloud ( Table 7 ) obtain

 similar polarity distribution to the Users. However, Afinn does

ot detect any negative opinions and MeaningCloud detects 1,985

ore negative reviews in Sagrada Familia dataset. Bing ( Table 5 ),
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Table 5 

Distribution of polarities of monuments reviews. Bing. 

Bing Polarity Positive Neutral Negative 

Alhambra 3310 1252 2655 

Grand Canal 12,531 1505 448 

Mezquita de Córdoba 1918 642 966 

Pantheon 22,235 2085 509 

Sagrada Familia 16,541 6644 11,373 

Trevi Fountain 18,320 4806 2265 

Table 6 

Distribution of polarities of monuments reviews. CoreNLP. 

CoreNLP Polarity Positive Neutral Negative 

Alhambra 3154 1143 2920 

Grand Canal 7283 4483 2718 

Mezquita de Córdoba 1992 577 957 

Pantheon 14,491 7168 3170 

Sagrada Familia 17,561 6007 10,990 

Trevi Fountain 10,281 8134 6976 

Table 7 

Distribution of polarities of monuments reviews. MeaningCloud. 

MeaningCloud Polarity Positive Neutral Negative 

Alhambra 6050 730 437 

Grand Canal 12,458 1284 742 

Mezquita de Córdoba 3062 290 174 

Pantheon 22,487 1572 770 

Sagrada Familia 28,124 3998 2436 

Trevi Fountain 19,379 3139 2873 

Table 8 

Distribution of polarities of monuments reviews. SentiStrength. 

SentiStrength Polarity Positive Neutral Negative 

Alhambra 5277 1341 599 

Grand Canal 8777 5153 554 

Mezquita de Córdoba 2674 585 267 

Pantheon 17,476 6584 769 

Sagrada Familia 23,964 6880 3714 

Trevi Fountain 14,490 8715 2186 

Table 9 

Distribution of polarities of monuments reviews. Syuzhet. 

Syuzhet Polarity Positive Neutral Negative 

Alhambra 5423 1252 2655 

Grand Canal 13,0 0 0 1176 308 

Mezquita de Córdoba 2704 466 356 

Pantheon 22,925 1601 303 

Sagrada Familia 25,379 4805 4374 

Trevi Fountain 19,722 4211 1458 

Table 10 

Distribution of polarities of monuments reviews. VADER. 

VADER Polarity Positive Neutral Negative 

Alhambra 6505 362 350 

Grand Canal 13,368 753 363 

Mezquita de Córdoba 3206 200 120 

Pantheon 23,319 1042 468 

Sagrada Familia 30,485 2450 1623 

Trevi Fountain 20,979 2093 2319 
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oreNLP ( Table 6 ) and SentiStrength ( Table 8 ) display very different

istributions: they detect many more neutral and negative reviews.

inally, Syuzhet ( Table 9 ) and VADER ( Table 10 ) also have a slight

endency to detect more neutral and negative opinions than users.

o generally, looking at the polarity distributions between users

nd SAMS, we observe little similarities between them. Users have
ore positive and SAMs more neutral and negative opinions. This

act reflects a clear mismatching in determining the sentiment of

n opinion which may be due to the different polarities that exist

n sentences. It is also exposed on Fig. 1 where user rates Sagrada

amilia with 5 bubbles (positive opinion) but there are sentences

ith a negative polarity within the same opinion. 

Fig. 2 shows the matching ratio between User and SAMs po-

arities: each row of the matrix represents the classified polarities

y users while each column represents the classified polarities by

ach SAMs. In order to optimize the layout (8 SAMs × 6 mon-

ments = 48 matrices), we display the average rates over the six

onuments. This is justified since the distribution on the six tables

re very close (the maximum standard deviation of all monuments

s 0.176). 

SAMs have an acceptable performance detecting positivity as

range tones predominate in almost all positive-positive cells. On

he other hand, bluish tones are the most predominant on neutral-

eutral and negative-negative cells, indicating a low correlation

atio. VADER is the one that best qualifies positive user reviews

92.10 %) and CoreNLP the worst one (47.60 %). This one obtains

etter results detecting negative user reviews (68.10 %) but all oth-

rs get poor results (ratios beneath 38 %). Most of them tend to

lassify them as positive. Neutrality is the polarity which shows

he worst outcomes. There is no SAM standing out on detecting

his middle polarity [36] . 

As can be hinted from Fig. 2 , data reveals a clear disparity be-

ween users and SAMs polarities. We show that there is a low level

f matchings when detecting polarities. Analyzing text data we dis-

over that users may tend to write negative sentences on positive

eviews, and vice versa. Therefore, we should recommend not to

et users polarity as the overall sentiment of their reviews because

therwise, we will be missing a lot of information. 

. A Polarity Aggregation Model for reviews: calibrating the 

olarity between Users and SAMs 

In this section, we propose a solution to address the problem

f inconsistencies. As we shown in last section, the correlation of

olarities between Users and SAMs is low. This is mainly driven

y the fact that users tend to write negative sentences in positive

pinions and vice versa. Therefore, we propose a model (Polarity

ggregation Model) which aggregates both polarities and straddles

he general context of the opinion (User Polarity) with the specific

ontext (SAM Polarity) ( Section 5.1 ). Then, we propose to test our

odel with TripAdvisor’s reviews from the Alhambra and the Pan-

heon monuments ( Section 5.2 ). 

After that, we develop an analysis to show how our model be-

aves within an aspect scenario. Firstly, we study the performance

f our model assigning scores on aspects that are extracted with

he algorithm presented in previous Section 2.3 ( Section 5.3 ). Sec-

ndly, we present a most detailed analysis within this scenario, re-

orting two aspects in particular ( Section 5.4 ). 

.1. The Polarity Aggregation Model 

In Section 4 , we show that there is a low correlation between

ser and SAMs polarities. We discuss that users tend to rank their

isit with high punctuations, which connotes a positive sentiment.

owever, users do not usually use positive sentiment in every sen-

ence, which leads to SAMs detecting more neutral or negative

olarities. 

In order to tackle this problem, we create a new polarity index

hat takes into account both user and SAMs for overcoming the in-

onsistency problem. For this reason, we propose an aggregation

odel guided by the geometrical mean, a variant including a pa-

ameter to control one variable influence. This type of mean indi-
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Fig. 2. Percentage of matching between Users (rows) and SAMs (columns) polarities. The values are the average over the six monuments. A more orangeade color on cells 

indicates higher correlation, bluer lower correlation. 
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cates the central tendency by using the product of their values and

it is defined as the n th root of the product n numbers. 3 It is often

used when the numbers have very different properties. One of the

main properties of this mean is that it strengthens values close to

0, for example, the arithmetic mean between 0 and 1 is 0.5 but

the geometric mean is 0. This function is expressed as follows: 

f (x, y ) = 

√ 

xy β

where: 

- x = 

p USER 
i 

−min ({ p USER 
1 

, ... ,p USER 
N 

} ) 
max ({ p USER 

1 
, ... ,p USER 

N 
} ) −min ({ p USER 

1 
, ... ,p USER 

N 
} is the Normalized

User Polarity of the i th-opinion and x ∈ [0, 1]. 

- y = 

p 
SAM k 
i 

−min ({ p SAM k 
1 

, ... ,p 
SAM k 
N 

} ) 
max ({ p SAM k 

1 
, ... ,p 

SAM k 
N 

} ) −min ({ p SAM k 
1 

, ... ,p 
SAM k 
N 

} ) 
is the k th- Normal-

ized SAM Polarity of the i th-opinion and y ∈ [0, 1]. 

- β , is the parameter to control the SAMs polarity influence

and β ∈ R 

+ . 
- p USER 

i 
is the User Polarity of the i th-opinion. 

- p 
SAM k is the k th -SAM Polarity of the i th-opinion. 

i 

3 Source: https://en.wikipedia.org/wiki/Geometric _ mean 

 

 

In Fig. 3 , we present the behavior of that function. In this 3D

gure, the Normalized User Polarity ( x ) is represented on x-axis,

he Normalized CoreNLP Polarity ( y ) on the y -axis and β param-

ter on the z -axis for a certain set of values. As we can observe,

he surface that shows the distribution of polarities for small val-

es of β contained more red, which means that it gets more posi-

ive scores. As we increase the value of β , surfaces contains more

lues, which means that the function obtains more negative scores.

his Figure clearly shows how can we adjust the distribution of the

cores, setting the β parameter. 

More concretely, this function works as follows: 

• If β < 1 ⇒ f (x, y ) > 

√ 

xy . In that case, we observe that for

β = 0 (see the bottom surface) most scores are close to 1

(red colors) because 
√ 

y β is always 1. Then, 
√ 

x rules the fi-

nal value of the function obtaining more positive scores. The

negative scores are only obtained with small values of x . If

we increase the value of that parameter, we obtain more

negative values for small values of x and y (see the second

surface where β = 0 . 75 ), but the positive polarities still pre-

dominate. 

https://en.wikipedia.org/wiki/Geometric_mean


A. Valdivia, E. Hrabova and I. Chaturvedi et al. / Neurocomputing 353 (2019) 3–16 9 

Fig. 3. Distribution of the Polarity Aggregation Model for different β values (0, 

0.75, 1.75, 2.75 and 3.75). Bluer colors represent more negative aggregated polar- 

ities, more orange colors more positive aggregated polarities. 
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Table 11 

Mean of CoreNLP Polarity taking account the User Polarity. 

1 2 3 4 5 

Alhambra 0.321 0.348 0.393 0.475 0.534 

Pantheon 0.389 0.356 0.477 0.583 0.597 

Table 12 

Mean of the Polarity Aggregation Model taking account the User 

Polarity. 

1 2 3 4 5 beta 

Alhambra 0 0.437 0.620 0.781 0.919 0.25 

0 0.334 0.490 0.645 0.782 0.75 

0 0.292 0.436 0.588 0.723 1 

0 0.174 0.278 0.411 0.534 2 

0 0.105 0.181 0.294 0.403 3 

Pantheon 0 0.436 0.637 0.802 0.930 0.25 

0 0.333 0.523 0.695 0.810 0.75 

0 0.292 0.476 0.649 0.759 1 

0 0.178 0.338 0.505 0.597 2 

0 0.113 0.250 0.405 0.483 3 
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• If β ≥ 1 ⇒ f (x, y ) ≤√ 

x y . In that case, the value of y gains

relevance in the final score. If we observe the top surfaces

on Fig. 3 , final negative polarities (blue colors) are obtained

with a wide range of y values. As we increase the value of

β , more negative scores are obtained. In fact, the blue strip

on the y-axis gains ground as we increase that parameter.

Hence, we are able to model the function for obtaining pro-

positive or pro-negative polarities setting parameter β

Once we have show the behavior of the Polarity Aggregation

odel taking account the value of User and SAM Polarities, we

eek to analyze how it behaves with real values. For that, in next

ection we present the values of the proposed model taking into

ccount the polarities of the User and CoreNLP in the datasets of

he Alhambra and Pantheon. 

.2. A case study on the datasets of the Alhambra and the Pantheon 

We analyze the behavior of the Polarity Aggregation Model

with CoreNLP as the selected SAM) on reviews of the Alham-

ra and Pantheon datasets. Fig. 4 shows the relationship between

his SAM, the User Polarity and the Polarity Aggregation Model.

he instances are ordered along the x axis, taking into account

he Normalized User Polarity Rating, from the most positive to

he most negative. We select different β values between 0 and 4.

e observe that when β ∈ [0, 1], the polarity trend of the model is

etween the User and CoreNLP. When β ≥ 1, its polarity score tend

o be more negative, under the CoreNLP line. 

Fig. 4 (top): In the Alhambra’s dataset, from the 1st to the 5660-

th instance the value of the Normalized User Polarity is al-

ways 1 (positive), but on the other hand, CoreNLP values are
decreasing to 0 (negative). Then we observe that when the

User values go to 0.75 (still positive), CoreNLP goes up to

positive values and then decreases to negative values again.

At negative User values, CoreNLP detects some reviews as

positive. 

Fig. 4 (bottom): In the Pantheon’s dataset we observe a simi-

lar behavior, although CoreNLP decreases more slowly. In the

previous case, CoreNLP goes from positive to neutral before

the 20 0 0-th row, in this case, after the 7500-th row. We also

observe that the behavior of the CoreNLP trend is more stag-

gered than in the Alhambra. 

For the positive User Polarity range, CoreNLP decreases faster

n the Alhambra’s dataset. This can be observed also in Table 11 ,

here the CoreNLP mean on this range is lower (4 and 5 bub-

les). On the neutral range (3 bubbles), CoreNLP decreases very

ast on the Pantehon’s dataset and there are more values above

.5, which is reflected on its mean (0.477). On the negative range

1 and 2 bubbles) both CoreNLP Polarity plots jumps, which means

hat this SAM detects positive and neutral polarities in opinions

abeled negative by the user. 

We study the behavior of β also in Table 12 . For low β val-

es (0.25, 0.75, 1), the Polarity Aggregation Model obtains higher

verage scores (more positive), refolding the trend of the User Po-

arity. For higher values (2, 3), the model obtains lower average

cores (more negative), refolding the trend of the CoreNLP Polar-

ty. In fact, for reviews scored as positive (4 and 5 bubbles) this

odel obtains neutral and even negative scores. This fact was also

eflected in Fig. 3 . 

Finally we point out that the inconsistencies between both po-

arities are evident. We also conclude that the Polarity Aggregation

odel clearly averages the two polarities when β ∈ [0, 1]. Thus,

his new aggregation model can be useful for reassessing review

entiments across different monuments. 

.3. An aspect analysis on the three polarities: User, CoreNLP and 

olarity Aggregation Model 

The aim of this study is to analyze polarities (User, CoreNLP

nd Polarity Aggregation Model) on ABSA framework. The idea

s to study the inconsistencies on the extracted aspects and find

ut if they actually occur in sentences with a different polarity to

he overall. We will then study whether the Polarity Aggregation

odel helps to solve the problem. For this, we extract aspects with

 deep learning approach developed by Poria et al. in [37] . We then



10 A. Valdivia, E. Hrabova and I. Chaturvedi et al. / Neurocomputing 353 (2019) 3–16 

Fig. 4. Different Polarity Aggregation Models taking account beta’s values. Reviews are sorted on the x label in ascending order, from most positive (left) to most negative 

(right). The thick line represents the Normalized User Polarity. The two-dash line represents the Normalized CoreNLP Polarities. 
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compute the average polarity of User, CoreNLP and the Polarity Ag-

gregation Model for each aspect. For the model, we select β = 0 . 75

because it is the value which obtains polarity scores in between

users and CoreNLP (see Fig. 4 ). We base these experiments on one

monument from Spain and other from Italy: the Alhambra and the

Pantheon. 

Our first analysis aims at studying the polarities incoherences

on aspects extracted. The idea is to find and analyze those aspects

that have a very positive User Polarity and very negative CoreNLP
olarity or vice versa. Fig. 5 shows the relationship between User

nd CoreNLP Polarity on Alhambra’s and Pantheon’s aspects ap-

earing at least twice. 

Fig. 5 (top): As we can observe, Alhambra is the aspect that most

often appears (it is the one on the far right). Although this

aspect has a Normalized User Polarity of 0.9 (positive), its

color reveals that CoreNLP only gives it a 0.47 (neutral). It

is interesting to note that aspects such as ticket or queue
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Fig. 5. This aspect map represents times that an aspect is detected ( x axis) taking User Polarity (y axis) and CoreNLP Polarity (color scale). Alhambra (top) and Pantheon 

(bottom). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

also appear with a very high User’s polarity (from 0.90 and

0.84, respectively). However, its CoreNLP’s polarity is 0.43

and 0.39, which once again reveals the low correlation be-

tween the two polarities. Dipping into Alhambra’s opinions

in which some of these two aspects appear, we have dis-

covered that users usually rate their visit to this monument

with a good score (4 and even 5 bubbles), but in their text

they complain about the long queues at the time of enter-
ing or the bad management of the ticket system that the

Alhambra has, which makes CoreNLP get a lower score for

those set of opinions. 

Fig. 5 (bottom): Although this monument has 10,062 opinions

more than the Alhambra, the number of aspects extracted is

very similar. Pantheon and architecture are the most frequent

aspects. For the aspect noise , CoreNLP is 0.5 (neutral) while

Users obtains a mean of 0.85 (positive). The aspect queuing



12 A. Valdivia, E. Hrabova and I. Chaturvedi et al. / Neurocomputing 353 (2019) 3–16 

Fig. 6. This aspects map represents the mean of each polarity of each aspect. From left to right it goes from negative to more positive depending on the User Polarity. From 

bottom to top goes from negative to more positive depending on CoreNLP Polarity. From more blue to more orange goes from more negative to more positive depending on 

the Polarity Aggregation Model, with β = 0 . 75 . Alhambra (top) and Pantheon (bottom). 
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system obtains a value of 0.23 (negative) for CoreNLP and 1

(positive) for Users. Analyzing text opinions we come to the

same conclusion as in the previous case: users often com-

plain about some aspect of the monument like the noise, but

rank their visit positively. We also detect that aspect selfies

has a very low score due to the fact that reviewers complain

w  
because there are many people taking self-portraits around

the monument. 

We then aim at studying if the Polarity Aggregation Model

xes inconsistencies on the polarity of aspects. We analyze the

olarity values of the three polarities for every aspect. For this,

e set an experiment similar to the previous one. However, in this
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Table 13 

Example of our model performance with the aspect time frame in two reviews of the Alhambra. 

Aspect Text User CoreNLP β = 0.75 

Time frame This place is amazing and should not be missed, no need to add to the thousands other good reviews 

written hear. I would like to write about my purchasing experience to possibly help someone out in 

getting this done the easiest way. Trying to get a ticket to see the Alhambra is a project you kind of 

have to study to know how to do so. I understand why many find it confusing and end up not 

getting it right. I can only recommend doing it the way I did, as it was simple as 1-2-3: 1. Go to 

Ticketmaster.es (the Spanish site) and search for tickets for the Alhambra. We got the cheapest best 

value ones- 15 euro for the general entrance, 2. Purchase tickets to either morning session (ends at 

14) or afternoon session (starts at 14 ends at 18/20 depending on season). Know that you are 

allowed to be at the grounds within that time frame but that would be forced to exit, or not allowed 

in before/after your session. 3. Know that the specific time selected for your ticket indicates a 

30 min window for you to enter the Nasarid palace (but you can tour the rest of the grounds before 

or/and after visiting the palace) [...]. 

1 0.40 0.71 

Time frame I tried to book a ticket for this place month in advance and my credit card was declined all the time. 

Even called the local ticket office and they couldn’t help, so in desperation asked the hotel I stayed 

to try to get tickets-well. I think what they try to do is to discourage you to buy the ‘cheap’ 14 euro 

ticket and pay 35 or 50 euros for a guided tour-since you have to book a Time frame . We thought 

that it will give you space to move around-certainly. It’s not-hundreds of people lining up at every 

corner and rooms, so it’s grossly overcrowded. 

0.5 0 0 
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ase, Fig. 6 shows the extracted aspects taking into account the

hree averaged polarities (User, CoreNLP and Polarity Aggregation

odel). 

We observe in those cases that the proposed Aggregation Model

orks well for detecting negative aspects in positive reviews. This

s due to the property that we have previously mentioned of the

eometric mean which penalizes very high values. 

Fig. 6 (top): We note that the highest density of aspects are

found on the right side of the image, i.e. when the Normal-

ized User Polarity is positive (between 0.6 and 1). In this

area, there are aspects which have a positive polarity with

User, CoreNLP and so Polarity Aggregation Model: Arabic de-

sign, forest, Alhambra Palace, architecture . We also find other

aspects in which CoreNLP detects a totally negative polarity,

such as sale or distances . We have detected with time frame

users complains about the time schedules of tickets for vis-

iting the monument and with distances aspect that the re-

viewers warn of long distances to reach the Alhambra. In

those aspects, CoreNLP gives 0.23 and 0.13 and Users 1 and

0.87, respectively, which led the Polarity Aggregation Model

obtains 0.37 and 0.26. 

Fig. 6 (bottom): In this case, fewer negative aspects appear. We

detect very positive aspects like: 8 euros, architectural monu-

ment, ice cream parlour . The first aspect reflects the fact that

visitor recommend the audio guides. The second one refers

to the Pantheon. Finally, reviewers highly recommend to rest

next to the monument and buy an ice cream there. We de-

tect other aspects ( smell, distraction, camera bag ) in which

CoreNLP Polarity is very negative, User Polarity is very pos-

itive and so the Polarity Aggregation Model obtains a very

negative score, penalizing the positive punctuation of the

User Polarity. In those cases, users complain about unpleas-

ant odors, distractions caused by clamor and thefts. 

In view of the results, we conclude that: 

Inconsistencies. In Fig. 5 we detect, on both monuments, that

there exist aspects with very different polarities between

User and CoreNLP. This map of word reflects again inconsis-

tencies and we show that wrong conclusions can be drawn

on an aspect framework. 

Polarity Aggregation Model fixes inconsistencies. Fig. 6 depicts

that those dismatchings between Users and SAMs are fixed

with the Polarity Aggregation Model. Those aspects that ob-

tain very different polarities end up getting averaging scores
which led to obtain more reliable conclusions. We then

show that our model is an effective approach to deal with

the raised problem, taking the context of the overall senti-

ment, i.e, the User Polarity. 

Polarity Aggregation Model for discovering trustworthy insights.

In SA, aspects are analyzed for extracting knowledge. In

this task, it is essential to define their relevant polarity. If

we analyze TripAdvisor reviews and assign to their aspects

the User Rating Polarity, we may be assigning wrong po-

larities to them. However, as it is depicted in this section

with several aspects, the Polarity Aggregation Model solves

this problem by taking into account both User and CoreNLP

scores. 

.4. An example of the performance of our model within opinions 

In this section we present a more detailed analysis the perfor-

ance of our model by analyzing the whole text of the opinion,

etting the parameter β of our model equals to 0.75. To do so,

e select for each monument (Alhambra and Pantheon) an aspect

hat appears in Fig. 6 and study the accuracy of the three polarities

User, SAM and our model) regarding the text. 

- Time frame (Alhambra): As we presented in Section 5.3 ,

the aspect time frame appears in reviews where users re-

port positive polarities, but CoreNLP detects negativity (see

Fig. 6 ). If we analyze some opinions where this aspect ap-

pears (see Table 13 ), we observe that our proposed model

gathers the overall and specific context of the aspect within

an opinion. In the first one, the user reports a positive score

(User Polarity = 1), but in the second one, the other user

reports a neutral one (User Polarity = 0.5). On the other

hand, CoreNLP detects that the second opinion is much more

negative than the first one. Reading both opinions, we fig-

ure out that the first user uses the aspect time frame for

warning other visitors, but the underlying sentiment is not

completely negative. On the second opinion, the sentiment

of the user is very negative, he or she expresses frustra-

tion towards that aspect of the visit. Therefore, if we ana-

lyze the scores obtained by our index, we observe that it

gives 0.71 points to the first opinion and 0 to the second

one. These scores represent both the context of the overall

opinion, which in the first one is positivism and the second

one is neutrality and frustration, and the specific context of

the aspect, which in both cases in negative. 
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Table 14 

Example of our model performance with the aspect audio guide in two reviews of the Pantheon. 

Aspect Text User CoreNLP β = 0.75 

Audio guide Well worth a visit! Definitely worth a visit!We got the audio guide which is worth doing especially to 

learn how they built the Pantheon it self! 

1 0.93 0.97 

Audio guide Literally just to see it!! The audio guide witch is 5 euros is not worth it. Unless you want to hear 

about the dome because everything else you can just read. I steped inside to see it and walked in 

and out in less than 30 min. 

0.75 0.25 0.51 
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- Audio guide (Pantheon): The aspect audio guide appears also

in reviews where the sentiment of the user is positive, but

CoreNLP detects negativity. As we can observe in Table 14 ,

in both examples the user expresses a positive polarity (1

and 0.75 which corresponds to 5 and 4 bubbles in the Tri-

pAdvisor site), but CoreNLP detects in the first case a posi-

tive polarity (0.93) and in the second case a negative polar-

ity (0.25). Reading the text of both reviews, we observe that

the first user shows a positive polarity to the aspect, so our

score obtains 0.97 points. On the second example, the user

shows a negative review towards the aspect, but the over-

all context of the opinion, as we have explained, is positive.

Therefore, our model obtains a score in between positivism

and negativism, which clearly represents the situation of the

aspect within this opinion. 

6. Conclusions and future work 

This work presented a problem related to the TripAdvisor Bub-

ble Rating which, to the best of our knowledge, has never been

raised before. We showed that users tend to evaluate positively the

overall experience but there exist sentences with an opposite po-

larity. Hence, this rating cannot be representative for all sentences.

In order to show this fact, we formulated our hypothesis and ana-

lyzed the polarity matching between User Polarity and eight SAMs.

We showed that there exists a low correlation between them on

detecting polarities. We also explained that the average of match-

ing on detecting three polarities (positive, neutral and negative) is

over 47%. This is because, as we explained, humans do not use

the same sentiment in every sentence, but rather people tend to

change, and SAMs are able to detect those changes. 

In order to address this problem, we proposed the Polarity Ag-

gregation Model. We presented this model as a unified index of

two polarities. This model is guided by the geometric mean func-

tion of the polarity of the User and a SAM. The weight of the SAM

polarity can be set by a parameter, β . This parameter can take

positive values, although we showed that values above 1 get too

negative aggregated polarities. The proposed model, with β = 0 . 75 ,

obtained robust results and fixed the mismatch between humans

and SAMs polarities. In an aspect analysis framework, the Polarity

Aggregation Model helps drawing more accurate conclusions, since

we observed how it helps to adjust polarities on extracted aspects.

The main advantage of our proposal is that the Polarity Ag-

gregation Model obtains more trustworthy scores absorbing in-

formation from two sources: users and algorithms for automatic

detection of sentiments. This averaging model fixes the inconsis-

tencies presented when defining the polarity of a TripAdvisor re-

view. It also detects and assigns different scores to negative aspects

within positive reviews and vice versa. We showed in several as-

pects analysis that the insights extracted by this polarity are more

corresponding to user’s review. 

There are several directions highlighted by our results. We stud-

ied the behavior of the model with only one parameter. We pro-

pose to carry out a study enriching our model by adding another

parameter to the User Polarity. Our model has also shown an ef-

fective behavior by combining the value of users and SAMs into
n ABSA scenario. However, the extraction of those aspects can

e improved. We detect that different extracted aspects refers to

he same object, so the output should be refined with pre process-

ng methods and text mining techniques. These aspect representa-

ions can be also extended to bigrams or unigram+bigrams. Finally,

e propose to extract more valuable insights through relational

odels based on association rules or machine learning techniques

ithin this framework. A concurrency analysis at aspect level on

ocial network can be used to enrich the extraction of insights. 
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