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Abstract—Debate is a process consisting in arriving at a
reasoned opinion on a proportion in which individuals must be
truly capable of defending their own judgments. It has been used
within group decision-making (GDM) problems to help experts
make better decisions. However, whether experts engage in a
vigorous debate, it can result in the use of aggressive language
that may diminish consensus, which is the major objective of
GDM. To avoid it, we present a novel method for GDM problems
that can identify aggressive comments during the debate by
incorporating a classifier based on sentiment analysis techniques.
According to the information extracted during the debate, two
procedures are developed to assign weights to the experts, which
are used to introduce two new consensus measures and to make
the final decision. Unlike the existing GDM methods, this new
one can take advantage of the information extracted during the
debate (i.e., experts’ behaviour) throughout the decision process,
making it in rapport with real-world GDM processes.

Index Terms—Group decision-making, consensus, sentiment
analysis.

I. INTRODUCTION

MAKING decisions is a common task, from the pro-
fessional to the personal level, that involves emotions

[1]. Due to it, individuals sometimes make wrong decisions
because of their mood or the mood of others [2], [3]. This
leads to not choosing the best possible course of action when
individuals’ feelings cloud their judgments or they suffer regret
or discomfort [4], which is a common issue when individuals
face group decision-making (GDM) processes [5].

In GDM processes, a group of individuals, usually experts
in the problem under discussion, are generally involved in a
debate in which they give their assessments on a set of pos-
sible alternatives or courses of action and provide arguments
supporting them [6]. The objective is to attain a consensual
solution that takes advantage of all individuals’ ideas [7]. It
is due to individuals are more likely to implement decisions
they accept, and consensus makes acceptance more likely [8].

The existing approaches supporting GDM processes assist
experts in choosing the best solution within a set of possible
alternatives or courses of action. Most of these approaches
focus on helping experts reach the highest consensus possible
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before making the final decision [9]–[11]. To do it, they are
usually based on the assessments provided by the experts, but
not considering the arguments conveyed by them to express
such assessments. However, when an expert expresses an
assessment, for instance, “this wine brand is much better than
that other,” it is not only important the given assessment but
also the arguments provided to support such assessment [12].

Experts provide arguments to justify their assessments, and
it can make known information that is relevant to the GDM
process. Firstly, the style of the speaker may be the tiebreaker
if experts are equally matched in refutation and argumentation
[8]. Second, aggressive language has been shown to negatively
affect the reliability of the speaker using it and the credibility
of his or her information [13], and consensus demands a high
level of trust among the members of the group. Third, aggres-
sive language can also lead to the deterioration of the debate,
making experts get defensive and emotional. As a result, they
could provide unsuitable assessments [14]. In summary, if the
experts’ behaviour, in the sense of the language used by the
experts to argue their assessments, during the debate is not
analysed, information, which may be relevant to the decision-
making process, will be lost.

On the one hand, several approaches have been proposed to
analyse the debate carried out between the experts before pro-
viding their assessments [15]–[19]. However, these approaches
do not consider the experts’ behaviour during the debate. On
the other hand, several approaches have been proposed to
take into account the experts’ behaviour during the decision-
making process [20]–[23], but from a different point of view.
Concretely, these approaches deal with non-cooperative be-
haviours in the sense that experts with such behaviour try to
obstruct the improvement of consensus by providing assess-
ments very different from the ones expressed by the rest of the
group members. To handle such behaviours, these approaches
generally penalize experts with non-cooperative behaviours
during the decision-making process. Therefore, the approaches
analyzing the debate carried out between the experts in GDM
processes should consider both the assessments provided by
the experts during the debate and the language used to express
their arguments because this information could be of interest
to the rest of the decision-making process.

The objective of this study is to develop a new method
for GDM processes considering the experts’ behaviour in the
debate throughout the decision-making process. Firstly, it in-
corporates a classifier based on sentiment analysis techniques
[24] that can categorize the language used by the experts
during the debate as aggressive or non-aggressive. Several
data preprocessing techniques are applied to extract many
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parameters (number of insults, number of words in capital
letters, and so on) allowing to obtain a better classification.
Secondly, based on the information generated by the classifier,
two new procedures are designed to assign weights to the
experts, which are used both to define two new consensus
measures and to make the final decision. In consequence, this
new method improves the existing ones by taking advantage
of the information extracted in the debate (i.e., the experts’
behaviour) during the whole decision-making process.

The content of this study is divided into five sections. In
Section II, we recall the basic concepts and techniques asso-
ciated with the proposed method. In Section III, we elaborate
on the new method for GDM. Strong attention is given to
how the experts’ behaviour is extracted during the debate
and how this information is used in the rest of the decision-
making process. Section IV provides a real-world case study
that helps understand the performance of the proposed method.
Finally, Section V provides some concluding remarks about
the advantages and disadvantages of the proposed method
along with some further research directions.

II. BACKGROUND

In this section, we recall the necessary background to under-
stand the GDM method developed in this study. Section II-A is
dedicated to sentiment analysis, in particular, the steps needed
to build a classifier are described. Section II-B is devoted to
introducing the basic concepts concerning GDM problems.

A. Sentiment Analysis

Natural language, which is used by humans for communi-
cation, is extraordinarily diverse and complex. It is composed
of vague and imprecise concepts that are far from the binary
language used by computers, in which communication occurs
through millions of ones and zeros, instead of words, to pro-
duce logical actions. Therefore, to help computers understand
humans in their own language, natural language processing is
required [25], [26].

When individuals hold a debate on a topic, they tend to use
natural language. Consequently, the use of tools translating
this language into one that can be understood by a computer is
necessary. These tools can also help extract useful information
from the data. For instance, in GDM processes, it is interesting
to know how experts feel. This can be done by analyzing the
language employed by the experts during the debate to gain
insights into their sentiments and emotions, which can reveal
the experts’ behaviour during the debate. To do this, sentiment
analysis, one of the most important fields of natural language
processing, can be used [24], [27].

Two distinct approaches using machine learning can be
implemented to perform sentiment analysis [28]: a supervised
learning approach, which depends on the existence of labelled
training data, and an unsupervised learning approach, which
uses libraries or tools to classify opinions without an already
labelled output. In this study, we assume a supervised learning
approach as it is the most basic approach and offers good
performance.

Classifiers based on supervised learning for sentiment analy-
sis make use of two data sets. The first one, called training data
set, helps the classifier knows which concepts are associated
with a feeling and which ones are not. The second one, called
test data set, allows us to know whether the classifier detects
those feelings appropriately. Based on both data sets, the steps
for building a classifier for sentiment analysis are [24]:

• Preprocessing. The first step to be done is the preprocess-
ing step, which is very important in sentiment analysis as
it cleans the data sets from any noisy data, thus reducing
their complexity to prepare the data for the next steps.

• Training. The second step consists in taking content that
is known to belong to a specific class (training data set)
and creating a classifier based on that known content
employing machine learning algorithms. It is an iterative
process whereby the best classifier possible is built.

• Classification. The third step consists in taking the clas-
sifier built with such training data set and running it on
unknown content to determine class membership for the
unknown content (test data set). It is a one-time process
designed to run on unknown content.

In recent literature, there exist plenty of articles that use sen-
timent analysis. For instance, in [29], a method for analysing
investor behaviour is presented. For this purpose, it analyses
the sentiments through the phrases that investors make during
their buying and selling process. In [30], it is presented a
hardware framework for optimising text sentiment analysis
using a memristor-based long short-term memory system.
And, in [31], bidirectional recurring units are used by the
process to capture contextual information when learning word
representations in sentiment analysis.

B. GDM Processes

A GDM process, otherwise called a collective decision-
making problem, characterizes a process in which several
individuals (experts) collectively arrive at a choice from some
alternatives. It is formally characterized by a finite collection
of alternatives, X = {x1, x2, . . . , xn}, and a finite group of
experts, E = {e1, e2, . . . , em}, where every expert, based on
her or his knowledge of the problem under study, provides her
or his assessments of the alternatives. The objective is to build
a collective ranking of the alternatives from best to worst as
a possible solution to the problem [5], [32].

The experts’ assessments of the alternatives can represent
either the preference degree of one alternative over other one
or the degree up to which an alternative is chosen as possible
solution to the problem. In any case, a particular representation
domain must be selected to model the assessments. Notably,
fuzzy set theory has been successfully used in the resolution
of decision-making processes because they are cognitive pro-
cesses in which humans (experts) take part [33]. In fact, the
fuzzy set theory and its extensions have been demonstrated to
be useful in characterizing decision information pervaded with
human uncertainty [34].

To solve a GDM problem, different stages are carried out,
which start with the experts holding a debate and providing
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their assessments of the alternatives and end by deriving a
ranking of the alternatives [10]:

• Holding a debate. The experts discuss the different al-
ternatives related to the problem. During this debate,
the experts give reasons for their assessments and share
their knowledge about the alternatives and the problem to
make easier the procedure of afterwards providing their
assessments [6].

• Providing assessments. The experts express their assess-
ments of the alternatives employing a certain representa-
tion format and a particular representation domain [35].

• Analyzing consensus. The experts must reach enough
agreement before making the final decision. It means that
we need to compute some consensus measures allowing
us to identify the consensus achieved [36]–[38]. The
greater the consensus, the more reliable the decision
made. On the contrary, if the consensus achieved is not
enough, the experts should reconsider their assessments
and, then, the above stages must be carried out again
[39], [40]. To avoid a cyclical and never-ending pro-
cess, a limited number of consensus rounds is generally
established. When the limit is reached, the ranking of
the alternatives must be obtained independently of the
consensus achieved.

• Computing a collective assessment. The individual as-
sessments provided by the experts are aggregated to
compute a collective assessment summarizing them. To
do so, different aggregation functions can be used [41].

• Ranking the alternatives. The information contained in
the collective assessment is exploited to rank the al-
ternatives. Different functions can be applied to do it
[42], [43]. According to this rank, the best alternative
is selected as a solution to the decision problem. This
stage is also known as the exploitation stage.

III. A GDM METHOD BASED ON EXPERTS’ BEHAVIOUR
IN THE DEBATE

In this section, we describe a new method for GDM prob-
lems that considers the experts’ behaviour during the debate
stage throughout the GDM process. This new method makes
use of sentiment analysis techniques to identify the experts’
feelings through the comments provided by them to support
their assessments during the debate, i.e., it can detect the
experts’ conduct, allowing us to understand how experts feel.
It implies that we can know some important information, such
as how the decision to be made affects the experts [44], [45].

This new GDM method incorporates a sentiment anal-
ysis classifier capable of detecting aggressive language in
the experts’ debate. It is composed of the following stages
(see Fig. 1): (i) detecting aggressive language during the
debate, (ii) providing assessments, (iii) computing experts’
weights, (iv) analyzing consensus, (v) computing a collective
assessment, and (vi) ranking the alternatives. In the following
subsections, we elaborate on in detail each of the stages.

A. Detecting Aggressive Language During the Debate
The first stage is devoted to identifying aggressive language

in the comments provided by the experts while they debate.
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Fig. 1. General outline of the proposed GDM method.

This is done by means of a classifier based on supervised
learning for sentiment analysis. As described in Section II-A,
to build the classifier, different machine learning algorithms,
namely, support vector machine (SVM), Naïve Bayes, k-
nearest neighbours (KNN), and so on, can be used [46]. In
addition, a training data set is needed to adjust the parameters
of the classifier and, once this has been done, a test data set
must be used to verify the quality of the classifier.

Once the classifier has been constructed, this stage is
carried out as follows. Several debate rounds, ζ ∈ N, are
performed. In every debate round, first, the comments provided
by the experts are preprocessed to clean and prepare them
for classification and, second, they are classified as aggressive
or non-aggressive via the classifier. At the end, the number
of aggressive comments provided by each expert in every
debate round is computed. The value of ζ depends on problem
under discussion, i.e., if the effects of the decision adopted are
transcendent, the number of debate rounds should be logically
high. On the contrary, if the consequences of the decision
are still important, but not so transcendental, or it is urgent to
adopt the decision, a low number of debate rounds is required.

In the following, we elaborate on in detail both the prepro-
cessing and the classifier constructed.

1) Preprocessing: The preprocessing of the comments pro-
vided by the experts is required to transform them into a useful
and efficient format for the classifier. It is also necessary for
transforming the raw data of both the training data set and the
test data set, which are used to build the classifier. Here, as
training data set and test data set, we use the data set offered
by [47].

There exist different techniques for preprocessing [48].
Among them, we have selected the following ones that allow
us to divide the comments, detect what type of words we
have, and optimally reduce the bag of words generated:
(i) tokenization, which segments the comments into words,
or sets of words (it also separates out words and removes
punctuation), (ii) stemming and lemmatization, which reduce
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Fig. 2. Outline of the proposed sentiment analysis algorithm.

words to a root by removing inflexion via dropping unneeded
characters (usually suffixes), (iii) removal of stop words,
which removes commonly used words unlike to be useful for
learning, and (iv) part-of-speech tagging (POS-tagging), which
consists in assigning parts of speech to every word, such as
an adjective, verb, noun, and so on. Using these techniques,
the preprocessing is composed of five steps (see Fig. 2):

1) Delete. It consists in simplifying words to their root word
and removing the elements that do not give useful infor-
mation, that is, removing non-relevant words, numbers
and double blanks. This is done by using stemming,
lemmatization and removal of stop words.

2) Divide. It consists in breaking down the comments into
n-grams, that is, the comments are divided into words or
sets of words. This is done by using tokenization.

3) Obtain linguistic characteristics. It consists in associating
more information with the comments by applying lin-
guistic features. Concretely, the following ones have been
used because, after an intensive experimentation, they
have shown a good performance to classify comments:
• Length of the comments. This characteristic represents

the number of words composing a comment. It is
extracted because an aggressive comment is usually
either very long or short and direct.

• Number of characters. This characteristic determines
the total number of characters in the comment. It com-
plements the above characteristic because a comment
with a few words but a great number of characters may
indicate that the comment is aggressive.

• Number of negative, neutral and positive emojis. They
represent the number of emojis whose predominant
value is negative, neutral and positive, respectively.
They are extracted because a significant number of
negative emojis can determine that the comment is
aggressive while a significant number of neutral or
positive emojis can determine that the comment is non-
aggressive [49].

• Number of emojis. This characteristic represents the
total number of emojis composing a comment. There
exists a direct relationship between the total number of
emojis and the type of comment because the absence
of emojis can determine the type of comment.

• Number of negative, neutral and positive words. These
characteristics determine the number of words whose
values in a database are lower, equal and greater than 0,
respectively. They are extracted because a large number
of negative words can represent an aggressive comment
while a great number of neutral or positive words can
represent a non-aggressive comment. Refer to [50] to
determine the value of a word.

• Number of words with repeated characters. This char-
acteristic indicates the number of words having con-
secutive repeated characters. It is used because the
increase of repeated characters in a word can determine
that the expert is relaxed while writing the comment
and, therefore, it can indicate that he or she does not
write a comment with aggressive content.

• Number of consecutive words repeated. It represents
the number of consecutive repeated words. Similar to
the previous one, a more formal tone is usually used
when trying to offend someone and, therefore, fewer
word repetitions or misspellings are generated.

• Number of repeated exclamations. It represents the
number of consecutive repeated exclamations. It is cho-
sen because the use of repeated exclamations increases
the intensity of the comment and, therefore, it can offer
information about the expert’s intention.

• Number of negative and positive classic emoticons.
These characteristics represent the number of classic
emoticons whose value in a database is negative and
positive, respectively. These characteristics comple-
ment the emojis as the use of these types of emoticons
can determine that a comment is non-aggressive and
aggressive, respectively [51].

• Number of complete words in capital letters. This char-
acteristic represents the total number of words written
completely in capital letters. It is extracted because it
can determine the intensity to which a comment or a
word is expressed. For example, an uppercase comment
indicates a very high intensity, which determines that
the comment is aggressive.

• Number of insults. It determines the number of insults
composing the comment. A great number of insults
indicates that the comment is aggressive.

• POS-tagging. It allows us to determine the type of each
word composing the comment. Using it, we can obtain
relevant information about the comment.

4) Digitise. It consists in taking the set of n-grams and
digitising them to obtain a numeric matrix. This can be
done in three different ways:
• Binary frequency of terms. It generates a binary nu-

meric matrix as follows: if the word or set of words
is found in the comment, a value of 1 is placed;
otherwise, a value of 0 is set.
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• Frequency of terms. It works similarly to the previous
one. However, instead of placing 1 if the word or set of
words is found in the comment, it places the number
of times that the word or the set of words are found in
the comment. Therefore, it generates a numeric matrix
containing the frequency of terms.

• Term frequency-inverse document frequency (TF-IDF).
It intends to reflect how important a word is to a
document in a corpus or collection. Therefore, here, it
aims to weigh the importance of a word to comment on
in the debate. It generates a numeric matrix containing
the TF-IDF.

5) Insert. Once the linguistic characteristics have been ob-
tained, they are added to the numeric matrix. Finally,
another column is added to the matrix, which represents
whether the comment is aggressive (a value of 1 is then
added) or non-aggressive (a value of 0 is placed).

2) Classifier: Several machine learning algorithms can be
used to construct the classifier based on supervised learning
for sentiment analysis [46]. Among them, we have chosen the
following ones, which are not based on deep learning and, as
a result, allow us a faster training:

• SVM [52]. It tries to discover the best hyperplane in more
than two dimensions, or the best line in two dimensions,
to separate the space into classes. The line (hyperplane)
is obtained by means of the maximum margin, i.e., the
maximum distance between data points of both classes.

• Naïve Bayes [53]. The crux of this algorithm is based
on the Bayes theorem and in the assumption that the
predictor variables are independent, i.e., the presence of
a particular predictor variable does not affect the others.

• KNN [54]. It is based on the principle that instances
within a data set usually exist close to others having
similar properties. If the instances are tagged with a label,
then the label of an unclassified instance can be obtained
by observing the class of its k nearest neighbours and
assigning to it the most frequent class label.

A classifier can be built based on each algorithm. First, we
must adjust its parameters via a training data set (as mentioned,
the data set offered by [47] is used as a training data set). To
do so, the training data set must be preprocessed as described
in Section III-A1 to obtain a numeric matrix that is used as
input for the algorithm [55]. Second, once the classifier has
been built, we must evaluate its quality by means of a test
data set (the data set offered by [47] is also used as test data
set), which must be preprocessed too.

The best accuracy, i.e., the percentage of words classified
correctly as aggressive and non-aggressive, reached by each
algorithm is shown in Fig. 3. This best accuracy is achieved
by using these combinations:

• SVM. The best combination is based on the use of
stemming and removal of stop words, all the linguistic
characteristics, unigrams, and the TF-IDF matrix. Using
this combination, the SVM reaches an accuracy of 83%.

• Naïve Bayes. The best combination is based on the use
of stemming and removal of stop words, all the linguistic
characteristics, unigrams, and the binary matrix. Using

Fig. 3. Best accuracy achieved by SVM, Naïve Bayes, and KNN.

this combination, the Naïve Bayes algorithm reaches an
accuracy of 80%.

• KNN. The best combination is based on the use of
stemming and removal of stop words, unigrams, the
frequency matrix, a value of 4 for k, and without lin-
guistic characteristics. Using this combination, the KNN
algorithm reaches an accuracy of 74%.

According to these results, the classifier based on the SVM
algorithm will be used to identify aggressive comments during
the debate as it has achieved the best accuracy. In addition,
in order to not be only based on the data set offered by [47],
this classifier is reinforced with other dictionaries, such as the
insult dictionary, and other data sets measuring emotions. In
this way, the classifier does not rely solely on the comments
contained in the training data set.

B. Providing Assessments
Once the debate is closed, the experts must provide their

assessments. As mentioned in Section II-B, we can find both
different representation formats and distinct representation
domains to model these assessments [35]. Among them, in this
study, we assume preference relations as representation format
and [0,1]-values as representation domain, i.e., we assume
fuzzy preference relations due to they have been widely and
successfully used in GDM [56].

The fuzzy preference relation P z provided by the expert ez
on a collection of alternatives X is modelled by a function
µP z : X × X → [0, 1]. To represent the fuzzy preference
relation P z given by the expert ez , a matrix P z = (pzjk) of
size n× n is generally utilized, being pzjk = µP z (xj , xk) the
preference degree of xj over xk (j ̸= k) according to ez .
Concretely, whether pzjk > 0.5, then xj is preferred over xk

by ez; whether pzjk < 0.5, then xk is preferred over xj by
ez; and whether pzjk = 0.5, then both xj and xk are equally
preferred or deemed as indifferent by ez . Therefore, assuming
a group of experts, E = {e1, e2, . . . , em}, and a collection of
alternatives, X = {x1, x2, . . . , xn}, in this stage, we obtain a
set of m fuzzy preference relations, P z , z = 1, . . . ,m.
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C. Calculating Experts’ Weights

The experts’ behaviour during the debate is considered to
assign weights to them. That is, we know that an aggressive
behaviour leads to the deterioration of the debate and hinders
the achievement of consensus [13], [14]. Therefore, lower
weights should be assigned to experts using an aggressive
language during the debate.

Two different methods are developed, which use the results
returned by the classifier: (i) a global method, and (ii) an
iterative method.

• Global method. First, we calculate the total number of
aggressive comments, acz ∈ N ∪ {0}; acz ≤ tcz; z =
1, . . . ,m, and the total number of comments provided,
tcz ∈ N; z = 1, . . . ,m, i.e., both aggressive and non-
aggressive comments, expressed by the expert ez during
all the debate rounds. They are computed as follows:

acz =

ζ∑
j=1

acjz (1)

tcz =

ζ∑
j=1

tcjz (2)

being acjz ∈ N∪{0}; acjz ≤ tcjz the number of aggressive
comments given by the expert ez in the round j and tcjz ∈
N the number of comments, both aggressive and non-
aggressive comments, provided by the expert ez in the
round j.
Second, a peaceful coefficient, pcz , assuming values in-
between [0, 1] is computed for each expert ez as follows:

pcz = 1− acz
tcz

. (3)

The lower the value of pcz , the greater the aggressiveness
of ez .
Third, the weight, wg

z , associated with each expert ez ,
being

∑m
z=1 w

g
z = 1, is determined by dividing her or

his peaceful coefficient, pcz , by the total sum of all the
peaceful coefficients of the experts:

wg
z =

pcz∑m
z=1 pcz

. (4)

• Iterative method. Unlike the global method, it uses the
weights obtained in previous debate rounds to compute
the weight of the current round. This method starts
initializing the weight associated with each expert, w0

z ,
with a value equal to 1

m , being m the number of experts.
Then, a peaceful coefficient, pcjz , assuming values in-
between [0, 1] is computed for each expert ez . Unlike
the peaceful coefficient calculated by the global method,
it is calculated according to the number of aggressive
comments and the number of comments, both aggressive
and non-aggressive comments, provided in the round j:

pcjz = 1− acjz

tcjz
. (5)

Using the peaceful coefficient computed in each round,
the weight associated with each expert, ez , in the debate
around j is calculated as follows:

wj
z =

pcjz · wj−1
z∑m

z=1 pc
j
z · wj−1

z

. (6)

In the case that all experts have a weight equal to 0 since
all of them have provided only aggressive comments in
a given round, the weights are reset to 1

m . Finally, the
weight, wi

z , associated with each expert ez is determined
by the weight reached in the last round, i.e.:

wi
z = wζ

z . (7)

D. Analyzing Consensus

Motivated by the possibility that some experts might exhibit
disagreements with each other’s assessments or they may
sometimes not accept the decision made, consensus reaching
processes were introduced as a very important requirement in
GDM processes to reach a high level of collective agreement
before making the decision [10]. Reaching consensus needs
experts to change their first assessments, bringing them closer
to each other, towards a collective assessment deemed as good
enough by the group. Its principal steps are: (i) consensus mea-
surement, i.e., determining the current closeness level between
assessments via a consensus measure [57], (ii) consensus
control, i.e., determining whether the required consensus level
has been reached, and (iii) reconsideration of judgments, i.e.,
debating again and modifying assessments to bring the furthest
assessments closer to the remainder of the group members’
assessments to increase the consensus.

To determine the consensus achieved, we introduce two
novel approaches considering the experts’ behaviour during
the debate:

• An approach based on the standardised Euclidean dis-
tance, called SED, which makes use of the Euclidean
distance between the experts’ assessments and the ex-
perts’ weights to compute the agreement between two
experts. Because there exist two methods to compute the
weights, by applying this approach we obtain two consen-
sus measures, CGSEDz

y and CISEDz
y , measuring the

agreement between the experts, ez and ey , when using
the global method and the iterative method, respectively,
to compute the experts’ weights:

CGSEDz
y = 1−

n∑
j=1

n∑
k=1;k ̸=j

√
(pzjk − pyjk)

2 + (wg
z − wg

y)2

(n2 − n) ·
√
2

(8)

CISEDz
y = 1−

n∑
j=1

n∑
k=1;j ̸=j

√
(pzjk − pyjk)

2 + (wi
z − wi

y)
2

(n2 − n) ·
√
2

.

(9)
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Once the consensus measures between every pair of
experts have been computed, two global consensus mea-
sures, CGSED and CISED are computed:

CGSED = 2 ·

m−1∑
z=1

m∑
y=z+1

CGSEDz
y

m2 −m
(10)

CISED = 2 ·

m−1∑
z=1

m∑
y=z+1

CISEDz
y

m2 −m
. (11)

• An approach based on the product of the consensus
between the experts’ assessments and the consensus
between the experts’ weights. It assumes that experts
should have both similar assessments and a similar degree
of aggressiveness, which is determined by the weights.
As before, by applying this approach, we obtain two
consensus measures, CGP z

y and CGP z
y , measuring the

agreement between the experts, ez and ey , when using
the global method and the iterative method, respectively,
to compute the experts’ weights:

CGP z
y =

1−

n∑
j=1

n∑
k=1;k ̸=j

|pzjk − pyjk|

(n2 − n)

·(1−|wg
z−wg

y |)

(12)

CIP z
y =

1−

n∑
j=1

n∑
k=1;k ̸=j

|pzjk − pyjk|

(n2 − n)

·(1−|wi
z−wi

y|).

(13)
Once the consensus measures between every pair of
experts have been computed, two global consensus mea-
sures, CGP and CIP are computed as follows:

CGP = 2 ·

m−1∑
z=1

m∑
y=z+1

CGP z
y

m2 −m
(14)

CIP = 2 ·

m−1∑
z=1

m∑
y=z+1

CIP z
y

m2 −m
. (15)

Once the consensus among the experts has been measured,
we must check whether it is enough. To do so, a consensus
threshold α ∈ [0, 1] is established, which depends on the
problem [10]. Whether the consensus achieved is equal to or
greater than the consensus threshold, we can obtain the ranking
of the alternatives derived from the collective assessment.
Otherwise, the experts must reconsider their assessments by
starting a new discussion round, i.e., the first stage is carried
out again. A limited number of discussion rounds, β ∈ N, is
established to avoid a never-ending decision-making process.
When this limit is achieved, we proceed to obtain the ranking
of the alternatives independently of the agreement achieved.

E. Obtaining the Collective Assessment

To compute the collective assessment, all the individual
assessments must be aggregated. Here, as we are modelling
the assessments via fuzzy preference relations, we must fuse
all of them to obtain a collective fuzzy preference relation by
means of an aggregation function [41].

To consider the experts’ behaviour during the debate stage
in the calculation of the collective assessment, the weights
associated with the experts are used to obtain the fuzzy
collective preference relation. Concretely, the weighted mean
is used as an aggregation function. However, other aggregation
functions such as the power average operator or the Bonferroni
mean-type aggregation functions could be considered [58],
[59]. As two methods can be applied to compute the weights,
two collective fuzzy preference relations can be obtained:

• A collective fuzzy preference relation, Cg = (cgjk), using
the global method is obtained as follows:

cgjk =

m∑
z=1

wg
z · pzjk. (16)

• A collective fuzzy preference relation, Ci = (cijk), using
the iterative method is obtained as follows:

cijk =

m∑
z=1

wi
z · pzjk. (17)

Once the collective fuzzy preference relations have been
computed, the ranking of alternatives can be derived from
them. This is done in the next stage.

F. Ranking the Alternatives

In this stage, the information contained in the collective
fuzzy preference relation is exploited to rank the alternatives
from best to worst as solutions to the decision-making process.
Among the different functions that can be applied to do it [42],
[60], we use both the quantifier-guided dominance degree and
the quantifier-guided non-dominance degree:

• The quantifier-guided dominance degrees, QGDDg
j and

QGDDi
j , determine the dominance that xj has over

the other alternatives when using the collective fuzzy
preference relations, Cg and Ci, respectively. They are
computed as:

QGDDg
j =

1

n− 1

n∑
k=1;k ̸=j

cgjk (18)

QGDDi
j =

1

n− 1

n∑
k=1;k ̸=j

cijk. (19)

• The quantifier-guided non-dominance degrees,
QGNDDg

j and QGNDDi
j , determine the degree

in which xj is not dominated by the other alternatives
when using the collective fuzzy preference relations, Cg

and Ci, respectively. They are computed as:

QGNDDg
j =

1

n− 1

n∑
k=1;k ̸=j

1− dgkj (20)
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QGNDDi
j =

1

n− 1

n∑
k=1;k ̸=j

1− dikj (21)

being dgkj = max{cgkj − cgjk, 0} and dikj = max{cikj −
cijk, 0}, respectively, which determine the degree in which
the alternative xj is dominated by the alternative xk.

The application of these choice degrees over the set of alter-
natives X is performed according to the following approach:

• The application of QGDDg
j and QGDDi

j over X to get
the following sets of alternatives:

XQGDDg

= {xj ∈ X | QGDDg
j = sup

xk∈X
QGDDg

k}

(22)

XQGDDi

= {xj ∈ X | QGDDi
j = sup

xk∈X
QGDDi

k}.

(23)

• The application of the intersection to the above sets to
get the following set of alternatives:

XQGDD = XQGDDg ⋂
XQGDDi

. (24)

If #XQGDD = 1, then this is an alternative chosen as a
solution to the problem. Otherwise, continue.

• The application of QGNDDg
j and QGNDDi

j over
XQGDD to get the following set of alternatives:

XQGNDD = {xj ∈ X |QGNDDj = sup
xk∈X

QGNDDk}

(25)
where

QGNDDk =
QGNDDg

k +QGNDDi
k

2
. (26)

This is the selection set of alternatives.

IV. CASE STUDY: PROFITABLE PRODUCT SELECTION

This section conducts a real-world problem in which an
enterprise is looking at changing its solar panel product line
for the next year. It wants to carry only one brand of solar
panels. It has received four offers, X = {x1, x2, x3, x4}, from
different solar panel manufacturers. The enterprise consults
four experts, E = {e1, e2, e3, e4}, about the brand that could
offer the highest total profit. Specific enterprise, brands, and
experts, are omitted for privacy reasons.

First, the experts’ behaviour during the debate is determined.
For this proposal, in every debate round, the experts discuss
the alternatives and the classifier described in Section III-A is
applied to detect the aggressive language. Here, the number of
debate rounds, ζ, is equal to 5 (4 rounds to compare options
and 1 round to draw conclusions). In Table I, the results
returned by the classifier are shown. Due to space limitations,
we do not list the comments provided during the debate rounds
in this paper, but we upload it as supplementary material and
available at http://ieee-dataport.org/10589.

Table I
NUMBER OF AGGRESSIVE COMMENTS (ac) AND TOTAL COMMENTS (tc)

PROVIDED BY THE EXPERTS IN EVERY DEBATE ROUND

Round ac1 tc1 ac2 tc2 ac3 tc3 ac4 tc4
1 2 10 1 14 3 11 1 15
2 3 11 2 11 5 12 2 14
3 0 10 1 13 3 13 1 10
4 3 15 1 10 4 10 0 10
5 1 13 4 13 1 11 1 11

Second, and once the debate stage has finished and the
aggressive comments have been detected, the experts provide
their assessments:

P 1 =


− 0.8 0.8 0.9
0.2 − 0.5 0.6
0.1 0.5 − 0.6
0.2 0.3 0.4 −

P 2 =


− 0.2 0.5 0.4
0.8 − 0.9 0.8
0.4 0.2 − 0.5
0.5 0.1 0.5 −



P 3 =


− 0.5 0.0 0.3
0.6 − 0.1 0.4
1.0 0.8 − 0.9
0.6 0.5 0.2 −

P 4 =


− 0.5 0.3 0.1
0.5 − 0.5 0.2
0.6 0.4 − 0.0
0.8 0.9 1.0 −


Third, based on the aggressive language used during the

debate, the weights associated with the experts are obtained to
take them into account in the rest of the decision-making pro-
cess. Using (4) and (7), the weights are calculated according
to the global method and the iterative method, respectively:

wg
1 = 0.2540 wg

2 = 0.2555 wg
3 = 0.2156 wg

4 = 0.2748
wi

1 = 0.2529 wi
2 = 0.2572 wi

3 = 0.1048 wi
4 = 0.3852

As it can be seen, the iterative and the global methods assign
similar weights to the experts e1 and e2. However, the weights
assigned to the experts e3 and e4 are very different. This is
because the iterative method uses the weight obtained in the
previous debate round whereas the global method makes a
global calculation. In such a way, it could be the case that
all comments provided by an expert in a debate round are
aggressive. Then, the global method would decrease the weight
assigned to the expert whereas the iterative method would
cancel his or her weight out during the whole debate.

Fourth, the consensus achieved is measured and compared
with the consensus threshold, α, established, which is 0.7 in
this problem. Using (8), (9), (12) and (13), the consensus mea-
sures CGSEDz

y , CISEDz
y , CGP z

y and CIP z
y , measuring the

agreement between the experts ez and ey , are calculated:

CGSED1
2 = 0.77 CISED1

2 = 0.77
CGP 1

2 = 0.67 CIP 1
2 = 0.67

CGSED1
3 = 0.71 CISED1

3 = 0.69
CGP 1

3 = 0.57 CIP 1
3 = 0.50

CGSED1
4 = 0.69 CISED1

4 = 0.67
CGP 1

4 = 0.55 CIP 1
4 = 0.48
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CGSED2
3 = 0.72 CISED2

3 = 0.69
CGP 2

3 = 0.58 CIP 2
3 = 0.51

CGSED2
4 = 0.73 CISED2

4 = 0.71
CGP 2

4 = 0.60 CIP 2
4 = 0.54

CGSED3
4 = 0.74 CISED3

4 = 0.66
CGP 3

4 = 0.60 CIP 3
4 = 0.46

Then, the global consensus measures, CGSED, CISED,
GCP and CIP , are computed by means of (10), (11), (14)
and (15), respectively:

CGSED = 0.72 CISED = 0.70
CGP = 0.59 CIP = 0.53

Due to two of the global consensus measures are lower
than α, the experts must discuss again and reconsider their
assessments to increase the consensus. Therefore, a new dis-
cussion round (the second one) is carried out (we suppose the
maximum number of discussion round, β, is equal to 5 in this
problem). In Table II, the results returned by the classifier
in the second debate round are shown (check http://ieee-
dataport.org/10589 to see the comments provided by the
experts during this debate round).

Once the debate has finished and the aggressive comments
have been detected, the experts provide their new assessments,
which are:

P 1 =


− 0.5 0.4 0.9
0.8 − 0.0 0.6
1.0 0.9 − 1.0
0.0 0.2 0.1 −

P 2 =


− 0.2 0.1 0.6
1.0 − 0.3 0.7
0.9 0.9 − 0.8
0.2 0.2 0.5 −



P 3 =


− 0.5 0.0 0.3
0.6 − 0.1 0.4
1.0 0.8 − 0.9
0.6 0.5 0.2 −

P 4 =


− 0.4 0.4 0.9
0.9 − 0.4 0.8
0.8 0.8 − 0.9
0.3 0.2 0.2 −


It can be observed that expert e3 has decided to keep their

initial assessments and, therefore, e3 provides the same fuzzy
preference relation.

Using the results provided by the classifier in this second
discussion round, the weights associated with the expert are
recalculated:

wg
1 = 0.2613 wg

2 = 0.2302 wg
3 = 0.2575 wg

4 = 0.2510
wi

1 = 0.3058 wi
2 = 0.1468 wi

3 = 0.2892 wi
4 = 0.2583

Table II
NUMBER OF AGGRESSIVE COMMENTS (ac) AND TOTAL COMMENTS (tc)

PROVIDED BY THE EXPERTS IN EVERY DEBATE ROUND

Round ac1 tc1 ac2 tc2 ac3 tc3 ac4 tc4
1 0 14 2 12 2 14 3 15
2 3 12 3 11 4 14 0 12
3 0 14 1 13 1 12 0 12
4 2 14 5 11 1 14 3 15
5 2 14 2 15 0 15 3 11

Using these new weights, the consensus measures
CGSEDz

y , CISEDz
y , CGP z

y and CIP z
y , are computed

again:

CGSED1
2 = 0.85 CISED1

2 = 0.81
CGP 1

2 = 0.78 CIP 1
2 = 0.67

CGSED1
3 = 0.83 CISED1

3 = 0.83
CGP 1

3 = 0.76 CIP 1
3 = 0.75

CGSED1
4 = 0.89 CISED1

4 = 0.90
CGP 1

4 = 0.86 CIP 1
4 = 0.83

CGSED2
3 = 0.79 CISED2

3 = 0.82
CGP 2

3 = 0.73 CIP 2
3 = 0.64

CGSED2
4 = 0.86 CISED2

4 = 0.89
CGP 2

4 = 0.83 CIP 2
4 = 0.76

CGSED3
4 = 0.82 CISED3

4 = 0.82
CGP 3

4 = 0.75 CIP 3
4 = 0.73

Then, the global consensus measures, CGSED, CISED,
GCP and CIP , are:

CGSED = 0.85 CISED = 0.83
CGP = 0.78 CIP = 0.73

As all the global consensus measures are equal or higher
than α = 0.7, we can proceed to obtain the ranking of the alter-
natives. It means the collective fuzzy preference relations, Cg

and Ci, are calculated according to (16) and (17), respectively:

Cg =


− 0.4316 0.2279 0.6764

0.8196 − 0.1952 0.6217
0.9268 0.8492 − 0.9031
0.2758 0.2773 0.2429 −



Ci =


− 0.4591 0.2403 0.6825

0.7973 − 0.1763 0.6085
0.9337 0.8453 − 0.9159
0.2803 0.2868 0.2134 −


Using both collective fuzzy preference relations, the ranking

of alternatives is generated. To do so, the quantifier-guided
dominance degrees and the quantifier-guided non-dominance
degrees are computed using (18)–(21):

QGDDg
1 = 0.4606 QGNDDg

1 = 0.6561
QGDDi

1 = 0.4453 QGNDDi
1 = 0.6377

QGDDg
2 = 0.5274 QGNDDg

2 = 0.7770
QGDDi

2 = 0.5455 QGNDDi
2 = 0.7820

QGDDg
3 = 0.8983 QGNDDg

3 = 1.0000
QGDDi

3 = 0.8930 QGNDDi
3 = 1.0000

QGDDg
4 = 0.2602 QGNDDg

4 = 0.5246
QGDDi

4 = 0.2653 QGNDDi
4 = 0.5316

Using these choice degrees, the following sets of alternatives
are obtained:

XQGDDg

= {x3}

XQGDDi

= {x3}
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Hence, XQGDD = {x3} and x3 is chosen as the solution
to the decision-making problem according to the experts’
assessments, i.e., x3 must be selected as panel solar brand.

V. CONCLUDING REMARKS

In this study, we have presented a new GDM method based
on the experts’ behaviour during the debate stage carried out
before providing the assessments. The existing GDM methods
do not take into account the experts’ behaviour during the
debate stage in the remainder of the decision-making process
and, by not considering it, information that could be of
interest is lost. However, this new GDM method incorporates
a classifier based on sentiment analysis techniques that can
extract additional data generated during the debate stage (i.e.,
the experts’ behaviour) and take advantage of it. Concretely,
based on the experts’ behaviour, two procedures have been
developed to assign weights to the experts and two new
consensus measures have been proposed.

Whether the models for GDM deal with different aspects
of the decision-making process, a comparison of the results
returned by a model with others is not a straightforward
task. The features considered by the models are different and,
as a consequence, a quantitative comparison would not be
meaningful. In any case, in the following, we analyse some
advantages and shortcomings of the proposed approach:

• By incorporating a classifier, which is based on sentiment
analysis techniques and makes use of different linguistic
features, the proposed model can categorize the experts’
behaviour during the debate stage. In comparison with the
existing methods based on sentiment analysis techniques
that analyse the debate conducted between the experts
[15]–[19], it is a notable advantage because it has been
demonstrated that, first, an aggressive language negatively
affects the trustworthiness of the speaker and her or
his credibility [13] and, second, it also leads to the
deterioration of the debate [14]. Both scenarios must be
avoided because they make difficult the achievement of
consensus, which is the most important point in GDM
processes [10]. Therefore, the model proposed in this
study, by exploiting the information returned by the sen-
timent analysis classifier, can better model the consensus
reaching process carried out in a GDM process.

• Related to the above advantage, it introduces two new
procedures assigning weights to the experts according
to their behaviours during the debate stage. This allows
considering the experts’ behaviour in the remainder of
the GDM process, specifically, in the analysis of the
consensus (when calculating the consensus achieved be-
tween the experts’ assessments) and in the computation
of the collective assessment (when the individual experts’
assessments are aggregated). On the one hand, the pro-
cedure calculating the overall weight obtains an average
weighting of the aggressive comments provided by an
expert. Its advantage is that even if all the comments
provided in a round are aggressive, the weight of the
expert can be compensated in other rounds where any
aggressive comment is provided. Nevertheless, it has

the disadvantage that it is more general, which implies
that the expert’s behaviour can only be seen during the
debate as a whole and not in each round. On the other
hand, the procedure calculating the iterative weight uses
the weight of the previous round to calculate the new
one. It has the advantage that it can be analyzed in
each round in a more detailed way because the weight
related to the expert is altered according to the previous
round. However, it is stricter because in the case that all
the comments provided by an expert are aggressive, the
weight of this expert will be equal to zero, although, in the
other rounds, the expert does not provide any aggressive
comments. Then, by using these new two procedures,
two novel consensus measures and two novel methods
to compute the collective assessment that consider the
experts’ behaviour during the debate stage are proposed.

• The classifier based on sentiment analysis techniques uses
different linguistic characteristics that provide relevant
information when classifying the comments. It presents
the following advantages. First, it detects aggressive
comments by using different linguistic characteristics that
complete the preprocessing. Some of them have already
been used, such as the use of POS-tagging, but others
are new, such as the number of complete words written
in capital letters or the consecutive number of repeated
exclamations, to cite some examples. Second, it uses
an optimised preprocessing matrix built via different
methods to remove words that do not provide useful
information and to reduce words to their word stems (it
reduces the number of elements in the bag of words).
However, its shortcoming is that it could not find out all
the linguistic characteristics that are present. As a result,
the numeric matrix would be less complete and this could
generate some false negatives, i.e., an aggressive com-
ment could be classified as a non-aggressive comment.

• Consensus measures. Usually, the consensus is deter-
mined by looking at the difference between the experts’
assessments. However, this is incomplete as the experts’
behaviour can be as relevant as the assessments. For
instance, two experts can agree that a given alternative
is better than other one, but the reasons given by each
expert can be different. Consequently, both experts have
the same opinion, but the arguments considered to give
that opinion are different. For this reason, the consensus
measures proposed in this study do only consider the
assessments but also the behaviour shown to provide
them. It makes the consensus measures more complete
than if only the experts’ assessments are considered.

The number of GDM models using sentiment analysis
has grown in the last years. In [18], the authors present a
method based on sentiment analysis and apply it to decision-
making. The method creates two bags of words from its
dictionaries. Nevertheless, it creates a bag of words from pre-
classified comments and uses a ranking algorithm to classify
the comments made by experts. Moreover, it applies that
ranking, influencing the weights of the experts. In [19], the
authors introduce a method applicable to a large number of
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alternatives that uses sentiment analysis to find out which
alternative is better in each round. However, our method uses
two procedures that allow us to check who expert is more
aggressive, in general, and in each round, during the debate
and that could be applied to each alternative in future works.
Thus, obtaining a classifier that analyses the likes/dislikes
of each expert on an alternative. Furthermore, the method
presented in this paper uses a previously defined bag of words
and does not use a classifier while ours uses a classifier, such
as a SVM and uses a known data set containing comments.
Finally, in [16], the authors develop a method that can analyse
the debate in social networks by using sentiment analysis.
Nonetheless, the method presented in this paper does not
only analyses the debate by using sentiment analysis but also
applies it to the GDM model by adjusting the weights in two
different ways. This aims to have a double analysis of the
debate, one in a general way and the other in an iterative way.

This research may be continued as follows. First, as we
have mentioned, the sentiment analysis classifier could ignore
some linguistic characteristics, classifying a comment in a
wrong way. Therefore, new linguistic characteristics should be
investigated and verified if they are useful or not to classify
comments as aggressive or non-aggressive. Second, social
networks have changed the scenario in which GDM processes
are carried out. They have facilitated that people participate
in the decision-making processes, which has increased the
number of individuals trying to solve a GDM problem. It has
given rise to a new research area within GDM, called large-
scale GDM [61], that has gained great attention in recent years.
For instance, sustainable building material selection and bid
evaluation are two examples of real-life scenarios in which
large-scale GDM methods have been applied [62], [63]. The
existing methods dealing with large-scale GDM usually divide
the experts into groups according to their assessments, i.e.,
experts providing similar assessments are in the same group.
However, other criteria could be also used to group the experts.
For example, the behaviour during the debate stage could be
considered to classify experts with similar behaviour in the
same group. In such a case, an optimization process could
be required in the process of aggressiveness detection due to
the high amount of information generated. And third, to help
experts improve the consensus in successive debate rounds, a
feedback mechanism could be incorporated to advise experts
on how they should modify their assessments if they want to
make their positions converge, and, consequently, to improve
the consensus [64].
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