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ABSTRACT
Mortality due to violent conflicts or political events (whether
interstate, civil wars or conflicts between antagonistic groups,
etc.) in countries of Africa is an issue of great concern due to the
high number of victims and constant violation of human rights,
which occurs daily. The participation of different types of actors,
among them rebels, ethnic groups and regular troops, in these
violent processes has been widely studied in numerous theoretical
works based on a process of perception and intuition. This paper
uses spatial modelling methods to empirically examine how these
different groups of actors explain the mortality of violent political
events in African countries in the period 2014–2015. The main
contributions of this work consist in identifying the actors that
have the greatest impact on mortality in Africa, as well as the
spatial contagion effect caused by them. The results can be of use
to policymakers for the design and implementation of geopolitical
strategies based on more efficient empirical data with a view to
reducing the mortality these actors cause in violent political
events.
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Introduction

Africa constitutes an interesting laboratory for analysing the characteristics and evolu-
tion of contemporary armed conflict (Kaldor, 2013; Le Billon, 2013; Pearlman &
Cunningham, 2012; Pettersson & Wallensteen, 2015), as important examples of the
complexity of the causes, actors, forms of violence and foreign intervention in internal
conflicts can be found on the continent (Easterly & Levine, 1997; Le Billon, 2001). One
of the aspects that has attracted the attention of scholars from a range of disciplines has
been the situation of structural violence arising from many armed conflicts on the
continent, especially due to their prolonged duration and intermittent phases of sus-
pension and reactivation (Bozeman, 2015). The association between poverty indicators,
levels of human development and human security (Collier & Hoeffler, 2002; Ikejiaku,
2009; Stewart, 2003; Stewart, Humphreys, & Lea, 1997) and the conflict and violence
suffered by African states have also been examined in the literature (Grebmer et al.,
2015). Moreover, due to the political and institutional fragility of these states, a complex
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array of actors who use violence to achieve their objectives intervene in these conflicts.
These include the governments themselves, rebel groups, national or foreign militias,
ethnic groups and even political and civil organizations (Deng, Kimaro, Lyons, &
Rothchild, 2010; Raleigh & Choi, 2017; Salehyan, Siroky, & Wood, 2014); all of which
condition the spread of violence to other areas (Schmidt, 2013). Some violent actors
find economic, military and political support in neighbouring countries or come from
border states that wish to transform the established political order by aiding rebel
groups or political militias from other states (Nalbandov, 2013; Schmidt, 2013). On
other occasions, it is ethnic groups that use violence to achieve objectives that go
beyond the state logic, and obtain help within and beyond the state borders in which
they operate based on shared identities, solidarity and common political objectives
(Elbadawi & Sambanis, 2000; Stavenhagen, 1996; Taras & Ganguly, 2015). The con-
sequences of the violent actions of these actors invariably result in serious violations of
human rights and a significant number of civilian victims (Raleigh & Choi, 2017;
Wood, Kathman, & Gent, 2012). Hence, it is of interest to examine, through spatial
modelling, the relationship between the participation of these actors in violent acts and
humanitarian consequences, especially with regard to the number of fatalities (Fjelde &
Hultman, 2013).

Although the effect of the participation of these violent actors on the mortality in
African conflicts is known, it has not been quantified in the literature. The contribu-
tions of this work consist of: a) quantifying to what extent the greater or lesser
involvement of these actors leads to variations in the mortality of each country; b)
determining to what extent the effects caused by these actors influence mortality in
neighbouring countries through contagion; and c) demonstrating how these effects are
not constant for all countries. These contributions are of interest both politically and
socially because they provide political institutions tools for estimating the effect of these
actors on mortality. For example, it has been observed that, globally, if the percentage of
violent events caused by rebels of a country increases by 1%, the percentage of fatalities
per event will increase by 6.4% in that country and by 1.7% in neighbouring countries.

A literature review and methods are displayed in the following sections. Also, the
sources of information, variables used and the results obtained are presented. The study
concludes with a discussion of the results and conclusions.

Literature review

There exist precedents in the literature that support the study of violent conflicts from
a spatial approach and the need to model the occurrence of such events. In the field of
geopolitics, some authors (Iqbal & Starr, 2015; Starr, 2013) argue that global policies
must be contextualized not only in time, but also in space, and emphasize that greater
focus should be placed on the spatial elements of socio-political phenomena. These
authors stress the importance of the relationship between space and time in order to
explain changes that occur in both dimensions. In a similar line, several studies (Collier,
2000; Van Evera, 2013) have shown the persistence of causal variables that determine
the presence of conflicts, such as cultural, ideological, ethnic, political, economic,
power-related and territorial variables. However, there is little research on the effect
of dependence and/or spatial heterogeneity on violent conflicts. The existence of spatial
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dependence or autocorrelation implies that a conflict in a given area may be key to
predicting an imminent conflict in a neighbouring area, because they have similar
causal characteristics and are proximate in space (Buhaug & Gleditsch, 2008). For
example, in two countries sharing several of the characteristics listed above and
proximate in space, conflict may be contagious (Drakos & Kutan, 2003). In contrast,
when spatial heterogeneity is present in conflicts, the effects of the causal variables
related to them do not necessarily have to be constant in space.

Since geopolitics studies the spatial causality of political events and their near or
future effects (O’Loughlin & Anselin, 1992), the use of quantitative spatial instruments
in this field is fully warranted. In this regard, geographical information systems (GIS)
are instruments that allow for the spatial management of information, while one of the
main objectives of spatial econometric techniques is to unveil and analyse causal
relations.

A fundamental aspect of spatial data analysis, and especially in spatial econometrics,
is the presence of spatial dependence in the phenomenon under study. This paper
focuses on determining if the mortality caused by violent conflicts is spatially distrib-
uted in a random way or, conversely, if the proximate regions in space have similar
values regarding the mortality of conflicts. Furthermore, the presence of spatial clusters
determines the existence of hot or cold spots, that is, areas where mortality is particu-
larly high or low, respectively. Spatial econometrics uses particularly appropriate sta-
tistical instruments to determine the presence of spatial dependence or autocorrelation
and spatial heterogeneity, hence its use in this work.

According to Longley, Goodchild, Maguire, and Rhind (2001), GIS are the result of
applying information technologies to the management of geographic information. GIS
also allow managing georeferenced information, as well as handling, analysing and
transforming spatial data. Although GIS have not been widely applied to the study of
violent conflicts in the past, they have become increasingly common (Cilliers, De Klerk,
& Sandham, 2013; Raleigh, Linke, Hegre, & Karlsen, 2010a; Weidmann, 2009; Wig &
Tollefsen, 2016). A review of the utility of GIS in the analysis of these conflicts can be
found in Buhaug and Lujala (2005) and Branch (2016).

Spatial econometrics has been applied particularly in regional and urban sciences
(Anselin, 2010). Although not vast, some research highlights the importance of using
this methodology together with GIS in geopolitics and in the study of violent conflicts
(Buhaug & Lujala, 2005; O’Loughlin & Anselin, 1992). In this regard, O’Loughlin (2008)
highlighted the scarcity of political geography studies using quantitative spatial analysis.
Pioneering works in this line of investigation include those of O’Loughlin (1986) and
O’Loughlin and Anselin (1992), who analysed international war conflicts using spatial
autoregressive models (SAR) or the work of Anselin (1995), who studied spatial clusters
of violent conflicts in Africa. Another research contribution in this area is that of
Gleditsch (2002), who examined the spatial dependence of war conflicts in different
decades and showed the presence of spatial dependence in certain years. This author
(Gleditsch, 2007) performed a spatial econometric analysis using an autologistic model
of civil wars with an international scope to detect the presence of spatial contagion.
Buhaug and Gleditsch (2008) used a logit econometric model to study the outbreak of
civil wars at the international level in the period 1950–2001. Cunningham and Sawyer
(2017) employed a multilevel spatial autologistic model to analyse self-determination
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claims and found evidence of spatial diffusion. Other works include those of Raleigh,
Witmer, O’Loughlin, and Denemark (2010b), who performed a spatial analysis of
conflicts in the Congo to detect their areas of influence and Weidmann and Ward
(2010), who conducted a space-time study of conflicts in Bosnia. In a similar line, Chi
and Flint (2013) studied the main interstate conflicts worldwide using geographically
weighted regression (GWR), O’Loughlin and Witmer (2011) used this method to study
violence in the North Caucasus of Russia, and Öcal and Yildirim (2010) analysed the
regional effects of terrorism on economic growth in Turkey.

The following methods have been used in this work: GIS, global and local spatial
autocorrelation tests, GWR and spatial econometric models. These instruments are
suited to the main objective of this study, which is to analyse the relationship between
the participation of actors involved in violent political events and the mortality
recorded in such events based on available statistical information regarding the spatial
location of the number of fatalities in these conflicts.

Methodology

In order to analyse whether the mortality caused by these events in African countries
is spatially dependent, global and local indicators of spatial association traditionally
applied in the field of spatial econometrics have been used. This type of analysis
allows us to determine if the spatial distribution of mortality presents global and
local autocorrelation. In order to detect global autocorrelation, Moran’s I statistic is
normally used, whereas local indicators of spatial association (LISA) are used to
detect local autocorrelation, that is, the existence of spatial clusters at the local level
(Anselin, 1995).

The analysis of global autocorrelation allows detecting if the spatial distribution of
the mortality is random or, conversely, if there exists a spatial autocorrelation structure.
As indicated, to detect the presence of global autocorrelation, we use Moran’s I test
(Moran, 1950):

I ¼ n
Pn

i¼1

Pn

j¼1
wij

Pn

i¼1

Pn

j¼1
wijðyi # !yÞðyj # !yÞ

Pn

i¼1
ðyi # !yÞ2

(1)

where yi is the i-th observation of the variable of interest; !y is its arithmetic mean and
wij are the spatial weights corresponding to countries i and j. These weights are the
elements of matrix W, which defines the ‘neighbourhood’ between the different coun-
tries. Moran’s I statistic provides a formal indicator of the degree of linear association
(positive or negative) between the values of the variable of interest (y) and the values
that variable takes in its neighbours (Wy).

In order to determine the presence of spatial clusters between the countries, a LISA
analysis was performed. This statistic not only determines the hot clusters formed by
countries with high mortality values next to countries with high values (high-high) or
countries with low mortality values next to countries with low values (low-low), but
also determines the presence of outliers (i.e. high-low or low-high). The analysis is
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performed using a local index obtained for each i-th country, which indicates if the
spatial concentrations of the variable of interest are higher or lower than expected.

In particular, the objective of this paper is to determine in which areas of the African
continent the spatial association is positive (i.e. countries with high mortality sur-
rounded by countries with high mortality or, conversely, countries with low mortality
surrounded by countries with low mortality) or negative (i.e. countries with high
mortality surrounded by countries with low mortality or, conversely, countries with
low mortality surrounded by countries with high mortality), which would indicate the
existence of outliers. The expression of the LISA statistic to detect the presence of
spatial clusters is as follows:

Ii ¼
yi # !y
S2

X

j2Ji
wijðyj # !yÞ (2)

where Ji is the set of neighbouring countries of country i and S2 is the variance.
There is a wide range of methods for modelling the relationship between a variable

of interest (in this case mortality) and a set of independent variables, such as the actors
involved in the conflicts or other auxiliary variables. The classical regression model uses
the OLS estimator, which has some limitations. One of them is that the observations
must be independent of each other to ensure the efficiency of the OLS estimators
(Anselin, 1988; Pace & LeSage, 2009). In the case of spatial data, such as those analysed
in this paper, this hypothesis is not always fulfilled due to the main law of geography
stated by Tobler (1970): ‘Everything is related to everything else, but near things are
more related than distant things.’ This association can be detected by quantifying the
presence of spatial autocorrelation in the dependent variable, in the independent
variables or in the perturbations. In addition, another of the basic assumptions of the
regression model is that the coefficients of the model are constant for all individuals
(spatial stationarity), which does not always have to be fulfilled.

There are three classic approaches for modelling the effects of geographical location
on spatial dependence in an econometric model (Anselin, 1988):

(1) Spatial lag model or spatial autoregressive model (SAR)

y ¼ ρWyþ α!þ Xβþ ε

ε ,Nð0; σ2ε IÞ
(3)

(2) Spatial error model (SEM):

y ¼ α!þ Xβþ u

u ¼ λWuþ ε
(4)

(3) Spatial Durbin model (SDM):

y ¼ ρWyþ α!þ XβþWXθþ ε (5)

where α is an n x 1 vector of the values of the dependent variable; β is an n x 1 vector of ones
associated with the intercept parameter Wy; X is an n x k matrix of the k explanatory
variables of the model, which is related to the vector of parameter ρ; W is an n x n spatial
weights matrix, wij, which reflects the spatial structure of the neighbourhood between
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observations; WX is a vector which represents the spatially lagged dependent variable
(endogenous interaction relationships), which is related to parameter θ; Wu denotes the
spatially lagged explanatory variables and λ is its associated vector; ε represents the spatially
lagged perturbations, Wy is its associated parameter and WX is a vector of independent,
identically distributed (i.i.d.) normal perturbations. It is important to note that models
including β̂ðsiÞ ¼ X0W&ðsiÞXð Þ#1X0W&ðsiÞY induce a global form of spillovers andW&ðsiÞ
represents local forms of spillover (Anselin, 2002).

In order to determine if an SAR or an SEM model is more adequate, the Lagrange
multiplier (LM) tests were used: the test for error dependence (LM-err) and the test for
endogenous spatially lagged dependent variables (LM-lag). When these last two statis-
tics were significant, following Anselin, Bera, Florax, and Yoon (1996), the robust LM-
err and robust LM-lag were used. If both are significant again, the model corresponding
to the statistic whose p-value is lower is selected. To determine if an SDM model is
more suitable than a SAR model, a likelihood ratio (LR) test is used (Elhorst, 2014).

The above methods are considered to be global since they assume that the model
parameters are spatially stationary. However, as indicated above, there are reasons to
assume that these parameters are not spatially stationary, thus warranting the use of
local models that consider spatial heterogeneity. A recent method that has been shown
to be suitable for modelling spatial heterogeneity is the previously mentioned GWR
method (Brunsdon, Fotheringham, & Charlton, 1996; Fotheringham, Brunsdon, &
Charlton, 2003; Paez & Scott, 2004). The GWR estimator takes the following form:

β̂ðsiÞ ¼ X0W&ðsiÞXð Þ#1X0W&ðsiÞY (6)

where βk is a n x n diagonal matrix containing the weights (ðI # ρWÞ#1βk) of the
observations. The influence of the observations surrounding observation i is given by
a kernel function, which will usually assign more weight to near locations in the space
than to those that are further away. Basically, there are two methods for determining
kernel size in GWR: fixed and adaptive. Both methods have pro and cons. Adaptive
kernel is preferred to ensure a valid amount of observation in each kernel and better
reflect the geographic realities caused by the variation in state size and the number of
neighbours across the space (Chi & Flint, 2013).

In this paper we have used R packages software: spdep (Bivand & Piras, 2015),
GWmodel (Gollini, Lu, Charlton, Brunsdon, & Harris, 2013), ggmap (Kahle &
Wickham, 2013) and sp (Pebesma & Bivand, 2005).

Study area, data and variables

In this paper, we study the mortality of politically violent events in countries of Africa
for the period 2014–2015. A period of two years has been considered in order to reduce
the number of countries in which these events caused no fatalities and have sufficient
information available to carry out the analysis. The main objective of spatial modelling
is to determine the impact of actors’ intervention on the mortality of violent political
events in countries of Africa. In this work, mortality has been associated with the
number of violent political events and also with the population size of each country.
Thus, we consider both the ratio between the number of fatalities in violent political
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events and the number of these events and the ratio between the number of fatalities in
these events and the population of the country.

Data sources and variables

In order to study the linkage between mortality and the intervention of the actors that
cause these violent political events in the African continent, diverse sources of informa-
tion have been used. The main database used to test the hypothesis on this linkage has
been the Armed Conflict Location & Event Data Project (ACLED) of 2016. In addition,
other sources of auxiliary information have been used to obtain contextual variables
which, according to the literature on the topic, could be related to the mortality
produced in these events. Some of these sources have developed indices, such as the
human development index, the democracy index and the global peace index, that are
used in research on various types of conflicts.

The ACLED database was developed by researchers at the University of Sussex
(Raleigh et al., 2010a). The database codes the dates and locations of violent political
events that occur within civil wars, periods of instability, public protests and the
breakdown of regimes. The events are georeferenced by means of geographic coordi-
nates of the location where the event has occurred. In addition to dating, locating and
classifying the type of event, information on the type of actor involved in each event
(rebels, government troops, armed groups, demonstrators and civilians) and interac-
tions between the different actors involved (government troops against rebels, govern-
ment troops against civilians, etc.) is also provided. The ACLED database has been used
in several studies (de Villiers, 2015; Dowd & Raleigh, 2013); Schutte & Weidmann,
2011), as it is considered to contain the most comprehensive subnational political
violence data (Raleigh, 2012). In addition, ACLED has an advantage over other conflict
databases in that it considers violent events that produce or do not produce fatalities
(Eck, 2012). ACLED is used here precisely because we are interested in analysing the
impact of the actions of different types of actors on the mortality rate of violent events,
whether these cause fatalities or not.

The Human Development Index (HDI) was created by the United Nations
Development Program (UNDP). The HDI is an aggregated social indicator that mea-
sures the quality of life of human beings by country. The index comprises three
dimensions: knowledge (literacy rate and schooling), a long and healthy life (life
expectancy) and basic income for a decent standard of living (GNI per capita)
(Srinivasan, 1994). The HDI has been widely used in various fields for the analysis of
sustainable development (Neumayer, 2001), the relation between corruption level and
human development (Akçay, 2006) or the importance of geographical factors to sustain
terrorist activities (Abadie, 2006), among others.

Moreover, The Economist Intelligence Unit’s Democracy Index provides a snapshot
of the state of democracy worldwide for 165 independent states. The 2014 index, which
is the one used in this paper, reflects a decrease in the level of democracy in three
regions: Latin America, the Middle East and North Africa and Sub-Saharan Africa
(Economist Intelligence Unit, 2015); two of which belong to the geographical area
under study.
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The Institute for Economics and Peace (IEP) is an independent, non-profit research
centre that has developed the Global Peace Index (GPI). The GPI information is
aggregated by country and has succeeded in generating a credible assessment (Barash
& Webel, 2013; Mac Ginty, 2013). This index takes into account a set of 23 variables,
including the perception of criminality, military expenditure, violent demonstrations,
political instability, political persecution, terrorism, relations with neighbouring coun-
tries, external and internal conflicts and displaced persons, among others.

Finally, additional sources of information used in this study include the Pew
Research Center’s Religion & Public Life (PRCRP), which reports on the percentage
of the population of each country belonging to the main religious groups, and the
African Development Bank Group, which provides information on the urban popula-
tion of each country in its database.

As indicated, mortality in each country is measured from two points of view in this
study. Firstly, mortality associated with the number of events is considered, for which
the ratio between the number of fatalities in violent political events and the number of
such events (ME) has been obtained. Secondly, mortality associated with population
size has been considered through the ratio between the number of fatalities in violent
political events and the country’s population in thousands of inhabitants in 2010 (MP).

To explain and model mortality, the previous sources of information have been used
as they provide information on the types of actors or aggressors involved in violent acts,
the contextual variables that quantify the quality of life for each country, the level of
democracy, the degree of violence in the country, the rural-urban distribution of the
population, religious diversity and the number of neighbouring countries. The expla-
natory variables are shown in Table 1.

An increase in the intervention of actors, such as PREBEL, PETHNIC and PPOLIT,
is expected to be associated with an increase in mortality. Table 2 shows the descriptive
statistics of the two variables used to measure mortality (ME and MP), the variables
capturing the types of actors involved in the events and the contextual variables. As can
be observed, the highest mean percentage corresponds to events in which protests
constitute the main actor (37.608%). This is followed by the mean percentage of
countries in which a political group (13.067%), rebel groups (5.967%), ethnic groups
(4.498%) and external actors (1.476%) intervene.

Moreover, the mean HDI for the African continent is 0.513, whereas this same figure
is, for example, 0.915 for the USA and 0.916 for Germany. The lowest HDI value in the
world corresponds to Niger (0.348) and the highest value to Norway (0.944). As for the
democracy index, the mean of the African countries is 4.068, while the country with the
highest democracy rate is Norway (9.93) and the country with the lowest is North Korea
(1.08). As for the mean GPI of the African continent in 2014 (2.269), it is close to the
mean in the USA (2.243), while in Germany, for example, it is 1.506. The lowest value in
the world corresponds to Iceland (1.196) and the highest value to Syria (3.684).

Results

During the period studied (2014–2015), 31,141 violent political events occurred in the 49
countries of Africa, which resulted in a total of 70,774 fatalities (source: ACLED). It should be
noted that more than 80% of the fatalities caused by these violent conflicts in Africa are
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concentrated in six countries (Nigeria, South Sudan, Somalia, Sudan, Libya and the Central
African Republic), which is in line with other works (de Villiers, 2015). The two events with
the greatest number of victims occurred in 2014 (around 600 fatalities) and 2015 (500
victims) in Maiduguri, Nigeria, with the main actor of both events being the Boko Haram
jihadist group. This group is playing an important geopolitics role, because it frequents
crossing the international boundaries (Elden, 2014).

Themean number of events per country is 635.531 and themean number of fatalities per
country is 1444.367, thus indicating the high level of mortality due to these events. The
mean mortality on the continent is 1.527 fatalities per event (obtained as the mean of the
values in column ME of Table 3), while the average mortality measured as the number of
fatalities per thousand inhabitants is 0.096 (See Table 2). Table 3 shows the number of
events, fatalities and mortality in relation to the events (ME) and the population size of the
countries. As can be observed, Somalia is the country with the highest number of events;
however, it is not the country with the highest number of fatalities, which is Nigeria. It
should be noted that although Niger and Cameroon do not have a high number of events,
both countries have a high number of fatalities, which explains why the events in these
countries show the highest level of fatalities per event (ME). The four countries that suffer
the most deadly violent events are Cameroon, Niger, Nigeria and Chad, which are
geographically contiguous and occupy the western part of central Africa, as shown in
Figure 1(a). Moreover, in terms of fatalities per thousand inhabitants (MP), the four
countries with the highest mortality are South Sudan, Somalia, the Central African
Republic and Libya (see Figure 1(b)).

As shown in Figure 1(a), mortality related to number of events in these African
countries is not randomly distributed across the continent, but rather there is a group of
countries with high mortality in the central strip and countries with low mortality in
the south and north-west, thus suggesting the presence of spatial dependence. However,
this spatial relationship is not clearly seen in the spatial distribution of mortality related
to population size (see Figure 1(b)).

In order to detect the presence of global spatial autocorrelation, Moran’s I statistic
was used with three different conceptualizations of spatial relationships between states
(W): (1) inverse distance between the centroids of states; (2) inverse distance squared
between the centroids of states; and (3) physical contiguity between states. In the last
case, the spatial weight is 1 for two countries sharing some common border and 0

Table 2. Descriptive statistics on mortality, types of actors and contextual variables.
Min Mean Max Q1 Median Q3 SD

Mortality ME 0.000 1.527 9.775 0.133 0.348 2.024 2.372
MP 0.000 0.096 1.152 0.002 0.004 0.042 0.256

Actors PREBEL 0.000 5.967 51.292 0.000 0.000 7.812 11.706
PETHNIC 0.000 4.408 18.509 0.325 2.542 8.571 4.824
PPOLIT 0.000 13.067 54.083 2.857 8.701 20.433 14.060
PEXT 0.000 1.476 22.222 0.000 0.000 0.529 4.120
PPROTEST 5.324 37.608 80.000 16.981 37.608 55.555 21.426

Contextual variables HDI 0.348 0.513 0.736 0.441 0.497 0.579 0.101
DEMI 1.490 4.068 7.820 3.030 3.760 5.175 1.534
GPI 1.770 2.269 3.327 1.981 2.189 2.409 0.426
UPOP 10.999 41.938 88.112 27.254 27.625 56.743 18.401
NEIGH 0.000 4.298 9.000 3.000 4.000 6.000 2.010
RELIGION 1.000 1.957 4.000 1.000 2.000 2.000 0.884
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otherwise. In all three cases, we have standardized the W matrix and the z-score is
based on the randomization null hypothesis computation, with 999 permutations. The
cut-off distance used for the inverse and inverse squared distance weights is the
Euclidean distance, which ensures every feature has at least one neighbour
(1,234 km). Table 4 shows the results of Moran’s I statistic for mortality associated
with number of events and population size. The results for the three conceptualizations

Table 3. Number of events, fatalities, mortality associated with events (ME) and
population size (MP) in countries of Africa.
Country Events Fatalities ME MP
Algeria 674 381 0.565 0.0107
Angola 24 23 0.958 0.0012
Benin 35 4 0.114 0.0004
Botswana 9 0 0.000 0.0000
Burkina Faso 280 59 0.211 0.0036
Burundi 549 701 1.277 0.0823
Cameroon 271 2649 9.775 0.1327
Central African Republic 1396 3855 2.761 0.8555
Chad 72 489 6.792 0.0425
Congo 51 15 0.294 0.0040
Congo DRC 1947 2971 1.526 0.0438
Côte d’Ivoire 209 58 0.278 0.0027
Djibouti 37 39 1.054 0.0444
Egypt 2155 735 0.341 0.0438
Equatorial Guinea 3 0 0.000 0.0000
Eritrea 9 20 2.222 0.0038
Ethiopia 236 900 3.814 0.0106
Gabon 52 3 0.058 0.0020
Gambia 32 3 0.094 0.0017
Ghana 130 45 0.346 0.0018
Guinea 94 46 0.489 0.0045
Guinea-Bissau 6 22 3.667 0.0134
Kenya 778 1078 1.386 0.0264
Lesotho 18 5 0.278 0.0024
Liberia 189 31 0.164 0.0076
Libya 2605 5273 2.024 0.8056
Madagascar 262 656 2.504 0.0326
Malawi 91 22 0.242 0.0020
Mali 357 791 2.216 0.0594
Mauritania 31 1 0.032 0.0003
Morocco 308 22 0.071 0.0007
Mozambique 195 121 0.621 0.0052
Namibia 159 9 0.057 0.0041
Niger 106 977 9.217 0.0615
Nigeria 3098 22,619 7.301 0.0326
Rwanda 45 9 0.200 0.0009
Senegal 291 12 0.041 0.0009
Sierra Leone 49 4 0.082 0.0007
Somalia 5274 8410 1.595 0.8986
South Africa 2594 345 0.133 0.0068
South Sudan 1803 9516 5.278 1.1520
Sudan 2605 7247 2.782 0.1678
Swaziland 20 3 0.150 0.0025
Tanzania 124 60 0.484 0.0013
Togo 35 8 0.229 0.0012
Tunisia 770 268 0.348 0.0258
Uganda 353 221 0.626 0.0065
Zambia 236 23 0.097 0.0017
Zimbabwe 474 25 0.053 0.0007
Total 31,141 70,774 – –
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of spatial relationships show the existence of global spatial autocorrelation at a 99%
confidence level for mortality related to number of events (ME), since the p-value is less
than 0.01. However, this does not occur for population-related mortality (MP). This
may be due to the existence of extreme values, such as those corresponding to South
Sudan or Libya, which are surrounded by low values.

Therefore, it can be stated that the number of fatalities per event in a country might
be explained by the mortality values in neighbouring countries. This may be due to
a contagion effect between proximate countries such that that mortality in African
countries is affected by variables of the surrounding areas, which causes countries
within a given region to be affected in a similar form by these factors. In turn, this
means that countries near in space will present similar mortality values. The notion of
spatial contagion in geopolitics and the spatial diffusion of wars is not new (Most &
Starr, 1980), and has been reported in other works (Starr & Most, 1983) which consider
international conflicts to be contagious from one country to another in a pattern similar
to the spread of epidemics (Rapoport, 1960). In fact, the Great Lakes region constitutes
a laboratory for the contagion of armed conflict and structural violence. Indeed, armed
groups in the region have acted in different states driven by ethnic and tribal affinities,
economic interests and common political objectives (Rafti, 2006). In this sense, the
policy diffusion literature emphasizes that actors in one national context may be
influenced by actors in other states (Böhmelt, 2016).

Although it is difficult in practice to choose the best W matrix (Anselin, Sridharan, &
Gholston, 2007), following Orford (2004), the results of Moran’s statistic (see Table 4)
reveal that the most significant statistics were produced by the first-order contiguity
(highest z-score). Hence, we have used this measure for both LISA and the spatial
econometric model.

In addition to detecting and characterizing the typology of global spatial autocorre-
lation using Moran’s I test, the presence of local autocorrelation has also been analysed.
For this purpose, spatial clusters of mortality in the African countries were analysed

Figure 1. Mortality associated with number of events (ME, Fig. a) and population size (MP, Fig. b).
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using the LISA statistic for a significance level equal to or lower than 5% (see Figure 2).
As can be seen in the figure, there is one large high-high cluster composed of Libya,
Niger, Chad, Sudan, Cameroon, Nigeria and the Central African Republic for mortality
associated to events (ME). This implies that each of these countries is also surrounded
by other countries with high mortality rates. A low-low cluster formed by Namibia,
Botswana, Zimbabwe, Mozambique and South Africa was also obtained, as well as
a low-high outlier country (Togo). As regards population-associated mortality (MP),
there is a high-high cluster formed by Sudan, South Sudan and the Central African
Republic. There is also a large low-low cluster comprised of Mozambique, Zimbabwe,
South Africa and Namibia and another one comprising Benin. In addition, there are
low-high outliers located around the high-high cluster. Some coincidences can be
observed between the high-high and low-low clusters of the ME and MP variables.

In order to analyse the effect of the intervention of the actors on mortality, different
regression models were specified, to explain both mortality associated with violent
political events (ME) and mortality associated with population size (MP). The type of
model specified in all cases is a semi-log model, in which the explained variable is
obtained by performing the log-transformation of mortality (ln(ME) = LME and
ln(MP) = LMP) in order to normalize the variable. Table 5 shows the estimates of
the regression models corresponding to the explained variables LME and LMP. In both

Table 4. Spatial autocorrelation of mortality associated with events (ME) and population (MP) in
Africa for different conceptualizations of spatial relationships.

Moran’s I z-Score p-Value

ME MP ME MP ME MP

Inverse distance 0.3247 0.0623 3.8823 0.9863 0.0000 0.1620
Inverse distance squared 0.2839 0.0479 3.1150 0.7409 0.0009 0.2294
First-order contiguity 0.350 0.0638 3.9629 0.9597 0.0000 0.1686

Figure 2. Spatial clusters obtained by the LISA statistic. Mortality per event (a) and mortality per
1000 inhabitants (b). Clusters with p-value = 0.05 are shown.
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cases, the procedure is the same. First, both semi-log regression models are estimated by
OLS with the explanatory variables corresponding to the actors intervening in the
events and the contextual variables. These OLS models do not consider either depen-
dence or spatial heterogeneity. Secondly, the results of the robust LM and LM tests for
these models are analysed to verify if a SAR or SEM model is adequate. In addition, if
the SAR model is selected, an LR-test must also be performed to determine if an SDM is
more adequate (Elhorst, 2014). Finally, the last method was GWR, which allows us to
examine the spatial variations of the effects of the explanatory variables across the
African continent and permits us to consider spatial heterogeneity or spatial
nonstationarity.

No serious problems of multicollinearity were detected for either the LME model or
the LMP model, since for OLS the largest variance inflation factors (VIF) value among
all the independent variables was 3.095 for the LME model and for the LMP model
(smaller than 10).

Moreover, in the case of the LME model, the results of the LM test and the robust
LM test indicate that the SAR model is more adequate than the SEM model (see Table
5, LME), since the p-value of the robust LM lag is less than 0.05 and less than the robust
LM error. On the other hand, the likelihood ratio test (LR = 13.882, df = 11, p-value =
0.2396) indicates that the SAR model is more adequate than the SDM (Elhorst, 2014).

However, in the case of the LMP model, the LM and robust LM test results indicate
that neither a SAR model nor an SEM model is preferred, since the p-values of these
statistics are greater than 0.05. In addition, the ANOVA performed to test whether
there was a significant difference between the OLS model and the SAR model (LR =
0.621, p-value = 0.430) and between the OLS model and the SEM model (LR = 1.201,
p-value = 0.273) indicate that the SAR and SEM models are not more adequate than the
OLS model.

Table 5 also shows the GWR estimates for both the LME and LMP models. To
determine the number of nearest neighbours, we used an adaptive bisquare kernel
which was chosen by minimizing the Akaike Information Criterion (AIC) using an
iterative approach (Fotheringham et al., 2003; Öcal & Yildirim, 2010). In this case, the
result was 44 nearest neighbours. To test global spatial nonstationarity, we used the F1
test (Leung, Mei, & Zhang, 2000), which indicated that there is no significant difference
between the OLS and GWR models, nor for the LME model (F1 = 1.174, df numerator
[dfn] = 27.403, df denominator [dfd] = 35, p-value = 0.676), the LMP model (F1 =
1.034, dfn = 27.403, dfd = 35, p-value = 0.542). The Monte Carlo test of spatial variation
was also performed (Brunsdon et al., 1996). In the case of the LME model, the p-values
of UPOP and HDI are less than 0.05, thus indicating that only these two variables are
nonstationary at 95%, while in the case of the LMP model only the p-value of NEIGH is
less than 0.05, although GPI would be non-stationary at 90% (see Table 5).

Therefore, the LME-SAR model adequately captures global effects to explain
mortality associated with violent political events, while the LMP-OLS model ade-
quately captures global effects to explain mortality associated with population size
in African countries. In the OLS semi-log model, the direct effects are equal to the
coefficientsβk, which represent semi-elasticities, that is, the percentage variation
that occurs in mortality due to a unit increase in the corresponding explanatory
variable (Gujarati, 2009). However, in a model with spatial dependence, such as the
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SAR model, the coefficients do not represent the direct effects, and their inter-
pretation is therefore not valid (LeSage, 2008; Pace & LeSage, 2009). Hence, in
a SAR model, the direct effects are the diagonal elements of ðI # ρWÞ#1βk, and the
off-diagonal elements of this matrix are the indirect effects (Elhorst, 2014). The
indirect effects show the response of mortality in country j to a change in the
explanatory variables in any of the other neighbourhood countries (Debarsy, Ertur,
& LeSage, 2012). The sum of the direct and indirect effects are the total effects. The
direct, indirect and total effects are shown in Table 6. For example, if the events
caused by rebels (PREBEL) increase by 1% in a given country i, the percentage of
fatalities per event is expected to increase in that country by 6.4% (direct effects),
and will also cause a 1.7% increase in mortality in the neighbouring countries.
Therefore, if the variable PREBEL increases in country i, not only will the mortality
in that country increase (direct effect), but also in neighbouring countries (indirect
effect). On the other hand, the percentage of indirect effects to direct effects is
around 27%, while total effects account for 21%. This implies that the indirect
effects caused by spatial contagion are relevant in explaining the mortality of
neighbouring countries and the domino effect of violent political events among
neighbouring countries.

Discussion

The Moran tests show that mortality associated with events is spatially autocorrelated,
while mortality associated with population size is not. This confirms the hypothesis
regarding the spatial contagion of mortality caused by these events between neighbour-
ing countries. Moreover, the LISA analysis shows that there is a large hot spot of
mortality in Africa formed by Cameroon, Niger, Nigeria, Chad and the Central African
Republic associated with the number of violent political events occurring in these
countries, an issue which should be addressed in geopolitics. These results coincide
with the reality of these countries in recent years. Chad and the Central African
Republic have suffered very violent armed conflicts, while Nigeria and Niger continue
to be the scenario of clashes between state authorities and insurgent organizations,

Table 6. Direct, indirect and total effects.
Direct Indirect Total

Actors
PREBEL 0.064*** 0.017** 0.082***
PETHNIC 0.078*** 0.021** 0.099***
PPOLIT 0.024** 0.007 0.031**
PEXT 0.038** 0.010 0.048**
PPROTEST −0.019** −0.005* −0.024**
Contextual
DEMI −0.231*** −0.062* −0.294***
UPOP −0.0003 −0.000 −0.0004
HDI 1.184 0.320 1.504
GPI −0.344 −0.092 −0.437
NEIGH −0.057 −0.015 −0.073
RELIGION 0.133 0.036 0.169

Notes: Signif. codes: *** 0.01 ** 0.05 * 0.1.
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some of which are considered international terrorist groups. In the case of Cameroon,
its proximity to countries in conflict has led to an increase in violence, and a flow of
refugees and militia that the country’s authorities are finding very difficult to manage.

The results of the LME-SAR model (see Table 5) show that the effects of the diverse
actors on mortality related to the number of events have the expected signs and are
significant at the 95% level. In contrast, the only significant contextual variable at the
95% level is the level of democracy. In the LMP-OLS model, only the actions of rebels,
protests and the global peace index are significant at 95%. Therefore, both models show
that the actions of the rebels and protests directly influence mortality.

These data could be of use to international organizations in Africa and UN agencies
with a view to developing preventive policies and intervention strategies. Moreover, in
order to reduce mortality linked to the number of events, it would be advisable to
increase the level of democracy, since this would lead to a significant reduction in
mortality (Elbadawi & Sambanis, 2000). While it is desirable to reduce mortality linked
to population size, it would be more appropriate to control other variables, such as
crime, military spending, violent demonstrations, political instability, political persecu-
tion or terrorism, among others, which are linked to the GPI.

From a global spatial point of view, the LME-SAR model has detected the presence
of significant indirect spatial effects caused by the acts of rebels, ethnic groups and
external actors, as well as the number of protests and level of democracy of neighbour-
ing countries. This supports the hypothesis regarding the existence of spatial contagion
between neighbouring countries, which implies that actions occurring in one country
have repercussions on the mortality of its neighbouring countries.

Although the F1 tests of the GWR models did not detect global spatial nonstatio-
narity, the Monte Carlo tests did detect spatial heterogeneity in some variables (UPOP
and HDI in the LME-GWR model and GPI in the LMP-GWR model).

Conclusions

At present, the number of fatalities and massive violations of human rights as
a consequence of armed conflicts and contexts of structural violence is one of the
main concerns of international society. To address these issues, many of the resources
invested by states and international organizations are monopolized for the prevention,
pacification, reconstruction and treatment of victims. This study has used a spatial
approach to examine mortality in countries of Africa taking into account the participa-
tion of certain violent actors. Likewise, the existence of positive spatial autocorrelation
has been detected in mortality related to the number of events at both global and local
levels. This autocorrelation can be interpreted in the sense that the mortality per event
presents spatial contagion. In addition, mortality associated with events displays a high-
high spatial cluster in the centre-north area, thus indicating a high concentration of
mortality in this area. In contrast, low-low countries with low mortality are concen-
trated in the south. As regards mortality associated with population size, although no
autocorrelation was detected, a high-high cluster was observed in the central-eastern
area. This cluster is surrounded by low-high countries and a low-low cluster in the
south. Moreover, rebel groups and ethnic groups were found to be the main actors that
increase mortality levels in African countries, while the presence of protests is
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associated with lower mortality. The latter finding may be due to the fact that these
protests serve as an escape valve for social and political tension. It has also been shown
that the actions of these rebel and ethnic groups in one country have an effect on the
increase in mortality in neighbouring countries. This supports the idea that pacification
efforts should be directed mainly towards these actors, since such efforts would not only
be beneficial for the countries directly involved but also have a spillover effect on their
neighbours. In addition, the results show that acting on the variables that influence the
level of democracy of these countries could decrease the level of conflict and mortality.

Models such as the one presented in this research are useful in predicting the
geographical contexts in which a greater number of events with fatal results could
occur, taking into account the dependent and control variables that can be previously
identified in each case. These data could be of utility in guiding the decisions and
strategies that many states and international organizations adopt when designing
policies for cooperation and development and to promote democracy and fundamental
rights and freedoms.

Acknowledgments

This work was conducted within the framework of a research project granted by CEMIX and
financed by Banco Santander. We are also grateful to Colonel Ángel F. Blázquez Diéguez of the
Spanish Army for mentoring this research project.

Disclosure statement

No potential conflict of interest was reported by the authors.

Funding

This work was supported by the Banco Santander [CEMIX-6/16].

References

Abadie, A. (2006). Poverty, political freedom, and the roots of terrorism. American Economic
Review, 96(2), 50–56.

Akçay, S. (2006). Corruption and human development. Cato Journal, 26, 29.
Anselin, L. (1988). Spatial econometrics: Methods and models. Dordrecht: Kluwer Academic

Publishers.
Anselin, L. (1995). Local indicators of spatial association-LISA. Geographical Analysis, 2, 93–105.
Anselin, L. (2002). Under the hood issues in the specification and interpretation of spatial

regression models. Agricultural Economics, 27(3), 247–267.
Anselin, L. (2010). Thirty years of spatial econometrics. Regional Science, 89, 3–25.
Anselin, L., Bera, A. K., Florax, R., & Yoon, M. J. (1996). Simple diagnostic tests for spatial

dependence. Regional Science and Urban Economics, 26(1), 77–104.
Anselin, L., Sridharan, S., & Gholston, S. (2007). Using exploratory spatial data analysis to

leverage social indicator databases: The discovery of interesting patterns. Social Indicators
Research, 82, 287–309.

Barash, D. P., & Webel, C. P. (2013). Peace and conflict studies. Los Angeles: SAGE Publications,
Incorporated.

SOUTH AFRICAN GEOGRAPHICAL JOURNAL 19



Bivand, R., & Piras, G. (2015). Comparing implementations of estimation methods for spatial
econometrics. Journal of Statistical Software, 63(18), 1–36.

Böhmelt, T. (2016). The importance of conflict characteristics for the diffusion of international
mediation. Journal of Peace Research, 53(3), 378–391.

Bozeman, A. B. (2015). Conflict in Africa: Concepts and realities. New Jersey: Princeton
University Press.

Branch, J. (2016). Geographic information systems (GIS) in international relations. International
Organization, 70(4), 845–869.

Brunsdon, C., Fotheringham, A. S., & Charlton, M. E. (1996). Geographically weighted
regression: A method for exploring spatial nonstationarity. Geographical Analysis, 28(4),
281–298.

Buhaug, H., & Gleditsch, K. S. (2008). Contagion or confusion? Why conflicts cluster in space.
International Studies Quarterly, 52(2), 215–233.

Buhaug, H., & Lujala, P. (2005). Accounting for scale: Measuring geography in quantitative
studies of civil war. Political Geography, 24(4), 399–418.

Chi, S.-H., & Flint, C. (2013). Standing different ground: The spatial heterogeneity of territorial
disputes. GeoJournal, 78(3), 553–573.

Cilliers, D., De Klerk, T., & Sandham, L. (2013). Reflecting on GIS-related research in South
Africa: 1980–2012. South African Geographical Journal, 95(1), 70–90.

Collier, P. (2000). Economic causes of civil conflict and their implications for policy. Citeseer.
Working paper, Oxford University.

Collier, P., & Hoeffler, A. (2002). On the incidence of civil war in Africa. Journal of Conflict
Resolution, 46(1), 13–28.

Cunningham, K. G., & Sawyer, K. (2017). Is self-determination contagious? A spatial analysis of
the spread of self-determination claims. International Organization, 71(3), 585–604.

de Villiers, S. (2015). An overview of conflict in Africa in 2014. African Security Review, 24(1),
89–100.

Debarsy, N., Ertur, C., & LeSage, J. P. (2012). Interpreting dynamic space–Time panel data
models. Statistical Methodology, 9(1), 158–171.

Deng, F. M., Kimaro, S., Lyons, T., & Rothchild, D. (2010). Sovereignty as responsibility: Conflict
management in Africa. Washington, DC: Brookings Institution Press.

Dowd, C., & Raleigh, C. (2013). The myth of global Islamic terrorism and local conflict in Mali
and the Sahel. African Affairs, 112(448), 498–509.

Drakos, K., & Kutan, A. M. (2003). Regional effects of terrorism on tourism in three
Mediterranean countries. Journal of Conflict Resolution, 47(5), 621–641.

Dubrow, J. K., Slomczynski, K. M., & Tomescu-Dubrow, I. (2008). Effects of democracy and
inequality on soft political protest in Europe: Exploring the European social survey data.
International Journal of Sociology, 38(3), 36–51.

Easterly, W., & Levine, R. (1997). Africa‘s growth tragedy: Policies and ethnic divisions. The
Quarterly Journal of Economics, 112(4), 1203–1250.

Eck, K. (2012). In data we trust? A comparison of UCDP GED and ACLED conflict events
datasets. Cooperation and Conflict, 47(1), 124–141.

Economist Intelligence Unit. (2015). Democracy Index 2014: Democracy and its discontents.
Report from the Economist Intelligence Unit, 1–55.

Elbadawi, I., & Sambanis, N. (2000). Why are there so many civil wars in Africa? Understanding
and preventing violent conflict. Journal of African Economies, 9(3), 244–269.

Elden, S. (2014). The geopolitics of Boko Haram and Nigeria‘s ‘war on terror’. The Geographical
Journal, 180(4), 414–425.

Elhorst, J. P. (2014). Spatial econometrics: from cross-sectional data to spatial panels. Berlin:
Springer.

Fjelde, H., & Hultman, L. (2013). Weakening the enemy a disaggregated study of violence against
civilians in Africa. Journal of Conflict Resolution, 58(7), 1230–1257.

Fotheringham, A. S., Brunsdon, C., & Charlton, M. (2003). Geographically weighted regression:
The analysis of spatially varying relationships. UK: John Wiley & Sons.

20 J. CHICA-OLMO ET AL.



Gleditsch, K. S. (2002). All international politics is local: The diffusion of conflict, integration and
democratization. Ann Arbor, MI: University of Michigan Press.

Gleditsch, K. S. (2007). Transnational dimensions of civil war. Journal of Peace Research, 44(3),
293–309.

Gollini, I., Lu, B., Charlton, M., Brunsdon, C., & Harris, P. (2013). GWmodel: An R package for
exploring spatial heterogeneity using geographically weighted models. Journal of Statistical
Software, 63(17), 1–50.

Grebmer, V., Bernstein, J., Prasai, N., Yin, S., Yohannes, Y., & Waal, A. D. (2015). Global hunger
index: Armed conflict and the challenge of hunger-2015. Dublin: International Food Policy
Research Institute.

Gujarati, D. N. (2009). Basic econometrics. United States: McGraw-Hill Education.
Ikejiaku, B.-V. (2009). The relationship between poverty, conflict and development. Journal of

Sustainable Development, 2(1), 15.
Iqbal, Z., & Starr, H. (2015). Introduction: Spaces and Places: Geopolitics in an era of

globalization. International Studies Review, 17(1), 1–5.
Kahle, D., & Wickham, H. (2013). ggmap: Spatial Visualization with ggplot2. R Journal, 5(1),

144–161.
Kaldor, M. (2013). New and old wars: Organised violence in a global era. UK: John Wiley & Sons.
Le Billon, P. (2001). The political ecology of war: Natural resources and armed conflicts. Political

Geography, 20(5), 561–584.
Le Billon, P. (2013). Fuelling war: Natural resources and armed conflicts. London: Routledge.
LeSage, J. P. (2008). An introduction to spatial econometrics. Revue d‘économie industrielle, 123,

19–44.
Leung, Y., Mei, C.-L., & Zhang, W.-X. (2000). Statistical tests for spatial nonstationarity based on

the geographically weighted regression model. Environment and Planning A, 32(1), 9–32.
Longley, P. A., Goodchild, M. F., Maguire, D. J., & Rhind, D. W. (2001). Geographic information

systems and science. UK: John Wiley & Sons Ltd.
Mac Ginty, R. (2013). Indicators+: A proposal for everyday peace indicators. Evaluation and

Program Planning, 36(1), 56–63.
Moran, P. A. (1950). Notes on continuous stochastic phenomena. Biometrika, 37(1/2), 17–23.
Most, B. A., & Starr, H. (1980). Diffusion, reinforcement, geopolitics, and the spread of war.

American Political Science Review, 74(04), 932–946.
Nalbandov, R. (2013). Foreign interventions in ethnic conflicts. UK: Ashgate Publishing, Ltd.
Neumayer, E. (2001). The human development index and sustainability—a constructive propo-

sal. Ecological Economics, 39(1), 101–114.
O‘Loughlin, J. (1986). Spatial models of international conflicts: Extending current theories of war

behavior. Annals of the Association of American Geographers, 76(1), 63–80.
O‘Loughlin, J. (2008). Spatial analysis in political geography. USA: Blackwell.
O’Loughlin, J., & Anselin, L. (1992). Geography of international conflict and cooperation: Theory

and methods. USA: Gordon and Breach Science Publishers.
O’Loughlin, J., & Witmer, F. D. (2011). The localized geographies of violence in the North

Caucasus of Russia, 1999–2007. Annals of the Association of American Geographers, 101(1),
178–201.

Öcal, N., & Yildirim, J. (2010). Regional effects of terrorism on economic growth in Turkey:
A geographically weighted regression approach. Journal of Peace Research, 47(4), 477–489.

Orford, S. (2004). Identifying and comparing changes in the spatial concentrations of urban
poverty and affluence: A case study of inner London. Computers, Environment and Urban
Systems, 28(6), 701–717.

Pace, R., & LeSage, J. (2009). Introduction to spatial econometrics. UK: Taylor & Francis Group.
Páez, A., & Scott, D. M. (2004). Spatial statistics for urban analysis: A review of techniques with

examples. GeoJournal, 61(1), 53–67.
Pearlman, W., & Cunningham, K. G. (2012). Nonstate actors, fragmentation, and conflict

processes. Journal of Conflict Resolution, 56(1), 3–15.

SOUTH AFRICAN GEOGRAPHICAL JOURNAL 21



Pebesma, E. J., & Bivand, R. S. (2005). Classes and methods for spatial data in R. R News, 5(2),
9–13.

Pettersson, T., & Wallensteen, P. (2015). Armed conflicts, 1946–2014. Journal of Peace Research,
52(4), 536–550.

Rafti, M. (2006). Rwandan Hutu Rebels in Congo/ Zaire,1994-2006: An extra-territorial civil war
in a weak state. L’Afrique des grands lacs: Annuaire, 2005–2006, 55–83.

Raleigh, C. (2012). Violence against civilians: A disaggregated analysis. International Interactions,
38(4), 462–481.

Raleigh, C, & Choi, H. J. (2017). Conflict dynamics and feedback: explaining change in violence
against civilians within conflicts. International Interactions, 43(5), 1–31.

Raleigh, C., Linke, A., Hegre, H., & Karlsen, J. (2010a). Introducing ACLED-armed conflict
location and event data. Journal of Peace Research, 47(5), 651–660.

Raleigh, C., Witmer, F., O’Loughlin, J., & Denemark, R. A. (2010b). A review and assessment of
spatial analysis and conflict: The geography of war. The International Studies Encyclopedia, 10,
6534–6553.

Rapoport, A. (1960). Fights games and debates. Ann Arbor, MI: University of Michigan.
Reed, W. (2000). A unified statistical model of conflict onset and escalation. American Journal of

Political Science, 44, 84–93.
Salehyan, I., Siroky, D., & Wood, R. M. (2014). External rebel sponsorship and civilian abuse: A

principal-agent analysis of wartime atrocities. International Organization, 68(3), 633–661.
Schmidt, E. (2013). Foreign intervention in Africa: From the cold war to the war on terror (Vol. 7).

UK: Cambridge University Press.
Schutte, S., & Weidmann, N. B. (2011). Diffusion patterns of violence in civil wars. Political

Geography, 30(3), 143–152.
Srinivasan, T. N. (1994). Human development: A new paradigm or reinvention of the wheel? The

American Economic Review, 84(2), 238–243.
Starr, H. (2013). On geopolitics: Spaces and places. International Studies Quarterly, 57(3),

433–439.
Starr, H., & Most, B. A. (1983). Contagion and border effects on contemporary African conflict.

Comparative Political Studies, 16(1), 92–117.
Stavenhagen, R. (1996). Ethnic conflicts and the Nation-State. Great Britain: Springer.
Stewart, F. (2003). Conflict and the millennium development goals. Journal of Human

Development, 4(3), 325–351.
Stewart, F., Humphreys, F. P., & Lea, N. (1997). Civil conflict in developing countries over the

last quarter of a century: An empirical overview of economic and social consequences. Oxford
Development Studies, 25(1), 11–41.

Taras, R., & Ganguly, R. (2015). Understanding ethnic conflict. New York, NY: Routledge.
Tobler, W. (1970). A computer model simulation of urban growth in the Detroit region.

Economic Geography, 46:2, 234–240.
Van Evera, S. (2013). Causes of war: Power and the roots of conflict. USA: Cornell University

Press.
Weidmann, N. B. (2009). Geography as motivation and opportunity: Group concentration and

ethnic conflict. Journal of Conflict Resolution, 53(4), 526–543.
Weidmann, N. B., & Ward, M. D. (2010). Predicting conflict in space and time. Journal of

Conflict Resolution, 54(6), 883–901.
Wig, T., & Tollefsen, A. F. (2016). Local institutional quality and conflict violence in Africa.

Political Geography, 53, 30–42.
Wood, R. M., Kathman, J. D., & Gent, S. E. (2012). Armed intervention and civilian victimization

in intrastate conflicts. Journal of Peace Research, 49(5), 647–660.

22 J. CHICA-OLMO ET AL.


