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Resumen

Esta tesis está enmarcada dentro del ámbito del electromagnetismo computacional. Al

igual que sus homólogos numéricos en otras áreas de la fı́sica, el electromagnetismo compu-

tacional ha venido cobrando cada vez mayor importancia en las últimas décadas, pues

permite obtener soluciones a problemas complejos que serı́an inabarcables analı́ticamente.

Además, el uso de métodos numéricos es particularmente interesante en etapas de diseño

en procesos industriales, pues permite recrear entornos sintéticamente, evitando ası́ la cons-

trucción de prototipos fı́sicos y, por tanto, ahorrando tiempo y costes. Dentro de los métodos

numéricos en electromagnetismo, el algoritmo de las diferencias finitas en el dominio del

tiempo (FDTD en inglés) es conocido por su sencillez y eficiencia. Esta técnica require de

una discretización completa y estructurada del espacio computacional en celdas ortoédri-

cas, lo que le confiere una particular robustez y eficiencia computacional al ser fácilmente

paralelizable. No obstante, es esta misma naturaleza estructurada la que le otorga algunas

de sus principales limitaciones. En primer lugar, las celdas no permiten capturar adecuada-

mente la curvatura de aquellos materiales que no estén orientados según ejes cartesianos.

En segundo lugar, nos encontramos los denominados problemas multiescala: la presencia

de detalles pequeños en una simulación nos obliga a utilizar una malla suficientemente fina

que nos permita resolverlos, obligando con ello a malgastar recursos computacionales en

otras partes de la simulación que no contengan información geométrica relevante. El primer

problema se puede resolver mediante la utilización de mallas conformes, pues estas otorgan

una mayor flexibilidad en la geometrı́a de los materiales. Por otro lado, existen modelos

subcelda que permiten resolver problemas especı́ficos en casos multiescala en FDTD, sin

embargo, no existe ninguna solución universal. En este contexto, los métodos de subma-

llado (subgridding en inglés) constituyen un prometedor campo de estudio al tratarse de

una familia de técnicas que permiten refinar partes especı́ficas de las simulaciones en cel-

das más pequeñas, dividiendo por tanto el dominio computacional en distintas regiones con

diferentes niveles de discretización espacial. Especı́ficamente, esta tesis estudia un método

originalmente publicado en 1997, y posteriormente denominado en la literatura “Orthogo-

nalized Integral-based Subgridding” (OI-SG). Este trabajo está centrado en la derivación de

este método, su implementación para casos de simulación arbitrarios, el estudio de sus pro-

piedades numéricas, su precisión y eficiencia en casos numéricos reales, y la identificación

de los puntos fuertes y desventajas que ofrece.
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Partiendo de las ecuaciones de Ampère y Faraday en su forma integral, y del formalis-

mo de la malla principal-dual en FDTD, el método OI-SG obtiene una formulación explı́cita

que permite conectar de forma natural las regiones finas y gruesas. Opcionalmente, se pro-

pone una metodologı́a de paso temporal local basado en diferencias finitas no centradas que

permite proveer de una diferente discretización temporal en ambas regiones. El refinamien-

to se puede aplicar de manera recursiva, llevando con ello a distintos niveles de submallado

anidados. Adicionalmente, este método propone una deformación de las celdas entre los dis-

tintos niveles de submallado, logrando con ello la ortogonalización de ciertas componentes

electromagnéticas discretas. Esta deformación es definida a través de un parámetro de or-

togonalización, y en este trabajo se demuestra que existe un valor óptimo que maximiza la

estabilidad del algoritmo.

La estabilidad del método OI-SG es analizada mediante tres metodologı́as distintas. Es-

tas metodologı́as buscan identificar, en función del parámetro de ortogonalización, cuál es

el paso temporal más alto que se puede utilizar sin que el método sea inestable. Esto se hace

identificando el valor estable más alto del denominado número de Courant-Friedrichs-Lewy

(CFLN), que se trata de un parámetro adimensional proporcional al paso temporal clásica-

mente utilizado en FDTD y sus submétodos. En primer lugar, se obtiene una aproximación

analı́tica de la condición necesaria para lograr estabilidad. Si bien no es rigurosa, su vali-

dez es verificada mediante las siguientes metodologı́as empleadas para la implementación

con paso temporal local. Además, esta expresión analı́tica nos aporta información acerca de

cuáles son las componentes discretas más crı́ticas en la estabilidad, y esto es más adelante

utilizado para desarrollar otra metodologı́a para aumentar el valor del CFLN. En segundo

lugar, se utiliza un método heurı́stico consistente en comprobar la conservación de la energı́a

en una simulación tras un gran número de iteraciones, tı́picamente del orden de millones.

En tercer lugar, se utiliza una metodologı́a basada en el análisis espectral del operador de

evolución temporal que permite hallar inestabilidades tardı́as en sistemas diagonalizables.

Adicionalmente, se proporciona una variante del método espectral válida para sistemas no

diagonalizables. Mediante las metodologı́as descritas, el valor óptimo del parámetro de or-

togonalización y el CFLN son obtenidas para la implementación tanto con paso temporal

global como local.

Para enfocar el problema de la dispersión numérica, en primer lugar, se analiza un pro-

blema de submallado en un escenario 1D. La expresión que rige la reflexión numérica en

función de la frecuencia se obtiene analı́ticamente asumiendo un paso temporal global. Por

otro lado, se demuestra que no existe solución analı́tica para la reflexión numérica con ondas
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sinusoidales en el caso con paso temporal local, pero esta se aproxima mediante el compor-

tamiento asintótico para altos refinamientos. En ambos casos, se obtienen reflexiones muy

similares con una convergencia de segundo orden. En el caso 3D, las reflexiones son estu-

diadas numéricamente mediante simulaciones con incidencia normal, y los resultados son

comparados con la reflexión numérica en 1D. Se muestra que, en el caso 3D, la conver-

gencia cae a primer orden. La dispersión y la convergencia son estudiadas numéricamente

mediante un caso canónico: una caja vacı́a con condiciones periódicas que contiene una re-

gión submallada. La matriz de evolución es obtenida para distintos refinamientos y, en cada

caso, se calculan los autoestados y autovalores correspondientes. Se identifica el autoestado

que mejor se ajusta al modo armónico fundamental en una de las direcciones de la caja y, a

partir del autovalor correspondiente, se obtiene la frecuencia numérica. Dicha frecuencia es

comparada con el valor analı́tico y se obtiene que la convergencia cae de segundo a primer

orden al aumentar el refinamiento. El coste computacional del cálculo de los autoestados

crece significativamente al aumentar el refinamiento y, por ende, las conclusiones obtenidas

de este análisis están limitadas al rango que ha podido ser computado.

Diversas modificaciones para el método OI-SG son propuestas. En primer lugar, a partir

de la información obtenida mediante la expresión analı́tica para la estabilidad, se desarrolla

una técnica de celdas localmente agrandadas (LECT en inglés). Mediante el método espec-

tral, se demuestra que esta metodologı́a permite aumentar el valor del CFLN. En segundo

lugar, se expone un método alternativo para lograr un paso temporal local sin recurrir a

diferencias finitas no centradas, mediante el uso de interpolaciones y extrapolaciones. Se

encuentra que este esquema es incondicionalmente inestable.

Con intención de lograr una implementación del método OI-SG para casos de simu-

lación arbitrarios, se propone e implementa una metodologı́a de mallado adaptativo. Esta

técnica permite lograr simulaciones cuyas zonas refinadas se generan automáticamente en

base a los objetos materiales presentes en el problema. Además, dentro de esta metodologı́a

se propone la posibilidad de dejar un espaciado opcional entre los objetos y la frontera del

submallado. Se demuestra que este espaciado tiene un impacto positivo sobre la precisión

numérica. Se propone también una implementación de paralelización hı́brida OMP-MPI

que permite lograr una mayor eficiencia en la ejecución.

Finalmente, el método OI-SG es puesto a prueba en diversos casos de simulación en

escenarios variados para comprobar su desempeño. En primer lugar, se propone un caso

de simulación con una zona vacı́a submallada con forma esférica para evaluar las reflexio-

nes producidas por las fronteras numéricas. En segundo lugar, se evalúa la transmisión y
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la reflexión en una superficie selectiva en frecuencia (FSS en inglés), ası́ como el error en

la transmisión de una metasuperficie con ı́ndice de refracción negativo. En tercer lugar, se

evalúa la detectabilidad mediante la sección radar en una esfera metálica y dos casos de

baja observabilidad: la ojiva denominada NASA almond y el objeto de baja detectabilidad

FLAMME. En cuarto lugar, se evalúan diversos casos de compatibilidad electromagnética

que evalúan el blindaje proporcionado por diversas estructuras ante incidencia de campos

externos: una esfera conductiva con espesor, una caja metálica con dos ranuras, y un modelo

modificado del avión EV55 en el que se estudia la generación de corrientes en el fuselaje

y en cables contenidos en el interior de la cabina. En los casos de la NASA almond y el

avión EV55, el submallado es además combinado con mallas conformes. En primer lugar,

se observa que el uso del submallado permite aumentar la eficiencia en tiempo de cómpu-

to y, especialmente, en el uso de memoria, al reducir drásticamente el número de campos

electromagnéticos discretos presentes en una simulación. En todos los casos comprobados,

se observa que dejar un espaciado entre los objetos y la frontera de nivel más fina aumen-

ta significativamente la precisión numérica, aunque en algunos casos esto puede reducir

drásticamente la eficiencia del método. Partiendo de una malla gruesa, se comprueba que el

refinamiento mediante el submallado aumenta la precisión en términos generales. También

se observa que el uso de LECT, si bien aumenta la estabilidad, disminuye significativamente

la precisión, siendo por tanto poco apto en la mayor parte de escenarios. En los casos ejecu-

tados en combinación con mallas conformes, se observa que la eficiencia puede aumentar

significativamente más al utilizar refinamientos más gruesos, sin comprometer con ello la

precisión. En definitiva, se muestra el rendimiento del método OI-SG, tanto en términos de

eficiencia como de precisión, y con ello se comprueba su viabilidad como método numérico

fiable.



Abstract

This dissertation is embedded within the field of computational electromagnetics (CEM).

Similar to its numerical counterparts in other areas of physics, the importance of CEM meth-

ods has increased in recent decades, as it allows us to obtain solutions to complex problems

that would be impossible to solve analytically. Furthermore, the use of numerical methods is

particularly interesting in design stages in industrial processes, as it allows environments to

be recreated synthetically, thus avoiding the construction of physical prototypes and, there-

fore, saving time and costs. Among numerical methods in electromagnetism, the finite-

difference time-domain (FDTD) algorithm is known for its simplicity and efficiency. This

technique requires a complete and structured discretization of the computational space in

cells shaped as rectangular cuboids, thus providing particular robustness and computational

efficiency as it is easily parallelizable. However, this same structured nature also results

in some of the main limitations of the method. First, the cells do not adequately capture

the curvature of materials that are not oriented along Cartesian axes. Second, we find the

so-called multiscale problems: the presence of small details in a large simulation enforces a

sufficiently fine mesh to capture them, thereby forcing us to waste computational resources

in other parts of the simulation that do not contain relevant geometric information. The first

problem can be solved by using conformal meshes, as these provide greater flexibility in

the geometry of the materials. On the other hand, subcell models have been proposed in

the literature to solve specific problems in multiscale cases in FDTD. However, a universal

solution has not been yet found. In this context, subgridding methods constitute a prom-

ising field as they are a family of techniques that allow the refinement of specific parts of

the simulations into smaller cells, therefore dividing the computational domain into differ-

ent regions with different levels of spatial discretization. Specifically, this thesis studies a

method originally published in 1997 and later denoted in the literature as the orthogonal-

ized integral-based subgridding (OI-SG) method. This work is focused on the derivation

of this method, its implementation for arbitrary simulation cases, the study of its numerical

properties, its precision and efficiency in real numerical cases, and the identification of its

strong and weak points.

Starting from the Ampère and Faraday equations in their integral form, and using the

formalism of the main-dual grids in FDTD, the OI-SG method obtains an explicit formu-

lation that allows the fine and coarse regions to be connected naturally. Optionally, a local

XI
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time stepping methodology based on non-centered finite differences is proposed, thus al-

lowing us to use a different temporal discretization in both regions. Refinement can be

applied recursively, thus leading to nested subgridding regions. Additionally, this method

proposes a deformation of the cells between the different subgridding levels, thereby achiev-

ing the orthogonalization of certain discrete electromagnetic components. This deformation

is defined by an orthogonalization parameter, and it is shown that an optimal value exists

such that the stability of the algorithm is maximized.

The stability of the OI-SG method is analyzed using three different methodologies.

These methodologies seek to identify the highest stable time step that can be used based

on the orthogonalization parameter. This is done by identifying the highest stable value

of the so-called Courant-Friedrichs-Lewy number (CFLN), which is a dimensionless para-

meter proportional to the time step and classically used in FDTD and its submethods. First,

an analytical approximation of the required condition to achieve stability is obtained. Al-

though it is not rigorous, its validity is verified through the following methodologies for

the executions with local time stepping. Furthermore, this analytical expression provides

us with information about which discrete components are most critical to stability, and this

is later used to develop another methodology to increase the value of the CFLN. Second, a

heuristic method is used consisting of checking the conservation of energy in a simulation

after a large number of iterations, typically on the order of millions. Third, a methodology

based on the spectral analysis of the evolution operator is used, allowing us to find late in-

stabilities in diagonalizable systems. Additionally, a variant of the spectral method valid for

non-diagonalizable systems is provided. Through the described methodologies, the optimal

values of the orthogonalization parameter and CFLN are obtained for the implementation

with both global and local time stepping.

As an approach to the problem of numerical dispersion, first, a 1D subgridding problem

is analyzed. The expression that governs the numerical reflection as a function of frequency

is obtained analytically assuming a global time stepping. On the other hand, it is shown

that there is no analytical solution for the numerical reflection with sinusoidal waves when

local time stepping is employed, but it can approximated by the asymptotic behavior for

high refinements. In both cases, very similar reflections are obtained with second-order

convergence. In the 3D case, the reflections are studied numerically through simulations

with normal incidence, and the results are compared with the numerical reflection in 1D.

It is shown that, in the 3D case, the convergence decays to first order. Dispersion and

convergence are studied numerically using a canonical case: an empty box with periodic
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conditions containing a subgridded region. The evolution matrix is obtained for different

refinements and, in each case, the corresponding eigenstates and eigenvalues are calculated.

The eigenstate that best fits the fundamental harmonic mode in one of the directions of

the box is identified and, from the corresponding eigenvalue, the numerical frequency is

obtained. This frequency is compared with the analytical value, and we find that the conver-

gence falls from second to first order as the refinement increases. The computational cost

of calculating the eigenstates grows significantly with increasing refinement and, therefore,

the conclusions obtained from this analysis are limited to the range that could be computed.

Various modifications of the OI-SG method are proposed. First, from the information

obtained through the analytical expression for stability, a locally enlarged cell technique

(LECT) is developed. Using the spectral method, this methodology is demonstrated to

allow larger stable values of CFLN. Second, an alternative method is presented to achieve

a local time stepping without resorting to non-centered finite differences through the use of

interpolations and extrapolations. This scheme is found to be unconditionally unstable.

To achieve an implementation of the OI-SG method for arbitrary simulation cases, an

adaptive mesh refinement methodology is proposed and implemented. This technique al-

lows us to obtain simulations whose refined regions are automatically generated based on

the material objects present in the problem. Furthermore, within this methodology, the

possibility of leaving an optional buffer spacing between the objects and the subgridding

boundary is proposed. This spacing is shown to have a positive impact on numerical pre-

cision. An implementation of a hybrid OMP-MPI parallelization scheme is also proposed

that allows greater efficiency in execution time.

Finally, the OI-SG method is tested in simulation cases in various scenarios to verify

its performance. First, a simulation case is proposed with an empty sphere-shaped sub-

gridded region to evaluate the reflections produced by the numerical boundaries. Second,

the transmission and reflection in a frequency-selective surface (FSS) are evaluated as well

as the error in the transmission of an all-angle negative refraction metasurface. Third, the

radar cross section is evaluated in a perfect electric conductor (PEC) sphere and two low

observability cases: the NASA almond ogive and the FLAMME stealth object. Fourth,

various electromagnetic compatibility (EMC) are studied: the shielding effectiveness (SE)

of a conductive spherical shell and a metal box with two slots is measured, and a modified

model of the EV55 aircraft is used to study the generation of currents in the fuselage and

cables present inside the cabin. In the cases of the NASA almond and the EV55 aircraft,

subgridding is also combined with conformal meshes. First, we observe that the usage of
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subgridding increases the efficiency in terms of computing time and, especially, in memory

usage by drastically reducing the number of discrete electromagnetic fields present in a sim-

ulation. In all tested cases, it is observed that leaving a finer spacing between the objects and

the level boundary significantly increases the numerical precision, although in some cases

this can drastically reduce the efficiency of the method. Starting from a coarse mesh, it is

verified that refinement through subgridding increases the precision in general terms. It is

also observed that the use of LECT, despite enhancing the stability, significantly decreases

precision, therefore being unsuitable for most scenarios. In cases executed in combination

with conformal meshes, it is observed that efficiency can be further increased significantly

by using coarser refinements without compromising accuracy. In short, the performance of

the OI-SG method is shown, both in terms of efficiency and precision, and thus its viability

as a reliable numerical method is verified.
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CHAPTER 1

Introduction

The present dissertation is framed within the field of the computational electromagnetic

(CEM) methods, focused specifically on subgridding (SG) techniques for the finite-difference

time-domain (FDTD) method. The research conducted over five years is thoroughly docu-

mented and presented in this manuscript. This introductory chapter aims to provide a brief

overview of the historical motivation that has led to this work. First, from an overview of

the general electromagnetics and the necessity of CEM methods, this chapter delves into

the specifics of the FDTD, subcell methods, and subgridding algorithms. Finally, it covers

the aims of this work, which are focused on the study and application of the orthogonalized

integral-based subgridding (OI-SG) method.

1.1 Overview of CEM methods

The equations of electromagnetism, also known as Maxwell’s equations, were first pub-

lished in 1865 [1]. They govern the behavior of electromagnetic phenomena, and since

their original publication, they have allowed for great advances in science and industry.

Maxwell’s equations can be formulated as a set of four expressions that relate electrical

charges, currents, and EM fields. The study of all the associated phenomena that emerge

from these physical laws has been a key point in the development of human society for the

last centuries, allowing for technologies such as circuitry and electromagnetic compatibility

(EMC) in air vehicles, antennas in telecommunications, radars, novel materials develop-

ment, etc. Over time, these technologies have become more complex, thus requiring more

advanced methodologies to assist in their design. An analytical approach can be taken to

predict the electromagnetic response of some designs, but the range of scenarios where such

solutions can be found is very limited. On the other hand, experimental setups can be built

and measured directly. However, in some design stages, especially when seeking to optim-

1
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ize a series of parameters, constant rework is required. This is impractical when working

with physical prototypes as can easily lead to prohibitive costs. Furthermore, experimental

setups involving complete objects, such as vehicles, aircraft, and ships, necessitate large

facilities, which may be unfeasible.

CEM methods

Rigorous
methods

Differential
formulation

Current-based

- PO/PTD
    TD
- FDTD
- TLM
- FEMTD
- FVTD
- DGTD
- FIT-TD

    FD
- FEM
- FDFD
- FIT-FD

- GO/GTD
- UTD

Optics

High-frequency
(asymptotic)

Integral
formulation

    TD
- MoMTD

    FD
- MoM

Figure 1.1: General classification of CEM methods.

Since the 1960s, with the advances of computation power, CEM entered the scene and

began an exponential growth that continues to this day. This approach consists of comput-

ing synthetic scenarios, namely simulations, via numerical approximations of Maxwell’s

equations. This allows us to simulate any possible environment as long as we can de-

rive a numerical approximation that can be computed with the present computer resources.

One possible classification of the CEM methods most commonly found in the literature is

provided in fig. 1.1. They are divided into full-wave (rigorous) methods and high frequency

(HF) methods. Rigorous methods are based on a discretization of Maxwell’s equations in

their entirety and are classified depending on whether they discretize the entire computa-

tional domain (differential formulation) or disconnected regions (integral formulation), and

whether they work in time-domain (TD) or frequency-domain (FD). An illustration of dif-

ferent types of discretization and examples of the methods that use them is provided in

fig. 1.2. On the other hand, asymptotic methods are based on approximations in the high-

frequency limit. A brief description of some of the main methods is provided below:

• HF methods: This family of methods is characterized by considering the asymptotic

behavior at high frequencies, i.e. the limit at which the object sizes are much greater

relative to the wavelength [2]. They typically have much less associated computa-

tional cost as we converge to high-frequency scenarios, at the expense of being only

valid within this scope. Ray-optic methods are based on the laws of reflection and re-
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fraction supported by ray-tracing methods. In this regard, geometrical optics (GO) are

very efficient since they only need to keep track of the light rays, but they don’t prop-

erly reproduce phenomena such as interference or diffraction. Geometric theory of

diffraction (GTD) [3] was designed for this purpose, incorporating wave information

into GO. Similarly, uniform theory of diffraction (UTD) extends GTD by incorporat-

ing near-field phenomena [4–6]. Closer to full-wave methods, we find physical optics

(PO) and physical theory of diffraction (PTD), which incorporate tangential surface

currents to the calculus when rays impact a surface to GO and GTD [2, ch. 7].

• Method of moments (MoM): Also known as the method of weighted residuals, it

is one of the most applied ones in areas related to scattering and radiation [7, 8]. It

operates in the frequency domain and requires a discretization of the objects present

in the simulation, but not the free space. Each discretized element is then typically

assigned a surface current consisting of an unknown linear combination of functions

from a given basis, and interactions between elements are calculated using Green’s

functions. By minimizing the residual error, the resulting configuration forms a linear

system of algebraic equations that must then be solved. Even though this is a highly

accurate method, it requires large matrix inversions in order to solve the system, thus

making it computationally intensive. MoM-TD is variation of MoM in time-domain,

although this formulation is less common [9, 10].

• Finite element method (FEM): Similar to MoM, FEM operates in the frequency do-

main and attempts to obtain a solution by minimizing the residual error [8]. Contrary

to MoM, this method discretizes the whole computational domain into tetrahedrons,

including free space, and therefore requires the usage of boundary conditions (BC)

in the computational limits, typically consisting of perfect electric conductor (PEC)

or absorbing boundary conditions (ABCs). By applying a variational formulation,

a system of linear algebraic equations is obtained, which must be then solved. One

of the main advantages of FEM is that, similarly to MoM, it adapts naturally to ob-

jects curvatures and small details, thus providing good accuracy. Additionally, unlike

MoM, it adapts properly to bulk materials with continuous transitions or anisotropic

behavior, and the complexity also scales slower than MoM. However, the discretiz-

ation of the whole computational domain can lead to high memory usage depending

on the case.

• Finite-difference time-domain (FDTD): Similar to FEM, FDTD requires a discret-
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ization of the whole computational domain. However, FDTD follows a lattice struc-

ture, thus dividing the domain into a set of rectangular cuboids. More details about

this method are provided in the next section and a technical discussion in section 2.1.

• Other methods: Finite-difference frequency-domain (FDFD) is the frequency-domain

counterpart of FDTD. Similarly to MoM and FEM, it requires solving a system of al-

gebraic equations. [11] Finite volume time domain (FVTD) is similar to FEM-TD

but uses volumes as elements instead of surfaces and averages the magnitudes within

them [12]. Discontinuous galerkin time domain (DGTD) is similar to FEM, but al-

lowing for discontinuous function basis [13] Transmission-line-matrix (TLM) meshes

the entire computational domain and models the EM field by an analogy with trans-

mission lines [14]. Finite integration technique (FIT) is similar to FDTD but uses the

integral formulation of Maxwell’s equations [15, 16]. It still requires a discretization

of the whole computational domain, but allows certain distortions of the grid, thus

allowing it to adapt better to the problem geometry.

Figure 1.2: Examples of typical CEM discretizations and methods that use them.

No CEM method is suited for all tasks, each one providing trade-offs, thus requiring the

user to weigh them and decide which one works better for their purpose. Particularly, TD

methods are especially useful in cases where we require to determine the causality after a

certain impulse containing a broad frequency band, or if the simulation contains non-linear

materials. In this context, the present work focuses on the well-known FDTD method.
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1.2 FDTD and limitations

FDTD method, also known as Yee’s method, is a central piece of this work. A technical

discussion is provided in section 2.1, however, an introduction to this method and its limita-

tions is provided in what follows. Additionally, for a full comprehension of the method and

many of its variations and submethods, the reader is encouraged to refer to [17] or [18].

FDTD was originally formulated by Yee in 1966 [19]. It requires a full discretization

of the computational domain into a set of two staggered grids: one representing the electric

field and the other one representing the magnetic field. The minimal voxels provided by

these grids are called cells. These fields are configured in such a way that electric field

components rotate around magnetic ones and vice versa. Additionally, a singular charac-

teristic of this method is that discrete electric and magnetic field components are separated

from each other in one-half time step. This configuration provides a natural discretization of

Faraday’s and Ampere’s laws, precisely because said laws describe how time variations of

electric and magnetic fields are related to rotations of one another. Then, by applying finite-

difference to both spatial and time derivatives, we get to a simple and explicit time-stepping

scheme. In the resulting algorithm, discrete electric and magnetic field components exist

in different time instants, separated by half a time step. This is typically called a leapfrog

time-stepping scheme.

The lattice meshing of the computational domain that FDTD utilizes can be, in principle,

adapted to use a different space step in each Cartesian axis, and even accommodate different

space steps in the same direction, which is referred to as a non-uniform grid. However,

when a uniform grid is used in FDTD, finite differences are centered and therefore the

convergence rate is of order O(h2) instead of O(h) as in non-centered finite differences,

where h is the characteristic length of the discretization [17]. It is worth mentioning that

other higher-order FDTD formulations can be found in the literature [20, 21]. In this sense,

the conventional FDTD is typically distinguished as FDTD (2,2). For the present work,

unless otherwise indicated, this last one is simply referred to as FDTD.

One of the main advantages of FDTD is that it is arguably one of the simplest CEM

methods to implement. Additionally, its numerical properties and stability are very well-

known [17, 18, 22], it behaves properly with bulk materials, many BCs have been designed

to simulate different environments and its structured-grid nature makes it an exceptionally

efficient method to parallelize. This makes FDTD a very powerful tool despite its simplicity,

and for this reason, it has been widely used over the past decades in both scientific literature

and industrial applications. A recent review of FDTD and its applications can be found
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in [23].

The lattice structure of FDTD, however, comes at a cost. It requires meshing the entire

computational domain following an, in principle, non-adaptative grid. Two main problems

arise for this reason:

• The curvature of arbitrarily oriented materials cannot be properly captured by the

FDTD grid. Particularly, any surface with a non-cartesian orientation results in a

staircase mesh. This means that the distance between any two points in a grid is

provided by the Manhattan distance regardless of the discretization length, therefore

not converging to the real Euclidean distance.

• Simulation cases that combine large structures with very small objects (known as

multiscale problems) require a fine enough discretization to capture the finest details.

Due to the structured nature of the FDTD grid, this fine discretization extends to the

rest of the computational domain. Consequently, computational resources are wasted

on parts of the simulation that do not contain relevant geometric information, such as

large volumes of free space.

The first problem mentioned can be solved by applying conformal methods. This is

a family of techniques that allow to define material surfaces that may traverse through an

FDTD cell (illustrated in fig. 1.3). Therefore, they adapt exceptionally well to large object

curvatures. Some examples of conformal methods can be found in [24–30].

The problem related to multiscale scenarios can be partially overcome by the usage of

non-uniform grids. However, as mentioned previously, this makes the convergence order

of the finite-differences drop to O(h), also inducing numerical reflections (typically called

spurious reflections) and, more importantly, the non-uniformity of the grid necessarily ex-

tends along the orthogonal Cartesian axes (see fig. 1.4). Non-uniform grids also run into the

Courant-Friedrichs-Lewy (CFL) criterion [22], which restricts the maximum time step al-

lowed to ensure numerical stability through the Courant-Friedrichs-Lewy number (CFLN).

This criterion fixes the maximum time step as a function of the minimum space step in each

Cartesian axis, and therefore in a non-uniform grid, the overall time step of the simulation

is restricted by the refined region in the simulation.

Another solution for the multiscale problems is the usage of subcell methods. This term

can be somewhat ambiguous, but it often refers to any technique that modifies or substitutes

the usual FDTD algorithm within a cell or a set of cells to simulate some behavior. One

of the simplest approaches is the family of effective material techniques, which ponderates
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the physical properties of the closest materials to any given discrete field [31, 32]. Another

example is the family of thin wire models, which permit the modeling of wires thinner

than an FDTD cell [33, 34], and, on occasions, with arbitrary orientations [35]. As a last

example, thin panel models, similar to the thin wire models, allow the simulation of panels

thinner than a cell, in some cases with a layered structure [36–38].

In due context, all the mentioned subcell methods provide very good results, thus ap-

preciably improving the utility of FDTD. However, they allow us to solve only specific

scenarios, and thus a universal solution for the multiscale problem in FDTD requires diving

into the so-called subgridding methods. In essence, all SG methods are based on the idea

of refining a set of FDTD cells into two or more cells in each Cartesian axis (illustrated in

fig. 1.4). In general, SG methods are very versatile, since they typically divide the compu-

tational domain into two regions: one made of non-refined (coarse) cells, and another one

made of refined (fine) cells. This means that the original FDTD algorithm may be applied in

the inner part of each region, and therefore any bulk material and subcell method can be po-

tentially used within them. Additionally, the refinement process may be applied recursively,

thus nested regions with different spatial refinement, typically referred to as subgridding

levels. Furthermore, being separated regions (aside from the boundaries between them), a

different time step can be used at each level. This technique is also known as local time-

stepping (LTS), and it allows to keep a constant relation between the time step and the space

step, therefore meeting the CFL criterion without limiting the time step in the entire compu-

tational domain, unlike non-uniform grids. On the other hand, global time-stepping (GTS)

is defined as the scheme that keeps the same time discretization across all the regions.

Figure 1.3: Illustration of the geometry problem solved by a conformal mesh.

The utility of subgridding methods may be described from two points of views. First, if

we start from the finest mesh and grow the grid size on the empty parts of the simulation, we

are interested in increasing efficiency without compromising accuracy. Second, if we start
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Figure 1.4: Illustration of the multiscale problem solved by a non-uniform grid and subgridding.
The colors red, orange, and green are used to represent different levels of discretization.

from the coarsest level and reduce the mesh size in the most critical parts of the computa-

tional domain, we aim to increase the accuracy without dealing with the computational cost

of a fully fine grid. In this sense, the idea of subgridding is exceptionally powerful and ver-

satile, being a universal solution for many of the greatest weakest points in FDTD that can

be combined with any other method. It is particularly interesting in multiscale problems,

such as cases involving metasurfaces that typically have small repeating patterns [39–41],

or electromagnetic compatibility (EMC) problems [42–44]. However, a non-trivial issue

that needs to be addressed when dealing with SG methods is the algorithm employed to

connect the different subgridding levels. This point is not negligible, since many different

approaches have been designed in the literature for this purpose, many of them having minor

and major drawbacks, as is exposed in section 2.3. Subgridding algorithms typically present

instabilities, accuracy issues, and spurious reflections. This is particularly problematic, for

example, in low observability (LO) cases, when measuring the EM reflection of an object

that is expected to be very low, and thus the spurious reflections due to subgridding can fake

the result. In some occasions, more advanced techniques are employed in SG methods at the

cost of increasing the complexity and decreasing the computational efficiency. However, at

this point, there is not one subgridding scheme that can be universally accepted as the best

one in any of the use cases, and many authors still publish advances to this day.

1.3 Aims of the thesis

Electromagnetic designs become more complex as time passes, and thus more advanced

CEM methods are required. As stated previously, FDTD is one of the most widely used

CEM methods due to its simplicity, robustness and efficiency, and it has been so for almost
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60 years at the moment of writing these lines. However, to continue being competitive,

variations of the method that may overcome its weaknesses must be developed and studied

properly. In this sense, subgridding algorithms entail a promising field due to their versatil-

ity. The hypothetical existence of a subgridding scheme with perfect characteristics would

potentially make FDTD one of the most powerful CEM methods.

This work focuses on the orthogonalized integral-based subgridding (OI-SG) method, a

general-purpose 3D SG method compatible with LTS. This method is based on the original

work of Ritter and Arndt in 1997 [45]. It constitutes an interesting approach as its equations

can be viewed as a generalization of the FDTD, thus barely increasing its complexity. This

is the starting point of this dissertation. The aim of this work can be summarized in:

• Present the OI-SG method from a technical perspective.

• Properly study the numerical properties: stability, dispersion relation, convergence,

accuracy, and efficiency.

• Propose and study modifications of the method in order to enhance its behavior.

• Study the method in real simulation cases, validating it against other methods and

trying to find its weaknesses and strong points. Additionally, study the combination

of the OI-SG method with other subcell methods within these simulation cases.

The study of the OI-SG method so far has led to the following original publications: [29,

30, 46–48].

The dissertation is structured as follows. In chapter 2, the background to this work,

including the FDTD and the state-of-the-art in subgridding methods, is presented. Chapter 3

consists of a technical explanation and discussion of the OI-SG method, along with the study

of some of its modifications and numerical properties. In chapter 4, the OI-SG method is

tested against some canonical cases as well as potential industrial applications. Finally, in

chapter 5, the conclusions drawn out of this work are presented, along with some future

projections aimed at continuing the work in the following years.





CHAPTER 2

Background

This chapter focuses on the background that leads to this work. The following contents are

provided:

• A technical discussion of the FDTD method and its limitations, including all the

necessary basics required for any reader to understand this dissertation.

• A technical discussion of the subcell methods that are later utilized in combination

with the OI-SG method.

• A thorough review of the subgridding methods, their different characteristics and the

state-of-the-art in the literature.

2.1 The FDTD method

In this section, an overview of the FDTD method is provided, as well as the associated nu-

merical characteristics, such as stability, dispersion relation, and convergence. Additionally,

this chapter delves into the technical limitations of the standard FDTD related to the grid

structure that lead to the necessity of extensions of the FDTD such as the subcell methods

or subgridding.

2.1.1 Method description

FDTD method is typically derived from Maxwell’s equations in their differential form. A

detailed description of this procedure can be found in [17, Ch. 3] and [18]. However, for

this work, the integral form is used, as it is later required for the derivation of the OI-SG

method.

11
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First, let us properly define the spatial and temporal discretizations along with the nota-

tion that will be used. Let us suppose an orthogonal 3D grid whose vertices in space are

characterized by the 3-tuples indices (i, j,k), where i, j and k are integer values that range

from 0 to Nx, Ny and Nz, respectively. The set of indices of all vertices in the grid can

be viewed just as the Cartesian product of the 1D indices in each direction: {0, ...,Nx}×
{0, ...,Ny}×{0, ...,Nz}. We denote the position of the vertex (i, j,k) as (xi,y j,zk), where xi,

y j, and zk are just the 1D physical position of the vertex in their respective Cartesian axis.

The voxels spawning from any point (xi,y j,zk) to (xi+1,y j+1,zk+1) are denoted cells, and its

faces are denoted surfels. The line that joins two adjacent points in a given Cartesian direc-

tion is denoted edge. In general, two different edges may have different lengths, therefore

we denote

∆xi+ 1
2
= xi+1 − xi, (2.1)

∆y j+ 1
2
= y j+1 − y j, (2.2)

∆zk+ 1
2
= zk+1 − zk. (2.3)

Within this grid, we also need to refer to physical positions that are not located at vertices,

but at the center of edges, surfels, and cells. Thus, we generalize the 3-tuples indices as

(I,J,K), where I, J, K can be integers or semi-integers. In this sense, if a 1D index I is

semi-integer, we can write it as i+ 1
2 and it corresponds to the 1D physical position

xi+ 1
2
= xi +

∆xi+ 1
2

2
. (2.4)

If all values I, J and K are integers we are referring to a grid vertex, if one of them is semi-

integer we are referring to the center of an edge, if two of them are semi-integer we are

referring to the center of a surfel, and if all three are semi-integers we are referring to the

center of a cell. An illustration of this kind of grid is depicted in fig. 2.1. We also define the

following space steps:

∆xi = xi+ 1
2
− xi− 1

2
, (2.5)

∆y j = y j+ 1
2
− y j− 1

2
, (2.6)

∆zk = zk+ 1
2
− zk− 1

2
. (2.7)

Similarly, the time is discretized using time steps of length ∆t. Given a physical magnitude
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U , we denote U |I,J,K to U evaluated at the discrete position defined by the index (I,J,K),

and U |NI,J,K refers to U |I,J,K evaluated at a time instant t = N∆t, where N can be integer or

semi-integer. Throughout this work, the following distinction is applied: lowercase indices

i, j, k, and n are always necessarily integer; uppercase indices I, J, K, and N might be

integer or fractional depending on the context.

Figure 2.1: Illustration of the orthogonal grid used in FDTD and a cell with a diagonal spawning
from (i, j,k) to (i+1, j+1,k+1).

Now, let us take the rectangular surfel defined by a diagonal spawning from the index

(0,0,0) to (1,1,0). We denote this surface as S. Let us also place a discrete magnetic field

component Hz in the center of the surfel and four discrete electric components in the edges,

each one oriented in the same direction as their respective edge. The resulting configuration

is depicted in fig. 2.2.

Figure 2.2: Square surfel used as integration surface to derive the FDTD update equation for a
discrete field component Hz.

Let us now consider Faraday’s Law with magnetic currents in its integral form applied

to the surface S:

∮

∂S
E⃗ · d⃗l =− d

dt

∫

S
µH⃗ · d⃗s−

∫

S
σmH⃗ · d⃗s−

∫

S
J⃗m · d⃗s, (2.8)
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where E⃗ is the electric field, H⃗ is the magnetic field, J⃗m is the free magnetic current dens-

ity, µ is the magnetic permeability, σm is the magnetic conductivity, and ∂S denotes the

boundary of S.

The time derivative of eq. (2.8) is approximated by utilizing the centered finite-difference

technique. Thus, the approximate time derivative of a generic component U |NI,J,K is written

as

d
dt

U |NI,J,K ≃
U |N+ 1

2
I,J,K − U |N− 1

2
I,J,K

∆t
. (2.9)

Similarly, the integrals of eq. (2.8) can be numerically approximated by considering the

value of Hz constant through the entire surfel, as well as the discrete electric field com-

ponents through their respective edges. Applying both time and spatial approximations to

eq. (2.8) evaluated at the time instant t = n∆t, we obtain the following expression:

Ex|n1
2 ,0,0

− Ex|n1
2 ,1,0

∆y 1
2

+
Ey|n1, 1

2 ,0
− Ey|n0, 1

2 ,0

∆x 1
2

=

−µ| 1
2 ,

1
2 ,0

Hz|n+
1
2

1
2 ,

1
2 ,0

− Hz|n−
1
2

1
2 ,

1
2 ,0

∆t
−σm| 1

2 ,
1
2 ,0

Hz|n1
2 ,

1
2 ,0

− Jm,z|n1
2 ,

1
2 ,0

.

(2.10)

As a final step, we need to interpolate the discrete magnetic field component evaluated in

t = n∆t in order to have only two distinct discrete times for the magnetic components. This

interpolation is written as

Hz|n1
2 ,

1
2 ,0

≃
Hz|n+

1
2

1
2 ,

1
2 ,0

+ Hz|n−
1
2

1
2 ,

1
2 ,0

2
. (2.11)

Substituting eq. (2.11) in the discrete magnetic field associated with the magnetic conduct-
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ivity in eq. (2.10), and performing some algebraic operations, we finally get to:

Hz|n+
1
2

1
2 ,

1
2 ,0

=

1−
σm| 1

2 ,
1
2 ,0

∆t

2 µ| 1
2 ,

1
2 ,0

1+
σm| 1

2 ,
1
2 ,0

∆t

2 µ| 1
2 ,

1
2 ,0

Hz|n−
1
2

1
2 ,

1
2 ,0

+
∆t

µ| 1
2 ,

1
2 ,0

(
1+

σm| 1
2 ,

1
2 ,0

∆t

2 µ| 1
2 ,

1
2 ,0

)




+
Ex|n1

2 ,1,0
− Ex|n1

2 ,0,0

∆y 1
2

−
Ey|n1, 1

2 ,0
− Ey|n0, 1

2 ,0

∆x 1
2

− Jm,z|n1
2 ,

1
2 ,0



.

(2.12)

The expression obtained in eq. (2.12) is the FDTD update equation of the discrete field

component Hz| 1
2 ,

1
2 ,0

. It is an explicit expression that allows us to calculate the next discrete

value of the magnetic field at the time t = (n+ 1
2)∆t, assuming that we know the previ-

ous value at the time instant t = (n− 1
2)∆t and the surrounding electric fields at t = n∆t.

This scheme places the discrete electric and magnetic field components not only in dif-

ferent locations in space but also in different discrete time instants. Discrete electric field

components exist in times that are integer multiples of ∆t, whereas magnetic ones exist in

semi-integer multiples. This scheme allows us to update the discrete electric and magnetic

field alternating between them, this is known as a leapfrog update algorithm.

An important aspect of eq. (2.12) is that an analogous expression can be derived for

any field component H placed at the center of a surfel and surrounded by discrete electric

components placed at the edges of said surfel. This is a consequence of the curl nature of

Faraday’s Law. Analogously, the update scheme can be derived for any electric component

surrounded by magnetic ones using Ampère’s Law. The last task that we must address to

fully complete the FDTD derivation is to design a configuration within the grid for which all

discrete field components meet the condition of being surrounded by discrete components

of the other electromagnetic field. This can be addressed by utilizing the main-dual grid

formalism. Let us consider the previously defined grid: we call it the main grid. Now, let

us define a secondary grid whose vertices are placed in the center of each cell of the main

grid, this is, in the indices (i+ 1
2 , j+ 1

2 ,k+
1
2), with i, j and k integer values. We call this

one the dual grid. The physical limits of the computational domain are defined by the main

grid cells, however, it is worth noting that other implementations can consider the limits

of the domain defined by the dual grid cells. Now, let us place the discrete electric field
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components at the center of each edge of the main grid, with each field component oriented

in the direction of the corresponding edge. Analogously, let us place the discrete magnetic

components in the center of the edges of the dual grid, again oriented towards its direction.

This configuration is depicted in fig. 2.3.

Figure 2.3: Illustration of the main-dual grid configuration used to derive the FDTD equations.

It is easy to see that this configuration provides exactly the conditions required to derive

the update equations for every discrete field component in the same way that we did in

eq. (2.12). Every discrete electric component is placed in the center of a surfel whose

edges contain discrete magnetic components, and vice-versa. Now, we just need to consider

Ampère’s Law,

∮

∂S
H⃗ · d⃗l =

d
dt

∫

S
εE⃗ · d⃗s+

∫

S
σ E⃗ · d⃗s+

∫

S
J⃗ · d⃗s, (2.13)

where ε is the electric permittivity, and J⃗ is the electric current density. By applying an

analogous procedure as we did for eq. (2.12), using Faraday’s Law in the main grid’s surfels,

and Ampère’s Law dual grid’s surfels, we obtain the equations that constitute the FDTD
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method:

Ex|n+1
i+ 1

2 , j,k
=

1−
σ |i+ 1

2 , j,k
∆t

2ε|i+ 1
2 , j,k

1+
σ |i+ 1

2 , j,k
∆t

2ε|i+ 1
2 , j,k

Ex|ni+ 1
2 , j,k

+
∆t

ε|i+ 1
2 , j,k

(
1+

σ |i+ 1
2 , j,k

∆t

2ε|i+ 1
2 , j,k

)




Hz|n+
1
2

i+ 1
2 , j+

1
2 ,k

− Hz|n+
1
2

i+ 1
2 , j− 1

2 ,k

∆y j

−
Hy|n+

1
2

i+ 1
2 , j,k+

1
2
− Hy|n+

1
2

i+ 1
2 , j,k− 1

2

∆zk

− Jx|n+
1
2

i+ 1
2 , j,k




,

(2.14)

Ey|n+1
i, j+ 1

2 ,k
=

1−
σ |i, j+ 1

2 ,k
∆t

2ε|i, j+ 1
2 ,k

1+
σ |i, j+ 1

2 ,k
∆t

2ε|i, j+ 1
2 ,k

Ey|ni, j+ 1
2 ,k

+
∆t

ε|i, j+ 1
2 ,k

(
1+

σ |i, j+ 1
2 ,k

∆t

2ε|i, j+ 1
2 ,k

)




Hx|n+
1
2

i, j+ 1
2 ,k+

1
2
− Hx|n+

1
2

i, j+ 1
2 ,k− 1

2

∆zk

−
Hz|n+

1
2

i+ 1
2 , j+

1
2 ,k

− Hz|n+
1
2

i− 1
2 , j+

1
2 ,k

∆xi

− Jy|n+
1
2

i, j+ 1
2 ,k




,

(2.15)
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Ez|n+1
i, j,k+ 1

2
=

1−
σ |i, j,k+ 1

2
∆t

2ε|i, j,k+ 1
2

1+
σ |i, j,k+ 1

2
∆t

2ε|i, j,k+ 1
2

Ez|ni, j,k+ 1
2

+
∆t

ε|i, j,k+ 1
2

(
1+

σ |i, j,k+ 1
2

∆t

2ε|i, j,k+ 1
2

)




Hy|n+
1
2

i+ 1
2 , j,k+

1
2
− Hy|n+

1
2

i− 1
2 , j,k+

1
2

∆xi

−
Hx|n+

1
2

i, j+ 1
2 ,k+

1
2
− Hx|n+

1
2

i, j− 1
2 ,k+

1
2

∆y j

− Jz|n+
1
2

i, j,k+ 1
2




,

(2.16)

Hx|n+
1
2

i, j+ 1
2 ,k+

1
2
=

1−
σm|i, j+ 1

2 ,k+
1
2

∆t

2 µ|i, j+ 1
2 ,k+

1
2

1+
σm|i, j+ 1

2 ,k+
1
2

∆t

2 µ|i, j+ 1
2 ,k+

1
2

Hx|n−
1
2

i, j+ 1
2 ,k+

1
2

+
∆t

µ|i, j+ 1
2 ,k+

1
2

(
1+

σm|i, j+ 1
2 ,k+

1
2

∆t

2 µ|i, j+ 1
2 ,k+

1
2

)




Ey|ni, j+ 1
2 ,k+1 − Ey|ni, j+ 1

2 ,k

∆zk+ 1
2

−
Ez|ni, j+1,k+ 1

2
− Ez|ni, j,k+ 1

2

∆y j+ 1
2

− Jm,x|ni, j+ 1
2 ,k+

1
2




,

(2.17)

Hy|n+
1
2

i+ 1
2 , j,k+

1
2
=

1−
σm|i+ 1

2 , j,k+
1
2

∆t

2 µ|i+ 1
2 , j,k+

1
2

1+
σm|i+ 1

2 , j,k+
1
2

∆t

2 µ|i+ 1
2 , j,k+

1
2

Hy|n−
1
2

i+ 1
2 , j,k+

1
2

+
∆t

µ|i+ 1
2 , j,k+

1
2

(
1+

σm|i+ 1
2 , j,k+

1
2

∆t

2 µ|i+ 1
2 , j,k+

1
2

)




Ez|ni+1, j,k+ 1
2
− Ez|ni, j,k+ 1

2

∆xi+ 1
2

−
Ex|ni+ 1

2 , j,k+1 − Ex|ni+ 1
2 , j,k

∆zk+ 1
2

− Jm,y|ni+ 1
2 , j,k+

1
2




,

(2.18)
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Hz|n+
1
2

i+ 1
2 , j+

1
2 ,k

=

1−
σm|i+ 1

2 , j+
1
2 ,k

∆t

2 µ|i+ 1
2 , j+

1
2 ,k

1+
σm|i+ 1

2 , j+
1
2 ,k

∆t

2 µ|i+ 1
2 , j+

1
2 ,k

Hz|n−
1
2

i+ 1
2 , j+

1
2 ,k

+
∆t

µ|i+ 1
2 , j+

1
2 ,k

(
1+

σm|i+ 1
2 , j+

1
2 ,k

∆t

2 µ|i+ 1
2 , j+

1
2 ,k

)




Ex|ni+ 1
2 , j+1,k − Ex|ni+ 1

2 , j,k

∆y j+ 1
2

−
Ey|ni+1, j+ 1

2 ,k
− Ey|ni, j+ 1

2 ,k

∆xi+ 1
2

− Jm,z|ni+ 1
2 , j+

1
2 ,k




.

(2.19)

The equations derived in eqs. (2.14)–(2.19) constitute the general form of the FDTD

method in a non-uniform grid with arbitrary bulk isotropic materials and free currents with

magnetic monopoles. If we consider the special case of a cubic grid, i.e. ∆xI = ∆yJ =

∆zK ≡ ∆, and a computational domain without sources and free-space only, these equations

simplify to:

Ex|n+1
i+ 1

2 , j,k
= Ex|ni+ 1

2 , j,k
+

∆t
ε0 ∆




Hz|n+
1
2

i+ 1
2 , j+

1
2 ,k

− Hz|n+
1
2

i+ 1
2 , j− 1

2 ,k

− Hy|n+
1
2

i+ 1
2 , j,k+

1
2
+ Hy|n+

1
2

i+ 1
2 , j,k− 1

2


 , (2.20)

Ey|n+1
i, j+ 1

2 ,k
= Ey|ni, j+ 1

2 ,k
+

∆t
ε0 ∆




Hx|n+
1
2

i, j+ 1
2 ,k+

1
2
− Hx|n+

1
2

i, j+ 1
2 ,k− 1

2

− Hz|n+
1
2

i+ 1
2 , j+

1
2 ,k

+ Hz|n+
1
2

i− 1
2 , j+

1
2 ,k


 , (2.21)

Ez|n+1
i, j,k+ 1

2
= Ez|ni, j,k+ 1

2
+

∆t
ε0 ∆




Hy|n+
1
2

i+ 1
2 , j,k+

1
2
− Hy|n+

1
2

i− 1
2 , j,k+

1
2

− Hx|n+
1
2

i, j+ 1
2 ,k+

1
2
+ Hx|n+

1
2

i, j− 1
2 ,k+

1
2


 , (2.22)

Hx|n+
1
2

i, j+ 1
2 ,k+

1
2
= Hx|n−

1
2

i, j+ 1
2 ,k+

1
2
+

∆t
µ0 ∆




Ey|ni, j+ 1
2 ,k+1 − Ey|ni, j+ 1

2 ,k

− Ez|ni, j+1,k+ 1
2
+ Ez|ni, j,k+ 1

2


 , (2.23)
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Hy|n+
1
2

i+ 1
2 , j,k+

1
2
= Hy|n−

1
2

i+ 1
2 , j,k+

1
2
+

∆t
µ0 ∆




Ez|ni+1, j,k+ 1
2
− Ez|ni, j,k+ 1

2

− Ex|ni+ 1
2 , j,k+1 + Ex|ni+ 1

2 , j,k


 , (2.24)

Hz|n+
1
2

i+ 1
2 , j+

1
2 ,k

= Hz|n−
1
2

i+ 1
2 , j+

1
2 ,k

+
∆t

µ0 ∆




Ex|ni+ 1
2 , j+1,k − Ex|ni+ 1

2 , j,k

− Ey|ni+1, j+ 1
2 ,k

+ Ey|ni, j+ 1
2 ,k


 . (2.25)

The simplified equations derived in eqs. (2.20)–(2.25) are commonly used in FDTD

because the cubic grid reduces the numerical anisotropy. Additionally, especially in radi-

ating problems, most of the computational domain is typically empty, therefore these are

the equations employed in such cases. In chapter 3, these equations are relevant since the

derivation of the OI-SG method relies on a very similar, but more general, approach as the

one used here.

2.1.2 Boundary conditions

It is easy to notice that the update of every discrete field component in the FDTD method

requires four surrounding components. Yet, this condition cannot be met for the discrete

electric fields tangential to the boundaries of the computational domain. For example, let

us consider the discrete electric component Ex| 1
2 , j,0

for any j. By looking at eq. (2.14) or

eq. (2.20), it is clear that we require the value of Hy| 1
2 , j,− 1

2
. However, this discrete field

component does not exist, since it is outside of the limits of the main grid. For this reason,

the FDTD method requires utilizing boundary conditions.

Many different boundary conditions have been designed for a variety of purposes. The

most common ones are perfect electric conductor (PEC), perfect magnetic conductor (PMC),

periodic, and the family of absorbing boundary conditions (ABCs). Some of these bound-

ary conditions are used in the numerical simulations presented throughout this work. Thus,

a brief explanation of them is presented in this section.

Perfect Electric Conductor (PEC)

In FDTD implementations where the computational domain limits are defined by the main

(electric) grid, PEC boundary condition constitutes the simplest one that can be implemen-

ted. It consists of simulating a PEC surface (i.e. a surface with infinite electric conductivity)

in the boundaries of the computational domain. A well-known fact about PEC objects is that
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the electric field tangential to the surface is necessarily zero. Therefore, the implementa-

tion of this boundary condition reduces to keeping all the electric fields tangential to the

computational boundaries zero-valued:

Ex|ni+ 1
2 , j,0

= Ex|ni+ 1
2 , j,Nz

= Ex|ni+ 1
2 ,0,k

= Ex|ni+ 1
2 ,Ny,k

=

Ey|n0, j+ 1
2 ,k

= Ey|nNx, j+ 1
2 ,k

= Ey|ni, j+ 1
2 ,0

= Ey|ni, j+ 1
2 ,Nz

=

Ez|ni,0,k+ 1
2
= Ez|ni,Ny,k+ 1

2
= Ez|n0, j,k+ 1

2
= Ez|nNx, j,k+ 1

2
= 0

∀i ∈ {0, ...,Nx}, j ∈ {0, ...,Ny},k ∈ {0, ...,Nz},n ∈ N.

(2.26)

Perfect Magnetic Conductor (PMC)

Analogously to a PEC object, a PMC object has infinite magnetic conductivity. In this case,

it is the magnetic tangential field that must be zero. However, unlike what happened with

the electric field, the configuration that we have defined for the discrete field component

positions does not provide any discrete magnetic component tangential to the computational

boundaries. To simulate this, let us consider the discrete magnetic components that are

closest and parallel to the computational boundaries. For each one of them, we may assume

the existence of another magnetic component outside the computational domain, at the same

distance, with the same orientation, but opposite sign. If we now interpolate the parallel

discrete magnetic components in the simulation boundary, since they have opposite signs,

the result would be zero, hence this configuration simulates a PMC surface. Now, we only

need to update the discrete tangential electric components in the simulation boundaries

accordingly. For example, assuming a cubic grid with a space step of ∆, the update of an

arbitrary discrete electric component Ex located at the Z-lower bound of the domain would

be written as

Ex|n+1
i+ 1

2 , j,0
= Ex|ni+ 1

2 , j,0

+
∆t

ε0 ∆

(
Hz|n+

1
2

i+ 1
2 , j+

1
2 ,0

− Hz|n+
1
2

i+ 1
2 , j− 1

2 ,0
−2 Hy|n+

1
2

i+ 1
2 ,0,

1
2

)
.

(2.27)

Analogous equations can be obtained for all the discrete tangential electric components

within the computational boundaries.

As a last note, when a discrete tangential electric component is located at one edge of

the computational domain, i.e. it belongs to two boundary faces simultaneously, it must be

updated with two duplicated discrete magnetic components. As an example, the update of

an arbitrary discrete electric component Ex located at the Z-lower and Y-lower bound of the
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Figure 2.4: Scheme of the magnetic field duplication performed in PMC boundary conditions.

domain would be written as

Ex|n+1
i+ 1

2 ,0,0
= Ex|ni+ 1

2 ,0,0

+
∆t

ε0 ∆

(
2 Hz|n+

1
2

i+ 1
2 ,

1
2 ,0

−2 Hy|n+
1
2

i+ 1
2 ,0,

1
2

)
.

(2.28)

Periodic conditions

Periodic boundary conditions must be applied in pairs of lower-upper bound surfaces of

the computational domain, and they simulate an infinite repetition of the simulation in the

direction normal to said bounds. This approach creates an identification between said bound

surfaces, and thus discrete tangential electric components in a lower bound make use of the

discrete parallel magnetic components placed closest to the upper bound. Analogously,

discrete tangential electric components situated in the upper bound make use of the parallel

magnetic ones situated closest to the lower bound. For example, the update of an arbitrary

discrete electric component Ex located at the Z-lower bound of the domain would be written

as

Ex|n+1
i+ 1

2 , j,0
= Ex|ni+ 1

2 , j,0

+
∆t

ε0 ∆

(
Hz|n+

1
2

i+ 1
2 , j+

1
2 ,0

− Hz|n+
1
2

i+ 1
2 , j− 1

2 ,0
− Hy|n+

1
2

i+ 1
2 , j,

1
2
+ Hy|n+

1
2

i+ 1
2 , j,Nz− 1

2

)
.

(2.29)

Similarly, if a field component Ex is located at an edge of the computational domain

defined by the Y-lower and Z-lower bounds, and both faces implement periodic conditions,

the update would be:

Ex|n+1
i+ 1

2 ,0,0
= Ex|ni+ 1

2 ,0,0

+
∆t

ε0 ∆

(
Hz|n+

1
2

i+ 1
2 ,

1
2 ,0

− Hz|n+
1
2

i+ 1
2 ,Ny− 1

2 ,0
− Hy|n+

1
2

i+ 1
2 ,0,

1
2
+ Hy|n+

1
2

i+ 1
2 ,0,Nz− 1

2

)
.

(2.30)
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Convolutional Perfectly Matched Layer (CPML)

PML boundary conditions belong to the family of ABCs. These algorithms aim to simulate

an infinite space extending beyond the computational domain, which is necessary for many

problems. Multiple variants of PML can be found in the literature, but the convolutional

perfectly matched layer (CPML) [49] are known for providing an exceptionally high ab-

sorption, thus making them suitable for most problems. The main idea behind the CPML

method is to extend the computational domain and fill the extended region with a reflec-

tionless lossy material, such that any incident wavefront with any incidence angle enters

this material and loses all its energy before reaching the actual boundary of the computa-

tional domain. Such material is, of course, non-physical, but it can be simulated in various

ways. The CPML approaches this by operating in a non-orthogonal coordinate system in

FD referred to as stretched-coordinates. This coordinate system translates into a convolu-

tional formulation of Maxwell’s curl equations in TD. In turn, this convolution translates

into electric and magnetic density currents that, in every discrete time instant, are recalcu-

lated based on the previous values of the discrete electric and magnetic fields, respectively.

Additionally, it implements a lossy material with electric and magnetic conductivity, whose

properties grow polynomically from the beginning of the region until reaching the compu-

tational boundary. A fully detailed explanation can be found in [17, Ch. 7]. Nonetheless, a

formulation is presented here for completitude.

As an example, let us write down the update of the discrete field components Ex in the

upper-Y CPML region, assuming it is embedded in a free-space cubic grid:

Ex|n+1
i+ 1

2 , j,k
= Ex|ni+ 1

2 , j,k

+
∆t

ε0 ∆




Hz|n+
1
2

i+ 1
2 , j+

1
2 ,k

− Hz|n+
1
2

i+ 1
2 , j− 1

2 ,k
− Hy|n+

1
2

i+ 1
2 , j,k+

1
2
+ Hy|n+

1
2

i+ 1
2 , j,k− 1

2

+ ΨEx,y

∣∣n
i+ 1

2 , j,k


 ,

(2.31)

where ΨEx,y |ni+ 1
2 , j,k

is the electric current associated to the field Ex in the upper- and lower-Y

bounds. It is calculated as:

ΨEx,y

∣∣n
i+ 1

2 , j,k
= by j ΨEx,y

∣∣n−1
i+ 1

2 , j,k
+ cy j




Hz|n+
1
2

i+ 1
2 , j+

1
2 ,k

− Hz|n+
1
2

i+ 1
2 , j− 1

2 ,k

∆


 . (2.32)
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The parameters by j and cy j are calculated, respectively, as:

by j = e
−
(

σy j
ε0κy j

+
αy j
ε0

)
∆t
, (2.33)

cy j =
σy j

σy j κy j +κ2
y j

αy j

[
e
−
(

σy j
ε0κy j

+
αy j
ε0

)
∆t
−1

]
. (2.34)

Here, the parameters σy j , αy j , and κy j are numerical parameters that grow polynomically

from the beginning of the CPML until reaching the computational boundary,

σy j = σmax

(
j− jbegin

jend − jbegin

)m

, (2.35)

αy j = αmax

(
j− jbegin

jend − jbegin

)m

, (2.36)

κy j = 1+(κmax −1)
(

j− jbegin

jend − jbegin

)m

, (2.37)

where jbegin and jend are, respectively, the first and last indices of the CPML region, m

is the polynomial order, and σmax, αmax, and κmax are numerical parameters that must be

chosen accordingly to minimize the numerical reflection of the CPML region. We also

define the number of layers of the CPML region as Nlayers = jend − jbegin, and the physical

depth L = Nlayers ∆. Typically, the value of σmax is calculated from the desired reflection

coefficient for normal incident wavefronts, R(0),

σmax =−(m+1) ln [R(0)]
2η0 L

, (2.38)

where η0 is the vacuum impedance,

η0 =

√
µ0

ε0
. (2.39)

An example of values frequently used throughout this work are Nlayers = 10, m = 2, R(0) =

10−7, αmax = 0, κmax = 1.

Analogous expression can be obtained for every field component normal to the desired
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bound. Additionally, the convolutional currents must be added when two CPML regions

converge in an edge or corner region.

2.1.3 Plane wave source

Plane wave source techniques simulate the propagation of plane waves with arbitrary direc-

tions within a particular region of the computational space. A fully detailed explanation of

different kinds of plane wave sources can be found in [17, Ch. 5]. In this section, the kind

used for this work will be presented.

A plane wave source is defined by four things: the profile, the propagation direction, the

wave polarization, and the region. The profile is the time function f (t) that defines the shape

of the wavefront. By convention, we assume that it begins at t = 0, i.e. f (t) = 0 if t < 0.

The direction of propagation is marked by a unit vector k̂. The wave polarization is defined

by two unit vectors p̂e and p̂h, where p̂e defines the polarization of the electric field and p̂h

defines the polarization of the magnetic field. It is required that k̂ and p̂e are orthogonal,

and p̂h = k̂ × p̂e. The region is a computational box that bounds the wave propagation.

It is defined by two main-grid vertices (i0, j0,k1) and (i1, j1,k1). A 2D cross-section is

illustrated in fig. 2.5. Within the plane wave region, the total electromagnetic field can be

split into two: the propagating plane wave, and the rest of the fields, which include scattered

fields and other fields induced by other sources. This, for an arbitrary component Ex can be

written as

Ex|i+ 1
2 , j,k

= Ex,PW|i+ 1
2 , j,k

+ Ex,rest|i+ 1
2 , j,k

≡ Ex,tot|i+ 1
2 , j,k

if i+
1
2
∈ [i0, i1] , j ∈ [ j0, j1] ,k ∈ [k0,k1] ,

(2.40)

where Ex,PW is the contribution due to the plane wave, Ex,rest is the rest of the propagating

fields, and Ex,tot is the summation of both. Similarly, outside this region, we do not have the

plane wave field:

Ex|i+ 1
2 , j,k

= Ex,rest|i+ 1
2 , j,k

if i+
1
2
/∈ [i0, i1] or j /∈ [ j0, j1] ork /∈ [k0,k1] .

(2.41)

Similar expressions can be obtained for the other electromagnetic components.
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Figure 2.5: Scheme of the plane wave source in FDTD. The wavefront only propagates within the
designated region.

The plane wave field can be written as

Eα,PW|nI,J,K = (α̂ · p̂e) f (n∆t − t0|I,J,K),
Hα,PW|nI,J,K = (α̂ · p̂h) f (n∆t − t0|I,J,K),

(2.42)

where α ∈ {x,y,z}, α̂ is the α-directed unit vector, and t0|I,J,K is the delay of the wavefront

at the location r⃗|I,J,K = (I ∆x,J ∆y,K ∆z). This delay can be easily calculated as

t0|I,J,K =

(
r⃗|I,J,K − r⃗0

)
· k̂

c0
, (2.43)

where r⃗0 is a point indicating the plane where the wavefront begins at the beginning of the

simulation, and must be chosen appropriately in such a way that this plane does not intersect

with the propagation region but the wavefront is directed towards it.

Let us now take a closer look at one of the boundaries of the plane wave region. For

example, let us consider the component Ex and Hy at the lower-z boundary, i.e. k = k0.

Here, we may see that Ex|i+ 1
2 , j,k0

should contain both the plane wave and the rest of the field

contributions, whereas Hy|i+ 1
2 , j,k0− 1

2
should not contain the plane wave because it is outside

the propagation region. If we apply the FDTD update eqs. (2.20) and (2.24) to these fields,

we find:

Ex|n+1
i+ 1

2 , j,k0
= Ex|ni+ 1

2 , j,k0
+

∆t
ε0 ∆

Hy,tot|n+
1
2

i+ 1
2 , j,k0− 1

2
+ . . . , (2.44)
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Hy|n+
1
2

i+ 1
2 , j,k0− 1

2
= Hy|n−

1
2

i+ 1
2 , j,k0− 1

2
− ∆t

µ0 ∆
Ex,rest|ni+ 1

2 , j,k0
+ . . . . (2.45)

It is clear that FDTD cannot be applied like this, because neither Hy,tot|n+
1
2

i+ 1
2 , j,k0− 1

2
nor Ex,rest|ni+ 1

2 , j,k0

are stored in memory. However, if we split Hy,tot =Hy,PW+Hy,rest and Ex,rest =Ex,tot−Ex,PW,

we obtain an expression that can be achieved by applying the usual FDTD with an additional

source in each expression:

Ex|n+1
i+ 1

2 , j,k0
= Ex|ni+ 1

2 , j,k0
+

∆t
ε0 ∆

Hy|n+
1
2

i+ 1
2 , j,k0− 1

2
+ . . .

+
∆t

ε0 ∆
Hy,PW|n+

1
2

i+ 1
2 , j,k0− 1

2
,

(2.46)

Hy|n+
1
2

i+ 1
2 , j,k0− 1

2
= Hy|n−

1
2

i+ 1
2 , j,k0− 1

2
− ∆t

µ0 ∆
Ex|ni+ 1

2 , j,k0
+ . . .

+
∆t

µ0 ∆
Ex,PW|ni+ 1

2 , j,k0
.

(2.47)

By following an analogous procedure, similar expressions can be obtained for Ey|i, j+ 1
2 ,k0

and Hx|i, j+ 1
2 ,k− 1

2
in the lower-z boundary, and for the tangential fields in the rest of the region

boundaries.

Boundary truncation

An inherent limitation of the plane wave source is the fact that it is necessarily confined to

a region within the computational domain. This is particularly problematic in conditions

of normal incidence on a surface that reaches the computational limits. In principle, the

boundaries of the plane wave region cannot reach the computational limits because they re-

quire modifying magnetic fields half a cell outside the region. However, in some conditions,

it is possible to simulate a plane wave region that extends until the computational limits on

some axes.

Particularly, let us assume a plane wave source that is propagating towards a purely

Cartesian direction k̂ and has a purely Cartesian electric and magnetic polarizations p̂e and

p̂h. This means that the electric fields directed towards k̂ or p̂h are all zero, and the same

happens with the magnetic fields directed towards k̂ or p̂e. Thus, if we apply PEC bound-

ary conditions to the boundaries orthogonal to p̂e and PMC to the boundaries orthogonal to

p̂h, we may extend the plane wave region in these two axes and truncate it at the computa-

tional limit, providing exactly the required conditions for the wave propagation without any
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distortions. This is depicted in fig. 2.6.

Figure 2.6: Scheme of the PEC-PMC plane wave truncation conditions.

Another possibility is to apply periodic boundary conditions in said boundaries, but

they are usually more difficult to implement and can be slightly less efficient. The choice

between periodic and PEC-PMC truncation conditions will mostly depend on the require-

ments of each case.

2.1.4 Dispersion and stability

In electromagnetics and many other fields in physics, the behavior of magnitudes is typically

decomposed into different frequencies via the Fourier transform. This provides a linear

bijection from TD to FD, and vice-versa. Additionally, this mechanism transforms real

differential equations in TD to complex arithmetic equations in FD. A direct consequence

is that the behavior of different frequencies is completely independent of each other: you

must solve a different system of arithmetic equations for each different frequency, whereas

in TD the values in one time instant depend on the immediate previous ones. In the context

of propagating waves in 3D space, the wavefront of a magnitude U corresponding to a given

angular frequency ω is

U (⃗r, t) =U0 ei(ωt−kxx−kyy−kzz+φ0), (2.48)

where r⃗ = (x,y,z) is the position in space, t is the time, U0 is the wave amplitude, i is the

imaginary unit, φ0 is the initial phase at r⃗ = 0, and k⃗ = (kx,ky,kz) is the wavenumber vector,

which is oriented towards the direction of propagation and whose magnitude k is related to

the wavelength λ as

k =
2π

λ
. (2.49)
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The wavefront written in eq. (2.48) is typically called a monochromatic wavefront be-

cause it contains only one frequency. In electromagnetics, U is typically the electric and

magnetic field components. It is worth noting that a real monochromatic sinusoidal wave

can be obtained by the composition (summation) of two complex-conjugate monochromatic

wavefronts. Nonetheless, it is more common to work with monochromatic wavefronts in

the complex-exponential form for simplicity.

The traveling speed of a monochromatic wavefront is typically called phase velocity

and is denoted as vphase. It can be calculated as

vphase =
ω

k
. (2.50)

When referring to electromagnetic waves propagating in free space, this speed is analytic-

ally the vacuum speed of light c0, which can be calculated from the vacuum electric permit-

tivity ε0 and µ0 as

c0 =
1√

ε0 µ0
. (2.51)

When propagating inside a medium, vphase is usually different from c0 and might even de-

pend on the frequency if the material is electromagnetically dispersive. In this context,

eq. (2.50) is often referred to as the dispersion relation.

Ideally, CEM methods should preserve the analytical dispersion relation for any given

medium, and particularly they should do so in free space. However, it can be proven that this

is not the case in FDTD. Let us consider a uniform grid with arbitrary space steps in each

Cartesian direction: ∆x, ∆y, and ∆z. Now, let us assume a monochromatic wave solution for

the system, which can be written as

Ex|ni, j,k = Ex,0 ei(ω n∆t−kx i∆x−ky j ∆y−kz k ∆z), (2.52)

Ey|ni, j,k = Ey,0 ei(ω n∆t−kx i∆x−ky j ∆y−kz k ∆z), (2.53)

Ez|ni, j,k = Ez,0 ei(ω n∆t−kx i∆x−ky j ∆y−kz k ∆z), (2.54)

Hx|ni, j,k = Hx,0 ei(ω n∆t−kx i∆x−ky j ∆y−kz k ∆z), (2.55)

Hy|ni, j,k = Hy,0 ei(ω n∆t−kx i∆x−ky j ∆y−kz k ∆z), (2.56)

Hz|ni, j,k = Hz,0 ei(ω n∆t−kx i∆x−ky j ∆y−kz k ∆z). (2.57)

For simplicity, we have assumed φ0 = 0 and (x0,y0,z0) = (0,0,0). Now, by plugging
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eqs. (2.52)–(2.57) into the FDTD equations in free space without sources, we obtain:

ε0

∆t
Ex,0 sin

(
ω ∆t

2

)
=

1
∆z

Hy,0 sin
(

kz ∆z
2

)
− 1

∆y
Hz,0 sin

(
ky ∆y

2

)
, (2.58)

ε0

∆t
Ey,0 sin

(
ω ∆t

2

)
=

1
∆x

Hz,0 sin
(

kx ∆x
2

)
− 1

∆z
Hx,0 sin

(
kz ∆z

2

)
, (2.59)

ε0

∆t
Ez,0 sin

(
ω ∆t

2

)
=

1
∆y

Hx,0 sin
(

ky ∆y
2

)
− 1

∆x
Hy,0 sin

(
kx ∆x

2

)
, (2.60)

µ0

∆t
Hx,0 sin

(
ω ∆t

2

)
=

1
∆y

Ez,0 sin
(

ky ∆y
2

)
− 1

∆z
Ey,0 sin

(
kz ∆z

2

)
, (2.61)

µ0

∆t
Hy,0 sin

(
ω ∆t

2

)
=

1
∆z

Ex,0 sin
(

kz ∆z
2

)
− 1

∆x
Ez,0 sin

(
kx ∆x

2

)
, (2.62)

µ0

∆t
Hz,0 sin

(
ω ∆t

2

)
=

1
∆x

Ey,0 sin
(

kx ∆x
2

)
− 1

∆y
Ex,0 sin

(
ky ∆y

2

)
. (2.63)

Eqs. (2.58)–(2.63) constitute a linear system with six equations and six variables that do

not depend on the position in space. Non-trivial solutions exist only if these equations are

linearly dependent, i.e. the determinant of the matrix that represents the system is zero. By

forcing this condition, we obtain the following expression:

[
1

c0 ∆t
sin
(

ω ∆t
2

)]2

=

[
1

∆x
sin
(

kx ∆x
2

)]2

+

[
1

∆y
sin
(

ky ∆y
2

)]2

+

[
1

∆z
sin
(

kz ∆z
2

)]2

.

(2.64)

The expression derived in eq. (2.64) is the FDTD dispersion relation in free space. It is

clear that there is not a linear dependency between ω and k, and therefore a different phase

velocity exists, not only for each different frequency, but also for each propagation direction.

Another important point related to eq. (2.64) is the Nyquist-Shannon sampling theorem.

Assuming that we want to discretize a function whose maximum frequency is Fs, then the

sampling frequency fs must fulfill fs > 2Fs. This, translated into the temporal and spatial

discretization of a wavefront, implies that

ω ∆t
2

<
π

2
, (2.65)

kα ∆α

2
<

π

2
, α ∈ {x,y,z}, (2.66)

therefore the only relevant range of the arguments of all the sines in eq. (2.64) is [0, π

2 ].

It is interesting to note that a stability condition can be additionally derived from eq. (2.64).
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The value of ω can be calculated as a function of the wavenumber vector k⃗. However, ω is

inside the argument of a sine function, and therefore we may wonder what would happen if

the configuration is such that the sine is necessarily equal to a number greater than one. It is

easy to see that the worst-case scenario would happen when the sines at the right-hand side

of eq. (2.64) are all one. In this case, we would obtain

sin
(

ω ∆t
2

)
= c0 ∆t

√
1

∆x2 +
1

∆y2 +
1

∆z2 . (2.67)

If the value of the right-hand side of this expression happened to be greater than one, then

ω would necessarily be complex. This is depicted in fig. 2.7 If this was the case, we could

write ω = ωr + iωi, where ωr and ωi are, respectively, the real and imaginary parts, both

being real. It is straightforward to prove that

ωr =
π

∆t
, (2.68)

ωi =± 2
∆t

arccosh

(
c0 ∆t

√
1

∆x2 +
1

∆y2 +
1

∆z2

)
. (2.69)

If we plug this into, for example, eq. (2.52), we get

Ex|ni, j,k = Ex,0 ei(ωr n∆t−kx i∆x−ky j ∆y−kz k ∆z)e−ωi n∆t . (2.70)

Now, it is trivial to see that a negative value of ωi necessarily implies an exponential growth,

and, as shown in eq. (2.69), the system does admit such a solution. Therefore, to prevent

it, it is a necessary condition that the right-hand side of eq. (2.67) is less than one. This

is known as the Courant-Friedrichs-Lewy (CFL) condition [22], and is typically written by

defining and constraining the CFL number (CFLN):

CFLN := c0 ∆t

√
1

∆x2 +
1

∆y2 +
1

∆z2 ≤ 1. (2.71)

In order to better visualize the dispersion relation in FDTD, let us consider a cubic grid

(∆x = ∆y = ∆z = ∆) and a wave propagating towards the direction ĥ = (1,1,1)/
√

3. This

implies that kx = ky = kz = k/
√

3. CFLN is now written as

CFLN =

√
3c0 ∆t

∆
≤ 1, (2.72)
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Figure 2.7: Graphic showing the unstable modes when CFLN > 1 for a propagation direction k̂ =
(1,1,1)/

√
3. For every wavenumber k belonging to the green area in the right graphic, we can find a

real value ω that satisfies the dispersion relation. For wavenumbers in the red area, no such solution
exists, thus ω is necessarily complex.

and the dispersion relation in eq. (2.64) can be re-written as

sin2
(

ω ∆t
2

)
= CFLN2 sin2

(
k ∆

2
√

3

)
. (2.73)

As stated previously, if CFLN > 1 then the system admits unstable solutions. This is depic-

ted in fig. 2.4. If we now calculate the phase velocity from eq. (2.73), we obtain:

vphase =
ω

k
= c0

√
3PPW

π CFLN
arcsin

[
CFLN sin

(
π√

3PPW

)]
, (2.74)

where PPW = λ/∆ is known as the Points Per Wavelength, and indicates the spatial resolu-

tion of a given wavelength. In fig. 2.8, the vphase is plotted as a function of PPW for different

values of CFLN. It is clear that the phase velocity converges asymptotically to c0 as PPW

grows, independently of CFLN. This, in other words, means that the dispersion relation

converges to the analytical expression as we refine the grid. If we had considered a different

propagation direction instead, such as k̂ = (1,0,0), eq. (2.74) would transform into

vphase =
ω

k
= c0

PPW
π CFLN

arcsin
[
CFLN sin

(
π

PPW

)]
, (2.75)

which also converges to the analytical expression when PPW →+∞.

As a final note, when we consider a non-uniform grid, the procedure presented in this
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Figure 2.8: Plot of vphase as a function of PPW for different values of CFLN in a cubic grid, assuming
a wavefront propagating towards the direction k̂ = (1,1,1)/

√
3.

section gets much more complicated. The fields cannot be written simply as a wavefront

propagating in one direction but as the composition of multiple incident, reflected, and

transmitted waves. A small grasp on this issue is provided in section 3.5.1. In general, a

variant of the CFL criterion is used in this case:

CFLN = c0 ∆t

√√√√√max
i





1
∆x2

i+ 1
2



+max

j





1
∆y2

j+ 1
2



+max

k





1
∆z2

k+ 1
2



≤ 1. (2.76)

2.1.5 Convergence and Lax Equivalence Theorem

In the context of finite-difference numerical methods, we say that an approximation is con-

sistent if the truncation error of the discrete operators approaches zero when the refinement

length goes to zero:

lim
h→0

{Ah}= A, (2.77)

where h is the discretization length that characterizes the refinement, A is an analytical

operator and Ah is the discrete approximation of A. Depending on the context, h can refer

to the time or space steps, or all of them simultaneously, depending on the dimensions
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involved in the operator A. For example, for the discrete time derivative (eq. (2.9)) this

would be written as

lim
∆t→0





U |N+ 1
2

I,J,K − U |N− 1
2

I,J,K

∆t



=

dU |I,J,K (t)

dt

∣∣∣∣
t=N ∆t

. (2.78)

Similarly, the finite-integration technique applied in Ampère’s and Faraday’s equations also

converges to the rotational operator:

lim
(∆x,∆y)→(0,0)





Ux|NI,J+ 1
2 ,K

− Ux|NI,J− 1
2 ,K

∆y

−
Uy|NI+ 1

2 ,J,K
− Uy|NI− 1

2 ,J,K

∆x





= (∇× U |K)z|(x,y)=(I ∆x,J ∆y) . (2.79)

We say that a finite-difference numerical approximation is convergent if the solution for

any given problem converges to the analytical one when the refinement length approaches

zero. In the context of FDTD, let us imagine a certain simulation setup that we let evolve for

a given amount of iterations. The numerical solution to the problem is the set of all discrete

field components throughout all the iterations: U |NI,J,K , where U can be any electromagnetic

component. Here, convergence implies that

lim
(∆x,∆y,∆z,∆t)→(0,0,0,0)

{
U |NI,J,K

}
=Uanalytical(I ∆x,J ∆y,K ∆z,N ∆t) (2.80)

for any given I, J, K, and N, where Uanalytical is the analytical solution of the problem.

FDTD is consistent by construction, as all discrete differential operators converge to the

analytical ones. However, this does not necessarily imply convergence. In this regard, we

may refer to Lax Equivalence Theorem [50], which states that a consistent finite-difference

system is convergent if and only if it is stable. Stability can often refer to different things,

but throughout this work, we refer to bounded-input bounded-output (BIBO) stability. This

means that, for any given discretization length, no bounded initial state diverges in time. In

mathematical terms,

∀U0 /∥U0∥<+∞, ∃B ≥ 0/∥U |n∥< B ∀n > 0, (2.81)

where U0 is the initial state of the system, U |n is the state after the n-th iteration, and ∥·∥ is

any norm operator, typically the energy. One could argue that this definition of stability is
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not necessarily appropriate in all contexts. For example, we may think of a system whose

analytical solution grows indefinitely. In these cases, a better stability definition would be:

∀U0 /∥U0∥<+∞, ∃B ≥ 0/∥U |n − U |nanalytical∥< B ∀n > 0, (2.82)

where U |nanalytical is the analytical solution evaluated at the same time instants as the state

components in U |n. The definition presented in eq. (2.82) measures the divergence from the

analytical solution. However, none of the cases presented throughout this work admit an

ever-growing analytical solution, as they are all physical cases with bounded energy always

bounded, and thus the analytical solution cannot diverge. In these cases, we can prove that

eq. (2.81) implies eq. (2.82) by the triangle inequality:

∥U |n∥< B1, ∥U |nanalytical∥< B2 ∀n > 0

⇒∥U |n − U |nanalytical∥ ≤ ∥U |n∥+∥U |nanalytical∥< B1 +B2 ∀n > 0.
(2.83)

It is possible to prove that the dispersion relation converges to the analytical expres-

sion when the discretization parameters ∆x, ∆y, ∆z, and ∆t approach zero. By taking the

asymptotic limits:

∆t → 0 ⇒ sin
(

ω ∆t
2

)
→ ω ∆t

2
, (2.84)

∆α → 0 ⇒ sin
(

kα ∆α

2

)
→ kα ∆α

2
, α ∈ {x,y,z}, (2.85)

and substituting them into eq. (2.64), we obtain

ω
2 = c2

0
(
k2

x + k2
y + k2

z
)
⇒ ω

k
= c0. (2.86)

Now, we may wonder how fast the dispersion relation converges to the analytical expression.

In order to do so, we must define a discretization length parameter that characterizes the

refinement h. For a fixed CFLN value in a cubic grid, ∆t is necessarily proportional to the

space step ∆, so we may define

h =
∆
λ

=
1

PPW
, (2.87)

which indicates how well-refined the grid is compared to the wavelength. Now, let us take

as an example the case of a cubic grid with a propagation direction k̂ = (1,1,1)/
√

3. We
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may write the relative error of the phase velocity vphase as

∣∣∣∣
vphase − c0

c0

∣∣∣∣= 1−
√

3
π CFLN

1
h

arcsin
[

CFLN sin
(

π√
3

h
)]

. (2.88)

The order of convergence can be obtained from the Taylor expansion series around h = 0,

which can be written as

∣∣∣∣
vphase − c0

c0

∣∣∣∣=
π2
(
1−CFLN2)

18
h2 +O(h4). (2.89)

In this case, we see that the dispersion relation converges with order O(h2), which is shown

in fig. 2.9 by plotting the error in log-log scale.
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Figure 2.9: Plot of the relative error of vphase as a function of PPW for different values of CFLN in
a cubic grid, assuming a wavefront propagating towards the direction k̂ = (1,1,1)/

√
3.

2.1.6 Limitations

So far, the FDTD method has been presented along with some of its most relevant charac-

teristics. It is clear that FDTD is a simple and efficient method, whose numerical properties

are well-known, and convergences to the analytical solution with order O(h2). Addition-

ally, the structured nature makes it very simple to implement and parallelize, and thus it is a

relevant method almost 60 years after the original formulation [19]. However, a discussion
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about its limitations is also necessary.

The CFL criterion limits the time step that we can use in a simulation case by the

smallest space steps in each direction, as shown in eq. (2.76). When we need to set a

high refinement in a specific region of the simulation, this forces the time step in the entire

computational domain, and therefore we require more iterations to reach the same physical

time compared to a case without such refinement. By looking at eq. (2.64) and fig. 2.7, it

is clear that the modes with the shortest wavelengths are responsible for this. In this sense,

works involving spatial filtering (SF) have been present in recent years [51–55], allowing in

some cases for arbitrarily large CFLN values.

Another major limitation of the FDTD method is its staircase approach. Due to the

structured nature of the grid, curvatures that present orientations in non-Cartesian directions

cannot be correctly captured within a simulation. Even when a high refinement is used,

the lengths and surfaces of object faces never converge to the analytical ones because the

staircase enforces Manhattan distance, which in some scenarios may have a relevant impact.

This is illustrated in fig. 2.10. A general solution for this is the conformal mesh, which

allows surfaces to cross through FDTD cells [24–26].

Figure 2.10: Illustration of a curved surface (red line) that cannot be correctly captured by the
FDTD grid. Additionally, the length never converges because the structured grid enforces Manhattan
distance.

As a last example, multiscale simulations entail another problem in FDTD due to its

structured nature. When significantly small geometries need refinement in an FDTD grid, a

fine enough space step is required. In some cases, this is not feasible due to either memory

or CPU time constraints. We have the possibility of employing non-uniform grids in order

to limit the refinement region as much as possible, but this has three major drawbacks.

First, a non-uniform space step in one Cartesian axis necessarily extends in the other two.

Second, non-uniform grids are not generally desirable because they induce more dispersion,

the convergence order decays to O(h) and they present numerical reflections [17]. Last,

we encounter yet again the CFL criterion, which forces a short time step limited by the
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most refined region. Several subcell methods have been designed in the past for specific

scenarios, such as thin-wire models [33, 34], thin-pannel models [36–38], and thin-slot

models [30, 56]. A general solution for this problem requires delving into subgridding

approaches, which allow the subdivision of cells into smaller ones.

2.2 Subcell methods in FDTD

Throughout this work, some numerical simulations are performed involving the OI-SG al-

gorithm in combination with subcell techniques. Particularly, the methods implemented

for this work were studied in previous PhD dissertation [57, 58], and therefore a detailed

analysis can be found there. Nonetheless, a brief explanation is provided in this section.

2.2.1 Conformal methods

Within the FDTD framework, conformal meshes allow us to define surfaces with non-

Cartesian orientations, and thus they can capture object curvatures much better than the

usual FDTD grid. They simulate material surfaces traversing across FDTD cells, as depic-

ted in fig. 2.11. The cell surfels affected by the traversing surfaces need to be split into

two or more regions, depending on how many surfaces are traversing (the example shown

in fig. 2.11 uses only one surface). The discrete magnetic components contained within

said surfels need to be split as well, giving one to each region. Similarly, the grid edges

affected by the surface and their corresponding discrete electric components need to be split

as well. Note that the intersections of the material surfaces with the grid surfels must result

in straight lines, but these lines do not need to be co-planar within a cell. These lines create

new edges in the original grid surfels, namely conformal edges, and thus new discrete elec-

tric components appear contained within them. We may consider only one discrete electric

component for each conformal edge, however, this technique in general permits considering

two co-located electric components, one for each side. An example is shown in fig. 2.11

denoting them as Econf|0 and Econf|1.

Once this scheme is set, we need only to adapt the FDTD update equations to solve

the field values in each iteration. Split electric fields located at the edges update normally,

using the original FDTD update expressions from eqs. (2.14)–(2.19), as if they were located

at the center of their original edge. The only relevant consideration is that they must use

the split magnetic field corresponding to their region. For example, in fig. 2.11, the discrete

component Ez|0 must use Hx|0, and Ez|1 must use Hx|1; similarly, Ey|0,0 and Ey|1,0 must both
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Figure 2.11: Example of the conformal PEC approach. The faces of the affected cells get split into
two or more regions, increasing the amount of discrete field components.

use Hx|0, whereas Ey|0,1 and Ey|1,1 must use Hx|1. For the split magnetic fields, a simple

finite integration is applied. For the example in fig. 2.11, we obtain

Hx|n+
1
2

0 = Hx|n−
1
2

0 +
∆t

µ S0

(
∆z Ez|n0 − ly|0,0 Ey|n0,0 + ly|1,0 Ey|n1,0 − lconf Econf|n0

)
, (2.90)

Hx|n+
1
2

1 = Hx|n−
1
2

1 +
∆t

µS1

(
−∆z Ez|n1 − ly|0,1 Ey|n0,1 + ly|1,1 Ey|n1,1 + lconf Econf|n1

)
, (2.91)

where lconf is the length of the conformal edge, and S0 and S1 are the integration surfaces,

which can be calculated with the trapeze formula:

S0 = ∆z
ly|0,0 + ly|1,0

2
, (2.92)

S1 = ∆z
ly|0,1 + ly|1,1

2
. (2.93)

As a final note, there is no general rule to calculate the values of Econf|0 and Econf|1,

as they depend on the material that is being simulated with the conformal mesh. A very

common example is a material consisting of a PEC surface, which is simulated by just

enforcing Econf|n0 = Econf|n1 = 0∀n. In other scenarios, more complex techniques can be

applied to simulate different behaviors.

2.2.2 SGBC thin panel

Subgridding boundary conditions (SGBC) thin panel model [37] is a model that hybrid-

izes Crank Nicolson (CN) and FDTD to simulate lossy thin panels. The conformal exten-

sion [28] provides a methodology to apply them to conformal meshes. Both schemes are
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depicted in fig. 2.12. Despite having the word subgridding on its name, SGBC is not related

to the family of subgridding methods in FDTD as has been defined in this work.

The basic idea behind SGBC in both structured and conformal meshes is nearly identical.

The intersection between the thin panel surface and the grid affects certain edges. The

discrete electric fields belonging to these edges split into two co-located components. In

fig. 2.12, they are named Ec|0 and Ec|1. Each one corresponds to one side of the thin panel.

The main difference between structured and conformal meshes is that, in a structured mesh,

the split discrete electric components belong to a natural FDTD grid edge, whereas in a

conformal mesh, they belong to a conformal edge. In both cases, each discrete electric

component is a neighbor to a discrete magnetic component, Hc|0 and Hc|1, respectively. In

a conformal mesh, both discrete magnetic components belong to the same cell face.

Between Ec|0 and Ec|1, a fine 1D grid with N layers is placed containing a series of

discrete electric and magnetic components. In fig. 2.12, they are named Ef|i and Hf|i + 1
2 ,

and the following identities are true:

Ef|1 ≡ Ec|0, (2.94)

Ef|N+1 ≡ Ec|1, (2.95)

Hf| 1
2
≡ Hc|0, (2.96)

Hf| |N+ 3
2
≡ Hc|1. (2.97)

Contrary to usual FDTD, the discrete magnetic and electric field components belonging

to the fine 1D grid are contemporary, and they are calculated at each iteration using a CN

implicit algorithm. Let us write the 1D FDTD equation for any given discrete fine electric

component Ef|i:

Ef|n+1
i =Ca,i Ef|ni +Cb,i

(
Hf|n+

1
2

i− 1
2
− Hf|n+

1
2

i+ 1
2

)
, (2.98)

where Ca,i and Cb,i are constants that depend on the media and the spatiotemporal steps,

analogously to those found in eqs. (2.14)–(2.19). By performing a time interpolation on the

discrete magnetic components, eq. (2.98) transforms into

Ef|n+1
i =Ca,i Ef|ni +

Cb,i

2

(
Hf|n+1

i− 1
2
− Hf|n+1

i+ 1
2
+ Hf|ni− 1

2
− Hf|ni+ 1

2

)
. (2.99)
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Analogously, we may obtain a similar expression for Ef|i+ 1
2
:

Hf|n+1
i+ 1

2
= Da,i Hf|ni+ 1

2
+

Db,i

2

(
Ef|n+1

i − Ef|n+1
i+1 + Ef|ni − Ef|ni+1

)
, (2.100)

where Da,i and Db,i are the magnetic analogous of Ca,i and Cb,i. By substituting eq. (2.100)

into eq. (2.99), we get an expression with the following shape:

ai Ef|n+1
i +bi Ef|n+1

i−1 + ci Ef|n+1
i+1 = di, (2.101)

where ai, bi and ci are constants, and di depends only on the fields in the previous time

instant t = n∆t.

Figure 2.12: Scheme of the SGBC Thin Panel model in both structured and conformal meshes.
In the intersection between the thin panel surface and the cell face, two co-located discrete electric
components are placed. The inner part of the thin panel contains N 1D FDTD cells whose values are
calculated in every iteration via a 1D CN algorithm.

The procedure described above is only valid for i ̸= 1 and i ̸= N +1. The electric fields

Ef|1 and Ef|N+1 depend on Hc|0 and Hc|1, respectively, which belong to the coarse grid, and

thus are not contemporary to the discrete electric components. However, they can be easily

calculated by performing the previous temporal interpolation only on the fine magnetic
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components:

Ef|n+1
1 =Ca,1 Ef|n1 +Cb,1


Hf|n+

1
2

1
2

−
Hf|n+1

3
2

+ Hf|n3
2

2


 , (2.102)

Ef|n+1
N+1 =Ca,N+1 Ef|nN+1 +Cb,N+1




Hf|n+1
N+ 1

2
+ Hf|nN+ 1

2

2
− Hf|n+

1
2

N+ 3
2


 . (2.103)

Now, by substituting eq. (2.100) into eqs. (2.102) and (2.103), we obtain:

a1 Ef|n+1
1 + c1 Ef|n+1

2 = d1, (2.104)

aN+1 Ef|n+1
N+1 +bN+1 Ef|n+1

N = di. (2.105)

Eq. (2.101), along with eqs. (2.104) and (2.105), form a tridiagonal system that, if solved,

allows us to obtain the values of all the discrete fine electric components at each iteration

based on the values in the previous ones. Additionally, we can now directly apply eq. (2.100)

in order to obtain the discrete fine magnetic values, thus completing the procedure. The

values Hc|0 and Hc|1 can be calculated via the original FDTD equations if they are in a

structured mesh, using Ec|0 and Ec|1, respectively. If they are affected by a conformal

mesh, they can be simply calculated using eqs. (2.90) and (2.91).

2.3 Review of subgridding methods in FDTD

The word subgridding is a particularly generic term within the context of CEM methods

and FDTD, and can often refer to different things. As an example, the method explained in

section 2.2.2, subgridding boundary conditions (SGBC), uses this word. However, through-

out this work, subgridding refers to the family of FDTD methods that consist, in essence, of

any technique that can locally divide the computational domain into regions with different

space steps. In this section, a thorough review of subgridding methods in FDTD, their main

characteristics and considerations, as well as the state-of-the-art, are presented.

As a prior note, throughout this work the terms subgridding method, subgridding al-

gorithm, subgridding scheme and subgridding technique are used interchangeably: they

refer to the aspects that characterize the method in question, which may include the spatial

or temporal configuration, the associated equations, or any other considerations related to

it.



2.3. REVIEW OF SUBGRIDDING METHODS IN FDTD 43

2.3.1 Basics of subgridding methods

In general, subgridding methods found in the literature can be very different from one an-

other. As a general rule, we may say that all subgridding methods divide the computational

domain into, at least, two regions: a coarse one and a fine (or refined) one. Each region must

have a different space step or we would not be able to call it subgridding, but they don’t need

to have different time steps. These regions are often referred to as refienement levels or just

levels. Throughout this work, the region that lies between two different levels is called

subgridding boundary. In some schemes, two adjacent levels do not have any overlap, and

therefore the subgridding boundary is just a surface, however, other subgridding schemes

do have some overlap and therefore this boundary has a volume. Another important part

of all subgridding schemes is that they must provide some kind of connection algorithm

to communicate both regions with one another in the subgridding boundary. This is often

referred to as interpolation/extrapolation rule. At this point, similitudes between most sub-

gridding schemes end, and each one can be completely different. Nonetheless, some general

classification can be made based on some typically present characteristics:

Figure 2.13: Illustration of a recursive 2-dimensional subgridding with a refinement ratio r = 2.

• Dimension: Most subgridding schemes found in the literature are 3-dimensional or

can be expanded to 3D, but in some cases we may find approaches that are only

applied to 2-dimensional simulations [59–71].

• Refinement ratio: The refinement ratio r of a subgridding scheme is the ratio between

coarse and fine cell sizes. Some subgridding schemes are flexible in this regard,

allowing for any arbitrary ratio [54, 71–79], and in some occasions only odd ra-

tios [76, 80, 81]. The most common values to find in the literature are r = 2 [45, 62,

66, 69, 70, 82–89], r = 3 [55, 63, 67, 74, 80, 90–106], and r = 4 [59, 64, 72, 107–110]

Less commonly, we see simulations with a larger ratio: r = 5 [68, 111–115], r = 6
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[72], r = 7 [114, 116, 117], r = 8 [64, 118], r = 9 [81, 119], r = 11 [114, 120],

r = 15 [114, 121]. In some rare occasions, we may find schemes using fractional

values [122–124] or even irrational values [65, 125–127]. In general, we find that

odd ratios are more common than even ratios, mostly because odd ratios allow for

the co-location of some field components from both fine and coarse grids, thus not

requiring any fine-to-coarse interpolation [83, 97, 117, 128, 129].

• Time refinement: Most subgridding algorithms can naturally implement global time-

stepping (GTS), which simply means using the same time step in every refinement

level. Nonetheless, many authors in the literature provide a methodology to use local

time-stepping (LTS), i.e. they allow different time steps in the fine and coarse meshes

[66, 78, 88, 94, 102, 130]. Other authors, in contrast, do not provide such a scheme

[71, 72, 74, 77, 81, 101]. The interest in LTS is mostly due to the CFL criterion (see

eq. (2.71)), which roughly states that the maximum stable time step is proportional to

the minimum space step, and thus the time step in the whole simulation is constrained

by the fine region. However, LTS implies designing some kind of time interpolation

scheme, and it is known that time interpolations generally worsen stability or make

it more difficult to analyze [95, 106]. For this reason, some authors purposely avoid

implementing LTS and they rather apply other techniques such as spatial filtering

(SF) to allow the usage of a time step only constrained by the CFL criterion in the

coarse mesh [54, 76, 106].

• Recursivity: Most subgridding algorithms apply the same update scheme in the inner

part of both fine and coarse regions, i.e. the classical FDTD update equations. This

means that the refined region, aside from the subgridding boundaries, acts like a com-

pletely normal FDTD region, and therefore we may further refine some of their cells.

In these cases, we may say that the subgridding scheme is recursive and therefore it

allows for multiple nested refinement levels [45, 62, 107, 131–133]. An illustration

is presented in fig. 2.13. However, some other methods do not allow such recursion,

usually because they apply a different update algorithm within the fine region, such

as ADI-FDTD or higher-order methods [64, 66, 74, 76, 77].

• Explicitness: The classical FDTD update scheme consists of a linear explicit al-

gorithm, i.e. the values on the next time step are directly calculated from the values
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in the previous one by a linear operator. This can be represented as

U |n+1 = AU |n, (2.106)

where U |n is the system state at the discrete time n∆t and A is the linear operator

known as the update operator. However, some TD methods are implicit, which means

that the next values cannot be directly calculated from the previous ones:

BU |n+1 =CU |n, (2.107)

where B and C are linear operators. In these cases, an explicit operator could be ob-

tained from inverting B, but matrices inversions are especially expensive, and there-

fore these methods resort to other algorithms to solve the system in each time step

separately. Noticeably, implicit methods are much less efficient than explicit ones,

and this is one of the reasons why FDTD is particularly efficient. In this regard,

most subgridding algorithms are explicit since they just consist of an interpolation

scheme to calculate the required field components. However, on some occasions,

we may find subgridding methods that use implicit methods in the refined region

[64, 68, 74, 77, 113, 134–136].

• Material traverse: In their most simple form, subgridding methods are formulated

in free space due to the simplicity associated with it. In most cases, this is what one

can find in the literature, and the presence of materials traversing the subgridding

boundary is rare. Nonetheless, some authors have offered subgridding schemes that

allow for it [62, 72, 81, 105, 135, 137, 138]. In general, it has been found that material

traverse is typically a source of significant errors [100]

• Stability: One of the main concerns in subgridding schemes is the stability and, more

specifically, the presence of late-time instabilities. This kind of instability consists of

modes that grow exponentially but do not become visually appreciable until a large

portion of the simulation time has run, typically over 105 iterations. Subgridding

methods are particularly problematic in this regard because late-time instabilities are

one of the most common issues that appear within them [78, 102, 114, 126, 127, 139].

A well-known case is the HSG method [140], which is known to be unstable despite

its accuracy, and filters are required to delay the appearance of instabilities [141].

• Accuracy and spurious reflections: Usually, the main characteristic that distin-
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guishes subgridding methods from one another is the treatment that they do in the

subgridding boundary. However, this is not a trivial task, and in most cases, the al-

gorithm in the subgridding boundary produces numerical reflections, also known as

spurious reflections, and other numerical artifacts that worsen the accuracy of the

method [59, 67, 86, 100, 115]. On occasions, some different methodologies are em-

ployed to prevent these reflections, such as higher-order methods [142], domain over-

riding [143] or methods hybridations [73].

• Efficiency and parallelization: FDTD is known for being exceptionally simple to

parallelize due to its structured nature, thus making it particularly efficient. However,

subgridding methods break this grid structure and therefore may potentially be less

efficient than the classical FDTD on a per-processed-field basis. This means that the

CPU takes longer to process each discrete field component on average. However, the

presence of subgridding on itself implies the existence of less discrete fields to process

compared to a simulation with only the fine grid, and even further, if LTS is applied,

each discrete coarse field component must be processed fewer times compared to the

fine ones. This effect gets even more pronounced when multiple subgridding levels

exist within a simulation, and thus subgridding schemes can potentially be much

more efficient than a fine-only grid. Actually, this is the main reason why subgrid-

ding methods exist in the first place: to obtain accurate results without requiring an

expensive refined grid in the whole computational domain. For this reason, efficiency

is one key point and a requisite for any subgridding method, and thus efficiency charts

are often found in the literature [68, 70, 76, 77, 122, 144–147]. In some cases, we

may find authors explaining parallelized implementations [62, 132, 145, 148, 149]

• Additional characteristics: Less commonly, we may find other characteristics that

define specific subgridding methods. These include domain decomposition [150–

152], domain overriding [118, 138, 143, 153], higher-order methods [66, 75], ro-

tated subgrids [65, 126], non-uniform subgrids [127], dynamically adaptative meshes

[147], among others.

2.3.2 Studies of stability

Stability is a key point within subgridding methods in FDTD, mainly because typically they

worsen the CFL stability condition and, in many occasions, they induce late-time instabilit-

ies [78, 102, 114, 126, 127, 139].
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Even when a particular scheme is stable in late-time iterations, the CFLN is more con-

strained than in the classical FDTD. Let us suppose a simulation case with a cubic grid and

two regions: fine and coarse. The space steps in the coarse and fine regions are, respect-

ively, ∆c and ∆ f . Assuming a refinement ratio of r, then we have that ∆c = r ∆ f . Similarly,

the respective time steps are ∆tc and ∆t f . According to the CFL criterion (eq. (2.71)), the

time step is constrained in both regions by the space step. Thus, we may define CFLNc and

CFLN f as the CFL number in the coarse and fine regions, respectively,

CFLN{c, f} =

√
3c0 ∆t{c, f}
∆{c, f}

. (2.108)

First, let us consider a simulation case with GTS, which means that ∆tc = ∆t f ≡ ∆t. In this

scenario, it is trivial to prove that CFLNc = CFLN f /r, and, since both values of CFLN must

be less than 1 to ensure stability, this forces CFLNc ≤ 1/r. This creates a great constraint

on the coarse time step. Additionally, if we consider a simulation with N + 1 subgridding

levels, we have that CFLNc ≤ 1/rN , which makes the problem much worse.

Many subgridding algorithms, to avoid the mentioned problem, aim to provide some

kind of time interpolation algorithm to allow a different time step in each level, i.e. LTS.

If this is the case, then we can keep the same proportion between the space and time steps

in each level, and therefore the value of CFLN remains constant, thus allowing a value of

CFLN = 1 in each level. However, it is known that typically subgridding schemes do not

allow such value because they are more unstable than the classical FDTD method [46, 112,

118], and this gets worse with time interpolations [106]. Additionally, some subgridding

methods have late-time instabilities that cannot be overcome by any value of CFLN. Such

is the case of the well-known HSG [140, 141, 154, 155], which has late-time instabilities

that are typically delayed by filters [141].

On many occasions, a strict analysis of the stability is very difficult or not feasible, and

this forces many authors to prove the stability of their proposed methods by performing

simulations for a large number of iterations, typically between 105 and 107 iterations. Ex-

amples can be found in [66, 70, 76, 77, 85, 96, 122, 156]. Nonetheless, in the literature,

some interesting works can be found in which the stability is tested more rigorously. A

classical example of stability analysis in FDTD is the work of Thoma and Weiland [84], in

which instabilities are classified into static (accumulation of electric or magnetic charges)

and dynamic (increases in energy derived from the discretization of spatial and time deriv-

atives). These instabilities tend to occur with changes in topology due to the subgridding
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boundaries. Two interesting works in this regard can be found in [94, 157], where the au-

thors state that reciprocity in the update of the discrete field components enhances stability.

In the leapfrog context, reciprocity means that, for any discrete magnetic component re-

quired to update a discrete electric component, the latter is also required to update the first.

Similarly, in [95] it can be seen that the usage of LTS makes the analysis more difficult and

a complete proof of stability cannot be completely provided.

Frequently, we may find authors that provide a stability analysis based on the spectral

radius of the evolution operator. If we consider a linear update algorithm and the operator

A that represents one iteration, the spectral radius ρ(A) is the maximum magnitude of its

eigenvalues. When A is diagonalizable it is easy to prove that the algorithm is stable if and

only if ρ(A) ≤ 1 [158]. In this sense, stable means non-divergent. An equivalent analysis

can be made of the discrete curl-curl operator M in non-orthogonal FDTD schemes, which

includes some subgridding algorithms. The operator M must be positive definite and have

distinct real eigenvalues [159, 160]. An interesting work in this regard is the one performed

by Yan and Yiao [160–162], in which they derive symmetric positive semi-definite matrices

by filtering out unstable modes in a subgridding scheme, achieving unconditional stability.

In [163] it was extended to unsymmetric matrices. In [130], Zeng and Jiao develop a similar

methodology with matrices involving LTS. Other spectral analyses can be found in [47, 68,

133].

In some cases, we may find authors that hybridize unconditionally stable CEM meth-

ods with FDTD to derive stable subgridding schemes. A notable case is the ADI-FDTD,

which is frequently found in subgridding schemes [64, 68, 74, 77, 113, 134–136]. Another

example is the Crank Nicolson (CN) method [164].

Some authors use filters to erase high-frequencies unstable modes. This is already justi-

fied in section 2.1.6 by looking at the dispersion relation of FDTD (eq. (2.64)). Additionally,

some authors justify this by a spectral analysis [162, 163] or by looking at the dispersion re-

lation of FDTD (eq. (2.64)). The greater the wavenumbers k are, the more likely ω requires

to be complex. These spatial modes correspond to the lowest possible wavelength that the

grid can solve while still meeting Nyquist’s sampling theorem, and thus it corresponds to

the largest frequencies. The work presented by Gaffar and Jiao [52, 53] indeed shows that

the highest frequencies are the source of instabilities in FDTD and thus they can be filtered

out to enhance stability, even for values CFLN > 1. It has also been shown that this same

rule can be applied in many cases with subgridding. An interesting example is the work

presented by Wei [55], Xu and Xie [106], and Xie et al. [75], where spatial filtering (SF)
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is used to filter out the unstable modes and thus allow the usage of a time step constrained

only by the CFL criterion in the coarse grid.

Another interesting work related to stability is performed by Bekmambetova et al., first

in [72, 80] for a 2D subgridding, and later generalized to 3D in [81]. In their work, a

methodology based on the theory of dissipative systems is derived to separate the analysis

of the stability of the different components in an FDTD simulation, thus providing stability

conditions for the subgridding scheme.

2.3.3 Studies of the accuracy

A large variety of connection algorithms are developed to communicate fine and coarse re-

gions in the subgridding boundaries. One way or another, each one of them modifies the

classical FDTD algorithm, and in the process, they typically worsen the accuracy if we

compare it to a simulation containing a fine-only grid, especially since they usually create

spurious reflections [59, 86, 165]. Nonetheless, it is expected that subgridding algorithms

provide better accuracy than a coarse-only simulation, otherwise they would not be useful.

For this reason, it is exceptionally common to find numerical validations of subgridding

algorithms when they are presented in the literature. These validations typically consist of

evaluating the numerical error in a few concrete examples, and a more rigorous and system-

atic approach is less frequent. Nonetheless, there are some good examples of accuracy and

error analysis in the literature.

An interesting example of error analysis was presented by Celuch-Marcysiak and Rud-

niki in [86]. In their work, they present a systematic approach to predict numerical re-

flections both in non-uniform grids and subgridding boundaries. By assuming incident,

transmitted, and reflected plane waves with arbitrary wave numbers, frequencies, and incid-

ence angles, and plugging the solution into the FDTD equations, they derive the expected

reflection coefficient.

In [67], Le et al. analyze the numerical errors obtained in 1D and 2D subgridding

schemes with a refinement ratio of 3. The authors suggest that there is a direct correlation

between the subgrid electrical size and the cumulative errors caused by propagated waves,

implying that the highest errors are produced by short wavelengths, or high frequencies,

compared to the grid resolution. Related to this, in [142], authors utilize higher-order meth-

ods to improve accuracy even with low-resolution grids.

Other works worth mentioning include the one performed by Okoniewski et al. [165].

They analyze different subgridding interpolation schemes, achieving spurious reflections of
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−60dB. In [115], the authors analyze the inaccuracy problems that arise in the one-sheet

HSG in contrast to the two-sheet formulation.

Material traverse is another important source of inaccuracy, as it has been found in the

literature [100]. In [118], the authors conclude that at least 4 cells should be left between

the subgridding boundary and the material object.

2.3.4 Studies of efficiency and parallelization

Typically, all subgridding algorithms enhance the original FDTD efficiency. This is because,

compared to a fine-only simulation, many cells are removed and replaced with one coarse

cell. This already provides a decrease of cells of order O(r3) for each subgridding level,

where r is the refinement ratio. However, when LTS is applied, fields belonging to the

coarse region are processed fewer times, providing a decrease of processed fields of O(r4)

to get to the same simulated time. This is shown in efficiency tables in many works in the

literature [68, 70, 76, 77, 122, 144–147].

The efficiency of subgridding methods can be enhanced even further by designing a

parallelization scheme. Typically, subgridding publications lack information about the pos-

sibility of parallelization, but some works can be found in the literature in this regard. Some

examples are [62, 132, 148]. An interesting case can be found in [149], in which a multi-

GPU cluster is used to parallelize an FDTD simulation implementing an explicit subgrid-

ding scheme. Another notable example is the recent work from Feng et al. [145], where

a hybrid CPU-GPU system is used to process a subgridding simulation with two levels, in

which CPU processes the coarse one and the GPU processes the fine ones.

Another interesting work related to efficiency was presented by Hartley et al. in [166].

In their work, the authors present the switched Huygens subgridding (SHSG) method, which

removes the requirement of PML boundary conditions in the subgridding boundaries and

therefore enhances the efficiency.

2.3.5 Modern subgridding schemes

Most classic subgridding methods found in the literature implement some interpolation rule

in the subgridding boundary to communicate fine and coarse regions, while they utilize

the original FDTD update algorithm in the inner part of the region. However, modern

subgridding schemes typically apply more complex approaches. Within this section, some

of the most relevant works in this regard are presented.

An interesting example of a modern subgridding approach is the separation of the spatial
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and temporal subgridding boundaries in simulations with LTS. This approach was presen-

ted by Xiao et al. in [95, 96]. When coming from the outer coarse grid, the domain first

encounters a region where the time refinement is performed without any spatial refinement.

Inside this region, a new boundary is found in which the opposite happens: a spatial, but

not temporal, interpolation is performed. In [139], the authors suggest that long-term sta-

bility can be achieved by separating the temporal and spatial boundaries by at least 3 cells.

More recent works based on this idea were presented in [100, 105, 167], including material

traverse and achieving long-term stability.

Notable work was performed by Railton in [65, 125], in which, by applying the prin-

ciples of the HSG method, he obtained a formulation for rotated fine regions within the

computational domain in 2D FDTD. Later, in [126] his work was expanded to 3D simula-

tions, and in [127] he implemented non-uniform fine regions.

An interesting approach is the domain decomposition. This scheme consists of running

two separate simulations sequentially, one for the coarse grid and another one for the fine

grid. The first simulation, which contains the sources, is run until a desired time step, and the

values of the fields in the positions corresponding to the subgridding boundaries are stored

for every discrete time instant. Then, the second simulation, which has a different cell size,

is run, and the previously stored fields are injected as currents using an interpolation rule.

This was originally the case presented by Kunz et al. in [150], where a source running in

the coarse simulation was injected into a fine one. Later, a similar idea was reproduced by

Pascaud et al. in [151, 152], but switching the order of the simulations. In this case, the

authors simulated antennas in the fine grid and stored the field values at the boundaries to

be reused in any potential coarse simulation.

An adaptative mesh refinement (AMR) scheme was presented by Li et al. in [147]. The

authors begin by meshing the computational domain, placing the fine region around relevant

parts of the simulation such as the excitation source. After letting the system evolve for a

fixed amount of time, the implementation automatically re-meshes the entire computational

domain, placing the fine regions in the most energetically dense areas. This process is

repeated periodically, thus allowing the simulation to be always refined in the energetically

relevant parts.

Higher-order methods are often used to enhance accuracy. This is the case found in [66],

where authors run a higher-order FDTD in the coarse region and the conventional FDTD

(2,2) in the fine one, adding an interlayer region in the coarse region in order to transition

from one another. A recent similar example can be found in [75], where authors hybridize
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an spatially-filtered symplectic finite-difference time-domain (SF-SFDTD) in the fine grid

and FDTD (2,2) in the coarse one.

Hybrid subgridding methods are also commonly found in the literature. These ap-

proaches mix the conventional FDTD with other CEM methods. ADI-FDTD is one of

the most common methods to find in the literature due to its unconditional stability [68, 74,

77, 106, 113, 134–136, 145]. Similarly, Londersele et al. [164] propose a hybrid method

with CN since it is also unconditionally stable. Wang et al. [70, 71, 79, 146] proposed a

hybrid and stable method based on summation-by-parts simultaneous approximation term

(SBP-SAT).

As a last example, we may find the work presented by Donderici and Teixeira for 2D

simulations [143, 153], and later extended to 3D [138]. In their work, the authors implement

the concept of domain overriding. This consists of a multi-layer overlap between the fine

and coarse regions that extends further from the subgridding boundary. Within those lay-

ers, a process of filtering and phase compensation is applied to enhance the accuracy of the

method. Additionally, a method of suppression of high frequencies is designed to prevent

unstable modes from propagating from the fine to the coarse grid, which is achieved by sep-

arating the modes and propagating the high-frequency ones into a PML in one overlapped

layer.



CHAPTER 3

The OI-SG method

The OI-SG method is the main subject of study of this dissertation, and thus this chapter

constitutes the technical core of this work. Throughout this chapter, the reader can find:

• A fully detailed derivation of the method.

• A discussion on the time refinement: usage of LTS in contrast to GTS.

• The integration of subgridding boundaries with FDTD boundary conditions.

• Different methodologies to obtain the stability conditions of the method, including a

long-term stability discussion via a spectral approach.

• A discussion of the dispersion relation and convergence to the analytical expression.

• Two method modifications aiming to enhance the limitations of the method.

• Some relevant details about the implementation and parallelization.

3.1 Method description

The OI-SG utilizes a generalization of the main-dual grid formalism of the FDTD to derive

the update equations in the subgridding boundaries. In what follows, a detailed explanation

of the procedure is provided: first, the spatial configuration of the subgridding boundary

is explained; second, the general update equations are derived; and finally, these equations

are applied to the fields present at the subgridding boundaries, thus obtaining the OI-SG

method. Throughout this section, we assume usage of GTS.

3.1.1 Spatial refinement

Let us suppose two FDTD cells, as depicted in fig. 3.1 (a) and (c). The picture shows

the main grid, which contains the discrete electric components, in blue; whereas the dual

53
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grid, containing the discrete magnetic components, is represented in red. As explained in

section 2.1, the vertices of the dual grid are located at the geometrical center of the main

grid cells, and vice-versa. Now, let us refine one of the main grid cells into two or more

subcells in each Cartesian axis. Here, we define the refinement ratios rx, ry, and rz as the

number of subcells resulting in each respective direction. In general, the OI-SG method

accepts arbitrary ratios for each direction, but throughout this explanation, we will assume

rx = ry = rz = 2 for simplicity. As a result, the original cell gets split into 8 subcells. We

name them fine cell, whereas the ones of the original size are referred to as coarse cells.

The surface that lies between the coarse cell and the set of fine cells is called subgridding

boundary.

The resulting stencil does not preserve the original lattice structure, but it provides a

natural placement for the vertices and edges of the new main grid. The dual grid configur-

ation in the inner part of both coarse and fine regions is trivial, since we may just place the

vertices at the geometrical centers of the main grid cells. However, the cells adjacent to the

subgridding boundary, both fine and coarse, contain dangling vertices of the dual grid. This

is solved by placing dual grid edges connecting said dangling vertices, thus fully connecting

the fine and coarse grids. The resulting configuration corresponds to the red grid in fig. 3.1

(b) and (d).

Figure 3.1: Representation of the spatial subgridding scheme of the OI-SG. Represented are: (a)
two usual FDTD cells, (b) the result after one of them is refined with a refinement ratio r = 2, and
(c) and (d) the respective 2D projections. In all cases, the dual (magnetic) grid is represented in red.
In (a) and (c), the main (electric) grid is represented in blue. In (b) and (d) the coarse magnetic grid
is represented in gray and the fine one in blue.



3.1. METHOD DESCRIPTION 55

The refinement can be applied to any set of coarse cells, thus creating a region of refined

cells with one or multiple arbitrarily shaped subgridding boundaries. In this case, the main-

dual grid considerations explained above only apply to the cells adjacent to a subgridding

boundary. Additionally, the refinement procedure can be recursively applied to fine cells

as well, thus creating an even finer region. This leads to the creation of multiple levels,

each denoted by an integer number nsg. The convention established for this work is as

follows: the finest region has a level of nsg = 0, and each coarser region increases nsg

by one, until reaching the coarsest region, which has a level of nsg = Nsg. Thus, nsg ∈
{0,1, . . . ,Nsg}. The OI-SG algorithm can be applied to arbitrary non-uniform grids, but for

simplicity, throughout this work, we only consider cubic grids. Thus, the cell length of a

given level nsg is denoted ∆nsg , where

∆nsg = 2∆nsg−1 = 2nsg ∆0. (3.1)

The time step of a given level nsg is denoted ∆tnsg . Time steps of different levels can be

equal or different by choice, further discussion of this is presented in section 3.2. For this

section, we assume GTS, i.e. ∆tnsg ≡ ∆t across all the levels.

To end the spatial discussion of the OI-SG refinement, let us draw attention to the sub-

gridding boundary that lies between two contiguous subgridding levels nsg and nsg +1. For

each coarse cell adjacent to a subgridding boundary, we have four corresponding fine cells

in the same situation. Between the coarse and the fine cells, a square surface lies, which

is composed of four fine surfels. The method proposes a displacement of the central ver-

tex towards the direction normal to the subgridding boundary [45] (depicted in fig. 3.1).

This displacement is called the orthogonalization displacement and is denoted δnsg . This

magnitude is defined to be proportional to the cell length of its corresponding level, thus

δnsg = δr ∆nsg , where δr is an adimensional number named the orthogonalization parameter,

and is a constant for all levels. The value of δr is free of choice, but it has an impact on

stability, as is later discussed in section 3.4.

It is worth noting some considerations required if a refinement ratio r ̸= 2 is being used.

Let us suppose a coarse cell adjacent to a subgridding boundary where refinement ratios of

r1 and r2 are being used in the parallel Cartesian directions. The dual grid dangling vertices

are connected in the same manner, but now, we need to draw r1 r2 dual grid edges instead of

just 4. The second difference is that the orthogonalization displacement needs to be applied

to (r1 − 1)(r2 − 1) vertices instead of just one. Thus, depending on the configuration, we

may want to apply a different displacement for each of them, therefore leading to more than
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one orthogonalization parameter δr.

3.1.2 Update equations

To derive the update equations of the OI-SG, first, we need to provide a discussion of an ex-

tended form of FDTD. In what follows, a different notation than the one used in section 2.1

is going to be employed to refer to the discrete electromagnetic components. The discrete

electric and magnetic components present in a given simulation are denoted, respectively,

E|i and H|i. The amount of discrete electric and magnetic components are denoted, respect-

ively, Ne and Nh. Thus, the sets containing all the discrete electric and magnetic components

are respectively written as

{
E|i
}Ne

i=1
,
{

H|i
}Nh

i=1
. (3.2)

These sets are not ordered in any particular way. When referring to a given field U |i eval-

uated at a discrete time instant t = N ∆t, it is denoted as U |Ni , where N can be integer or

half-integer.

Let us assume a discrete magnetic component H|i contained within an integration surfel,

similar to the one presented in fig. 2.2, but bounded by an arbitrary number of edges. We

denote this surfel Sh|i. This is depicted in fig. 3.2. Note that the edges are not necessarily co-

planar, and thus the surfel is not well-defined. However, we may define any arbitrary surface

as long as it is bounded by the mentioned edges and it will not affect the result, as is later

shown. At the center of each edge, a discrete electric component is placed directed towards

the direction of said edge. The discrete magnetic component is placed somewhere in the

middle of the surfel and has an arbitrary orientation, thus we may write the corresponding

discrete magnetic vector as H⃗|i = H|i Ĥ|i, where Ĥ|i is a vector of unit-norm that marks the

orientation of H⃗|i.

Figure 3.2: Arbitrary surfel used as integration surface to derive the OI-SG update equation for a
discrete field component H|i.
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Now, we may approximate Faraday’s Law (eq. (2.8)) on the surface Sh|i. First, we need

to evaluate the surface integrals. This is done by assuming that all physical magnitudes

are constant throughout the integration surface: the magnetic field vector H⃗|i, the magnetic

current density J⃗m|i, the magnetic permeability µ|i, and the magnetic conductivity σm|i. By

doing this, the right-hand side of eq. (2.8) transforms into

−µ|i
dH|i
dt

Ĥ
∣∣
i ·
(∫

Sh|i
d⃗s
)
− σm|i H|i Ĥ

∣∣
i ·
(∫

Sh|i
d⃗s
)
− Jm|i Ĵm

∣∣
i ·
(∫

Sh|i
d⃗s
)
. (3.3)

It is worth noting that the discrete magnetic orientations in the grid never change, as they

are defined by the grid itself. Thus, we define the equivalent surface S̃h|i as

S̃h
∣∣
i := Ĥ

∣∣
i ·
(∫

Sh|i
d⃗s
)
, (3.4)

which is a constant associated with the discrete magnetic component H|i. Similarly, we

define the equivalent current density J̃m|i as

J̃m
∣∣
i := Jm|i

Ĵm
∣∣
i ·
(∫

Sh|i d⃗s
)

S̃h
∣∣
i

, (3.5)

where Ĵm|i is a unit vector marking the orientation of J⃗m|i. Note that, unlike S̃h|i, J̃m|i
does have a dependency on time because both the current density magnitude Jm|i and the

orientation Ĵm|i may change. Now, we may substitute eqs. (3.4) and (3.5) into eq. (3.3) to

get

−
(

µ|i
dH|i
dt

+ σm|i H|i + J̃m|i
)

S̃h
∣∣
i . (3.6)

At this point, we must note that neither S̃h|i nor J̃m|i depend on the surface chosen for

the surfel Sh|i. In both cases, we have an expression with the following form:

∫

S
û · d⃗s, (3.7)

where û is a unit vector constant throughout the surface S. Now, let us write down Stoke’s

theorem,

∫

S

(
∇⃗× F⃗

)
· d⃗s =

∫

∂S
F⃗ · d⃗l. (3.8)
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In order to apply Stoke’s theorem to eq. (3.7), we just need to find a vector F⃗ such that

û = ∇⃗× F⃗ . If we write û = (ux,uy,uz), it is easy to prove that F⃗ = (uy z,uz x,ux y) meets this

condition. Therefore,

∫

S
û · d⃗s =

∫

∂S
(uy z,uz x,ux y) · d⃗l, (3.9)

which only depends on the boundary ∂S, and not the chosen surface. In fact, it is not difficult

to see that eq. (3.7) results in the orthogonally projected area of S onto a plane orthogonal

to û.

The circulation integral in the left-hand side of eq. (2.8) can be easily approximated by

considering each discrete electric component constant through the edge:

∮

∂Sh|i
E⃗ · d⃗l ≃ ∑

j∈Nh|i
sgnh|i, j le| j E| j, (3.10)

where Nh|i is the neighbors set of H|i, which contains all the discrete electric field indices

that surround the particular component H|i, le| j is the edge length of the discrete electric

component E| j, and sgnh|i, j is 1 if the electric field E| j has the same orientation as the

integration direction and −1 otherwise. For the example depicted in fig. 3.2 we would

obtain

∮

Sh|i
E⃗ · d⃗l ≃− le|1 E|1 − le|2 E|2 + le|3 E|3 + le|4 E|4 + le|5 E|5. (3.11)

Now, we must do a very similar procedure as the one performed in section 2.1 to de-

rive the update equations. First, we substitute eq. (3.6) and eq. (3.10) into Faraday’s Law

(eq. (2.8)). Then, we evaluate the expression in t = n∆t and apply the finite-difference tech-

nique in the time derivative (eq. (2.9)). Finally, we perform a temporal interpolation in the

remaining discrete magnetic field analogous to the one performed in eq. (2.11). After doing

all this, and by some algebra, we finally obtain

H|n+
1
2

i =

1− σm|i ∆t
2 µ|i

1+
σm|i ∆t
2 µ|i

H|n−
1
2

i

+
∆t

µ|i +
σm|i ∆t

2

(
− 1

S̃h
∣∣
i

∑
j∈Nh|i

sgnh|i, j le| j E|nj + J̃m|ni

)
.

(3.12)
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By an analogous procedure, using an integration surfel Se|i corresponding to an electric

field E|i on Ampère’s Law (eq. (2.13)), we obtain

E|n+1
i =

1− σ |i ∆t
2 ε|i

1+
σ |i ∆t
2 ε|i

E|ni

+
∆t

ε|i +
σ |i ∆t

2

(
1

S̃e
∣∣
i

∑
j∈Ne|i

sgne|i, j lh| j H|n+
1
2

j + J̃|n+
1
2

i

)
,

(3.13)

where

• σ |i is the electric conductivity in the integration surfel,

• ε|i is the electric permittivity in the integration surfel,

• sgne|i, j is analogous to sgnh|i, j but applied to the i-th electric surfel and the j-th dis-

crete magnetic component,

• lh| j is the dual grid edge length corresponding to the j-th discrete magnetic compon-

ent,

• S̃e|i is the equivalent surface of the surfel, defined as

S̃e
∣∣
i := Ê

∣∣
i ·
(∫

Sh|i
d⃗s
)
, (3.14)

• J̃|n+
1
2

i is the equivalent electric current density evaluated at the time instant t = (n+
1
2)∆t, where

J̃
∣∣
i := J|i

Ĵ
∣∣
i ·
(∫

Se|i
d⃗s
)

S̃e
∣∣
i

, (3.15)

• Ê|i is a unit vector marking the orientation of the i-th electric component, and

• Ĵ|i is a unit vector marking the orientation of the i-th electric current density.

Eqs. (3.12) and (3.13) constitute an extended form of the FDTD update equations for

arbitrarily shaped main-dual grids. It is easy to prove that they reduce to the usual FDTD

equations when all the integration surfaces are rectangles and the surface-integrated field
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components are orthogonal to them. Nonetheless, eqs. (3.12) and (3.13) in this form are

required to solve the discrete components located at the subgridding boundaries. For this

work, all the subgridding boundaries are contained within free space without sources, and

thus simplifications can be made by assuming ε|i = ε0, µ|i = µ0, σ |i = 0, σm|i = 0, J̃|i =
0, J̃m|i = 0∀i:

H|n+
1
2

i = H|n−
1
2

i − ∆t
µ0 S̃h

∣∣
i

∑
j∈Nh|i

sgnh|i, j le| j E|nj , (3.16)

E|n+1
i = E|ni +

∆t
ε0 S̃e

∣∣
i

∑
j∈Ne|i

sgne|i, j lh| j H|n+
1
2

j . (3.17)

3.1.3 Subgridding boundary fields update

In order to apply eqs. (3.16) and (3.17) to the subgridding boundary, we need to define a

main-dual grid configuration in which every main grid edge is surrounded by a number of

dual grid edges, and vice-versa. This naturally creates integration surfels. Fortunately, the

configuration provided in section 3.1.1 meets this condition exactly. The inner region of

each subgridding level employs the original FDTD main-dual grid, thus they are trivially

updated by the usual FDTD equations. Additionally, the configuration depicted in fig. 3.1

provides natural integration surfels for each discrete field component contained within the

subgridding boundary or adjacent to it, although they require being updated by eqs. (3.16)

and (3.17) and thus require special attention.

Let us take a closer look at the subgridding boundary between two given levels. We

denote ∆c to the space step of the coarse level and ∆f to the space step of the fine level.

Now, let us consider the fine discrete electromagnetic field components placed within this

subgridding boundary or adjacent to it. Some of them can be trivially updated with the usual

FDTD equations, as long as their equivalent surface fulfills S̃ = ∆ f and it is surrounded by

four other discrete components whose edge lengths are l = ∆f. An analogous argument can

be made for coarse discrete components with an equivalent surface of S̃=∆c and surrounded

by four components with l = ∆c. The rest of the discrete field components, which cannot be

trivially updated, are denoted as non-trivial field components, and can be classified based on

their values of S̃ and l. This classification, for a cubic grid with a refinement ratio of r = 2,

provides 6 distinct electric field types, and 4 distinct magnetic field types. It is depicted in

fig. 3.3, and their corresponding equivalent surfaces and edge lengths are written in table 3.1.



3.1. METHOD DESCRIPTION 61

Table 3.1: OI-SG field classification for a cubic grid with a refinement ratio r = 2. For each field
type, the equivalent surface S̃ and the edge length l are written. In each expression, ∆f refers to the
cell length of the fine level in the boundary considered. Field types correspond to fig. 3.3.

Electric

Type
S̃e

∆2
f

le
∆f

E-1
3+δr

4
√

1+δr
2

√
1+δr

2

E-2 9
4

1

E-3 1 1−δr

E-4 3 1
E-5 2 1

E-6 3
2

1

Magnetic

Type
S̃h

∆2
f

lh
∆f

H-1
3+δr√

11

√
11
2

H-2 1− δr

2
1

H-3 1−δr 1
H-4 4 2

Each electric field type is assigned a number from 1 to 6, and similarly, each magnetic field

type is assigned a number from 1 to 4. We denote E-i to the i-th electric field type and H-i

to the i-th magnetic field type.

It is interesting to note that some field types only appear in the corners of the subgridding

region, as can be extracted from fig. 3.3. Particularly, field types E-4 and H-3 appears only

in convex corners, field type E-5 appears only in concave corners, and field type E-6 appears

only in the overlap between two convex corners.

The magnitudes in table 3.1 are referred to the cell length ∆f corresponding to the fine

level in the subgridding boundary considered. It is worth noting, however, that the field

type H-4 belongs to the coarse level and not to the fine one, as can be seen in fig. 3.3.

Furthermore, the values of S̃h and lh for this field type are the same as in the usual FDTD,

and thus it would seem like it can be trivially updated. However, it is considered a non-

trivial field for two reasons. First, it has 5 neighbor electric components: three coarse and

two fine. Second, the field type E-2, which belongs to the fine level, uses it to update itself,

therefore its edge length ∆c is not trivial from the fine perspective.

Let us provide an example to better understand the update equations applied to the

subgridding boundary fields. Let us take a closer look at the electric field type E-1 and

H-1. Discrete field components of these types use each other in their update schemes. An

example is depicted in fig. 3.4. Using the same notation as in the figure, we find that:

• E|1 is updated using the discrete components H|1, H|2, and H|3, and it is of type E-1,
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Figure 3.3: Illustration of the OI-SG field classification for a cubic grid with a refinement ratio
r = 2. Electric fields are represented in purple and magnetic fields are represented in blue. Electric
field types 1-3 are present in subgridded region faces, 4 in convex corners, 5 in concave corners, and
6 in the overlap of two convex corners. Magnetic field types 1-3 Field types correspond to table 3.1.

thus its equivalent surface is

S̃e|1 =
3+δr

4
√

1+δr
2
, (3.18)

• H|1 is updated using the discrete components E|1, E|2, E|3, and E|3, and it is of type

H-1, thus its equivalent surface is

S̃h|1 =
3+δr√

11
(3.19)

• E|1 and E|4 are of type E-1, thus le|1 = le|4 = ∆f,

• E|2 and E|3 are of type E-2, thus le|2 = le|3 =
√

1+δr
2 ∆f,

• H|1 and H|2 are of type H-1, thus lh|1 = lh|2 =
√

11/2∆f,

• H|3 is of type H-2, thus lh|3 = ∆f
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Substituting this information into eqs. (3.16) and (3.17), we obtain

E|n+1
1 = E|n1 +

4
√

1+δr
2

3+δr

∆t
ε0 ∆f

(√
11
2

H|n+
1
2

1 −
√

11
2

H|n+
1
2

2 − H|n+
1
2

3

)
, (3.20)

H|n+
1
2

1 = H|n−
1
2

1 −
√

11
3+δr

∆t
µ0 ∆f

(
−
√

1+δr
2 E|n1 + E|n2 + E|n3 −

√
1+δr

2 E|n4
)
. (3.21)

The expressions shown in eqs. (3.20) and (3.21) are the OI-SG update equations applied

to a particular example of discrete components of types E-1 and H-1. However, following

the same procedure provides us with analogous expressions for any field in the computa-

tional domain of any simulation, with arbitrarily shaped subgridding regions and an arbit-

rary number of subgridding levels.

Figure 3.4: Illustration of the interlacing between two discrete field components of types E-1 and
H-1. The update of the discrete component E|1 requires the components H|1, H|2, and H|3. The
update of the discrete component H|1 requires the components E|1, E|2, E|3, and E|4.

3.2 Local Time-Stepping

The expressions obtained in section 3.1 assume a simple GTS scheme. Although this is

entirely possible, and simulations with a uniform time step are presented in the following

chapters, it is not generally desirable. Reasons for this have already been discussed, but

the main reason is that the CFL criterion constrains the time step in the finest level, mak-

ing the simulation less efficient and inducing higher phase dispersion in the coarser levels

(see fig. 2.8). For this reason, this section provides an LTS scheme that is used in diverse

simulations throughout this work.

Let us assume a computational domain with Nsg + 1 levels, where the finest level is 0
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and the coarsest level is Nsg. Each level uses a time step proportional to its cell length,

∆tnsg ∝ ∆nsg . This means that, assuming a refinement ratio of r = 2, for each iteration of

a level nsg, the level nsg − 1 must perform two iterations, and therefore the discrete-time

placements of the field components are different for each level. By convention, we assume

that electric fields of all levels exist at times t = n∆tNsg , where n is an integer. From here,

each level must advance half a time step to meet the existence of the magnetic components,

and then another half a time step to meet the electric components again. The resulting

scheme, depicted in fig. 3.5, can be summarized as:

• Electric components of the coarsest level Nsg exist at times t = n∆tNsg ,

• Magnetic components of the coarsest level Nsg exist at times t =
(
n+ 1

2

)
∆tNsg ,

• Electric components of the level Nsg −1 exist at times

t
∆tNsg

∈
{

n,n+
1
2
,

}
, (3.22)

• Magnetic components of the level Nsg −1 exist at times

t
∆tNsg

∈
{

n+
1
4
,n+

3
4

}
, (3.23)

• Electric components of the level Nsg −2 exist at times

t
∆tNsg

∈
{

n,n+
1
4
,n+

1
2
,n+

3
4

}
, (3.24)

• Magnetic components of the level Nsg −2 exist at times

t
∆tNsg

∈
{

n+
1
8
,n+

3
8
,n+

5
8
,n+

7
8

}
, (3.25)

• etc.

The main issue that we must now address is how the electric and magnetic fields from

different levels use each other in their update equation. Let us assume a subgridding bound-

ary between levels nsg − 1 and nsg. First, we must note that the only discrete fine field

components that require using coarse components are electric: discrete fields of types E-2,

E-4 and E-6 require using components of type H-4. Furthermore, this situation is reciprocal:
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the only discrete coarse field components that require using fine components are those of

type H-4. This can be appreciated in fig. 3.3. In other words, fine electric components com-

municate with coarse magnetic ones, and vice-versa. No fine magnetic component sees the

coarse level directly, and no coarse electric component sees the fine level directly.

Coarse magnetic components are placed at times t = (n+ 1
2)∆tnsg , where n is an in-

teger, and it expects using electric components placed at times t = n∆tnsg . Fine electric

components are placed at times and t = n∆tnsg and t = (n+ 1
2)∆tnsg , therefore the update

of coarse magnetic fields can be naturally done by using correctly time-placed fine electric

components. This is represented by the green arrows in fig. 3.5. On the other hand, fine

electric components require using coarse magnetic fields placed at times t = (n− 1
4)∆tnsg

and t = (n+ 1
4)∆tnsg . It is clear that these coarse magnetic components do not exist within

our scheme, so a different approach is required. Time interpolations and extrapolations

can be used to obtain the required magnetic components, but doing this would remove the

linearity of the OI-SG update scheme, and furthermore, this kind of approach is known to

induce instabilities. For this reason, a different approach is devised in this work.

Figure 3.5: Scheme of the LTS employed for the OI-SG method. Each box marked E or H represents
the set of all the electric or magnetic fields belonging to a particular level at a given time instant.
Arrows represent field usage in the update: an arrow going from A to B implies that the update of
some fields of B requires the usage of fields of A. Blue dashed arrows represent usage within the
same level, green arrows represent different-level usage with second-order time derivatives, and red
arrows represent different-level usage with first-order time derivatives.

Let us assume Faraday’s Law (eq. (2.8)) in free space without sources for an integration

patch containing an electric component that belongs to the level nsg−1. Now, let us evaluate

it at a time instant t = n∆tnsg−1 and approximate the time-derivative by a non-centered finite
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difference:

d E|ni
dt

≃ E|n+1
i − E|ni
∆tnsg−1

, (3.26)

where the superindex n refers to the evaluation at time t = n∆tnsg−1. By substituting it into

Faraday’s Law and applying the finite integration on the magnetic circulation, we obtain

E|n+1
i = E|ni +

∆t
ε0 S̃e

∣∣
i

∑
j∈Ne|i

sgne|i, j lh| j H|nj . (3.27)

Eq. (3.27) is formally identical to eq. (3.17) but with time-displaced magnetic components.

By comparing eqs. (3.17) and (3.27), we may devise a combination where the magnetic

components are placed at times t = (n+ 1
2)∆tnsg−1 if they belong to the same level as the

electric component, and t = n∆tnsg−1 if they belong to the immediate coarse level. Thus, we

obtain

E|n+1
i = E|ni +

∆tnsg−1

ε0 S̃e
∣∣
i




∑
j∈Ne|i

nsg,h| j=nsg−1

sgne|i, j lh| j H|n+
1
2

j

+ ∑
j∈Ne|i

nsg,h| j=nsg

sgne|i, j lh| j H|nj



, (3.28)

where nsg,h| j denotes the level of the j-th magnetic component.

Eq. (3.28) can be applied for discrete fine electric components placed at times t = n∆tnsg

by using coarse magnetic components placed at t = (n− 1
2)∆tnsg . However, it does not work

for fine electric components placed at t = (n+ 1
2)∆tnsg , as it would require coarse magnetic

components at t = n∆tnsg , which does not exist either. This can be solved by repeating the

same procedure with slight changes. First, we evaluate Faraday’s Law at t = n∆tnsg . Second,

we employ a different non-centered finite difference for the time derivative:

d E|n+1
i

dt
≃ E|n+1

i − E|ni
∆tnsg−1

. (3.29)
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Now, by repeating exactly the same procedure, we get to

E|n+1
i = E|ni +

∆tnsg−1

ε0 S̃e
∣∣
i




∑
j∈Ne|i

nsg,h| j=nsg−1

sgne|i, j lh| j H|n+
1
2

j

+ ∑
j∈Ne|i

nsg,h| j=nsg

sgne|i, j lh| j H|n+1
j



. (3.30)

Eqs. (3.28) and (3.30) can be applied for discrete fine electric components placed at

times t = n∆tnsg and t = (n+ 1
2)∆tnsg , respectively. The coarse-to-fine field usage for these

cases is represented by the red arrows in fig. 3.5. A pseudocode implementation of the

resulting OI-SG method with the proposed LTS is presented in algorithm 1. It is worth

noting that this scheme reduces the time-derivative convergence order from O(∆t2) to O(∆t)

as the finite differences are non-centered, but provides a linear and explicit method, whose

stability is demonstrated in section 3.4. Nonetheless, an LTS variant with time interpolations

is also discussed in section 3.6.1.

Algorithm 1 Pseudocode implementation of the OI-SG LTS scheme.

procedure UPDATELEVEL(nsg)
UPDATEE(nsg) ▷ Update all electric fields from level nsg
if nsg > 0 then UPDATELEVEL(nsg −1)
UPDATEH(nsg) ▷ Update all magnetic fields from level nsg
if nsg > 0 then UPDATELEVEL(nsg −1)

end procedure
procedure PERFORMSIMULATION(Nsg, Ntimesteps) ▷ Main procedure

for nt = 1, . . . ,Ntimesteps do
UPDATELEVEL(Nsg)

end for
end procedure

As a final note about the time-stepping scheme, it is important to note that the value

of CFLN must always be defined by the most restrictive space step associated with a given

time step. In executions with LTS, we have that ∆tnsg ∝ ∆nsg , and therefore we can trivially

define:

CFLNLTS =
∆tnsg√
3c0 ∆nsg

, (3.31)

which is independent of nsg. On the other hand, in executions with GTS, we have that

∆tnsg ≡ ∆t is a constant, and thus CFLN must be defined by the finest-level space step, as it
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is the smallest one,

CFLNGTS =
∆t√

3c0 ∆0
. (3.32)

These definitions can be unified as

CFLN =
∆t0√
3c0 ∆0

. (3.33)

3.3 Integration with boundary conditions

For some simulations, the subgridding boundary is required to extend until the computa-

tional domain boundary. When this happens, we need to integrate the OI-SG equations with

the boundary conditions. Throughout this work, this integration is only required for three

different boundary conditions: PEC, PMC, and periodic. The PEC case is trivial, as we

only need to enforce the tangential electric fields at the boundaries to be zero. However,

PMC and periodic BCs require special attention. Thus, this section provides the required

knowledge to properly integrate them with the subgridding boundary.

3.3.1 PMC conditions

In some cases, we may require the subgridding boundary to reach a PMC boundary at the

computational limit. As an example, this is required in cases where a truncated plane wave

source (see section 2.1.3) propagates with normal incidence from a certain level towards a

surface contained within a finer level.

Figure 3.6: Scheme of the integration between a subgridding boundary and the PMC boundary
conditions. The main grid is represented in blue, the dual grid is represented in red. The dual grid
duplication is represented beyond the PMC boundary.



3.3. INTEGRATION WITH BOUNDARY CONDITIONS 69

To simulate a PMC boundary, we are required to define a spatial configuration such

that the interpolated tangential magnetic components are zero in the same way, in a similar

way as explained in section 2.1.2. First, let us assume a subgridding boundary between two

levels, nsg and nsg + 1, that extends until reaching a PMC boundary at the computational

limit. A cross-section is depicted in fig. 3.6. In the usual FDTD, this is solved by mirror-

ing the discrete magnetic components that are placed half a cell from the PMC boundary

and inverting their magnitude (a detailed explanation is provided in section 2.1.2). The ap-

proach devised for a case with a subgridding boundary consists of mirroring all the dual grid

edges as they exist inside the computational domain and inverting the duplicated magnetic

components, as depicted in fig. 3.6. This has several consequences:

• For the magnetic components that are not traversing the subgridding boundary, this is

equivalent to the usual PMC boundary condition: the averaged magnetic field at the

PMC boundary, which is tangential to it, is zero.

• The mirrored magnetic field of the components traversing the subgridding boundary

is not entirely the opposite: only the component parallel to the PMC boundary is

inverted, and the orthogonal component is preserved.

• The electric components tangential to both the subgridding and PMC boundaries are

necessarily of type E-2.

3.3.2 Periodic conditions

Some of the numerical simulations performed in chapter 4 consist of periodic surfaces.

They require periodic boundary conditions at the computational limits and, since they are

confined to a refined region, the subgridding boundary is required to reach the periodic

boundary as well.

As explained in section 2.1.2, boundaries with periodic conditions always come in pairs.

In the usual FDTD, periodic boundaries can be implemented by identifying the tangential

electric components and the normal magnetic components within the computational bound-

aries. However, if a subgridding boundary reaches at least one of the boundaries, a variety

of situations can occur. This is depicted in fig. 3.7. To apply periodic conditions correctly,

both the main and dual grids must adapt accordingly to match the grids of the opposite end.

If, at some point, one end of the computational domain is refined and the opposite is not,

this forces fine discrete components to appear at the coarse end. Furthermore, depending on

the configuration of the subgridding regions, non-trivial fields appear at both ends, which
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must be taken into account. Once this is taken into account, we only need to identify the

fields at both ends and apply the OI-SG update algorithm normally.

Figure 3.7: Cross-section of a simulation with subgridding and periodic boundaries. When a sub-
gridding boundary reaches a periodic boundary, the main and dual grids must adapt to match the
opposite limit of the computational domain, thus making non-trivial fields appear.

3.4 Stability

Stability is one of the main key points in TD numerical methods, and more specifically in

algorithms that modify the standard FDTD equations, as is the case of subgridding schemes.

As detailed in section 2.3, many subgridding methods present instabilities, and even late-

time instabilities. Therefore, a stability analysis is fundamental to guarantee the robustness

of the method: we need to determine whether it is stable in the long term and, if it is, what

are the required conditions. The OI-SG method has a free parameter, δr, and the stability

in FDTD-based methods is typically determined by the CFLN value. For this reason, we

intend to obtain the maximum stable value of CFLN as a function of δr.

A rigorous analytical demonstration of the stability is usually far too complex, and

for this reason, authors in the literature typically cannot provide them. Nonetheless, three

different methodologies have been designed, implemented and tested to derive the stability

conditions in this work. First, some reasoning is carried out on the OI-SG update equations,

obtaining an analytical expression. Second, a set of minimal simulations are designed and

their late-time stability is obtained by two independent approaches: a heuristic approach

based on running many iterations, and a spectral approach based on obtaining the maximum

magnitude eigenvalue of the update operator.
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3.4.1 Analytical approximation

This methodology was presented in [46, 47] and was later given a different justification

in [48]. The explanation presented here is based, with slight changes, on the works from

[25, 26], which established a stability criterion on the non-structured cells in the conformal

method.

First, let us take a look at the CFL criterion for a cubic grid (eq. (2.72)). This expression

uses the speed of light in vacuum c0, but this criterion must also hold for any material

potentially present in a simulation, which could have a different speed of light. Thus, the

CFL criterion can be rewritten as

∆t ≤ min
i

{
∆√
3ci

}
, (3.34)

where ci is the speed of light at the i-th material present in the simulation, and i = 0 repres-

ents free space. In general, all physical materials fulfill ci ≤ c0, so eq. (3.34) is redundant for

normal FDTD simulations. However, if we can show that the OI-SG equations are equival-

ent, to some extent, to non-physical superluminal materials, then eq. (3.34) can be applied

to derive a stability criterion.

Now, let us rewrite the OI-SG update expression for the electric fields, eq. (3.17), as

E|n+1
i = E|ni + ∑

j∈Ne|i
sgne|i, j

∆t(
ε0

S̃e
∣∣
i

lh| j ∆

)
∆

H|n+
1
2

j . (3.35)

Let us define

ε̃|i, j := ε0
S̃e
∣∣
i

lh| j ∆
(3.36)

as the equivalent electric permittivity between the discrete components E|i and H| j. Substi-

tuting in eq. (3.35), we obtain

E|n+1
i = E|ni + ∑

j∈Ne|i
sgne|i, j

∆t
ε̃|i, j∆

H|n+
1
2

j . (3.37)

By performing an analogous procedure on the OI-SG update equation for the magnetic field,
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eq. (3.16), we obtain

H|n+
1
2

i = H|n+
1
2

i − ∑
j∈Nh|i

sgnh|i, j
∆t

µ̃|i, j∆
E|nj , (3.38)

where we have defined the magnetic permeability between the discrete components H|i and

E| j as

µ̃|i, j := ε0
S̃h
∣∣
i

le| j ∆
. (3.39)

We note that eqs. (3.37) and (3.38) are both formally identical to the FDTD update equa-

tions in a cubic grid (eqs. (2.20)–(2.25)), but with electric permittivities ε̃|i, j and magnetic

permeabilities µ̃|i, j. Now, let us consider two neighbor field components E|i and H| j. We

define the equivalent speed of light between these components as

c̃|i, j :=
1√

ε̃|i, j µ̃|i, j
= c0

√
le|i ∆
S̃e
∣∣
i

lh| j ∆
S̃h
∣∣
i

. (3.40)

Finally, substituting eq. (3.40) into eq. (3.34) we obtain

∆t ≤ ∆√
3c0

min
i, j

E|i,H| j neighbors

{√
S̃e
∣∣
i

le|i ∆
S̃h
∣∣
i

lh| j ∆

}
(3.41)

If we take the usual definition of CFLN for a cubic grid from eq. (2.72), we obtain

CFLN ≤ min
i, j

E|i,H| j neighbors

{√
S̃e
∣∣
i

le|i ∆
S̃h
∣∣
i

lh| j ∆

}
(3.42)

Particularly, if we look at fig. 3.3, it is possible to determine all the possible neighboring

field types that may be present in a simulation. If we take the values of S̃ and l for these

pairs and we plug them in eq. (3.42), we obtain the maximum stable CFLN value:

CFLNmax(δr) =





3+δr√
22
(

1+δr
2
) if δr ≤

5
13

(Field types: E-1, H-1)

√√√√(3+δr)(1−δr)

4
(

1+δr
2
) if δr >

5
13

(Field types: E-1, H-3)

(3.43)
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This function is plotted in fig. 3.8, and its maximum value is found at δr =
1
3 ≃ 0.33, which

corresponds to CFLN = 2
3 ≃ 0.67.

Figure 3.8: Maximum stable CFLN value as a function of δr found by the analytical method.

Eq. (3.42) tells us very valuable information about the sources of instabilities: they are

related to large lines and small surfaces. It is worth noting that this is a known feature of

the FDTD method [25, 26]. However, in the OI-SG case, we are not speaking just about

areas, since we are dealing with equivalent surfaces S̃. Let us take a step back and look at

the definition of S̃ in eqs. (3.14) and (3.4). We may see that the equivalent surface is the area

of the integration patch’s projection onto a plane normal to the discrete field vector, and the

direction of this vector is defined by the grid edge it belongs to. Thus, it is clear that the

projection’s area is maximized when the edge that traverses through the integration patch

is orthogonal to most of it. In other words: the more orthogonal the main and dual grids’

surfaces are to each other’s edges, the more stable the system is. Let us illustrate this with

an example. If we look at the discrete component of type E-1 in fig. 3.3 or fig. 3.4, we may

see that its surface consists of a triangle that does not change with δr. However, the main

grid edge that traverses through it is indeed affected by δr, and thus if we write down the

projected area S̃ (can be looked up at table 3.1), we have

S̃E-1 =
3+δr

4
√

1+δr
2
. (3.44)
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Interestingly, this expression finds its maximum value at δr =
1
3 , which indeed matches the

maximum value found in eq. (3.43).

Additionally eq. (3.43), also tells us exactly which field types are the most critical for

the stability: E-1, H-1, and, for greater values of δr, H-3. This information is used later in

section 3.6.2 to derive a methodology that allows us to increase the maximum stable value

of CFLN.

It is important to note that the procedure described in this section is not rigorous. ε̃|i, j
does not act exactly as a normal electric permittivity. This is because these values are

different for each one of the surrounding components H| j, unlike in a normal bulk material,

even for anisotropic ones. A similar argument can be made for µ̃|i, j.

3.4.2 Heuristic and spectral approaches

In many cases in the literature, as seen in section 2.3, authors provide heuristic approaches

to demonstrate the stability of their methods. Typically, this approach consists of running

one or more simulations for a large amount of iterations, usually over 106 iterations. This

methodology is not rigorous as it depends on the chosen sources, and it can only identify in-

stabilities that appear before the execution is stopped. For this reason, other authors present

spectral analyses of their methods, which do not depend on the sources. In this section,

both approaches are carried out for a set of small simulations with the condition that all

field types are present, both with GTS and LTS.

Stability in LTI systems

First, let us present a theoretical justification for the spectral method. This approach is de-

vised for any generic initial-value problem in linear time invariant (LTI) algorithms, which

can be represented as

v⃗|n+1 = Av⃗|n (3.45)

v⃗|0 = v⃗0, (3.46)

where v⃗|n is the state of the system at the n-th iteration, v⃗0 is the initial state, and A is the

time-update linear operator, which is independent of time and updates the system in every

iteration. In matrix representation, A is a matrix and the states are column vectors.

As explained in section 2.1.5, stability throughout this work refers to BIBO stability

(eq. (2.81)), i.e. non-divergence. In LTI systems, we can distinguish two types of diver-
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gences [157, 158]. First, polynomial divergences may exist only when A is not diagonaliz-

able, which is later demonstrated in this section. For example, let us consider the following

2D example,

A =

(
1 1

0 1

)
. (3.47)

For an arbitrary initial state v⃗0 = (v1,v2), we find that

v⃗|n =
(

v1 +nv2

v2

)
, (3.48)

which grows linearly if v2 ̸= 0. The second type of divergences are exponential, they may

exist in all cases and are directly related to the eigenvalues of A. This kind of divergence is

discussed next.

Before continuing the explanation, let us make some definitions. Let us consider a linear

operator A that acts on a space V of dimension N. We say that λ is an eigenvalue of A if an

state e⃗ exists such that

Ae⃗ = λ e⃗. (3.49)

Here, we say that e is an eigenvector or eigenstate of A associated to λ . The eigenvalues

can be calculated as the roots of the characteristic polynomial PA(λ ), which is defined as

PA(λ ) := |A−λ IN | , (3.50)

where IN is the N-dimensional identity operator. According to the fundamental theorem of

algebra, PA(λ ) has exactly N roots, therefore A has exactly N eigenvalues. Thus, we may

define the set of all eigenvalues of A as

ΛA :=
{

λi

}N

i=1
. (3.51)

We note that some eigenvalues may appear repeat. The amount of times an eigenvalue

λi appears repeated in ΛA is named the arithmetic multiplicity and is denoted µA(λi). By

definition, each eigenvalue λi has one associated subspace of eigenvectors, named eigen-

space and denoted VA(λi). The dimension of VA(λi) is called the geometric multiplicity of

λi and is denoted γA(λi). We find that 1 ≤ γA(λi)≤ µA(λi). Additionally, if γA(λi) = µA(λi)
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for every λi, then the summation of all the eigenspaces give V . In mathematical terms,

γA(λi) = µA(λi) ∀i ∈ {1, . . . ,N} ⇒
N

∑
i=1

VA(λi) =V, (3.52)

where the summation symbol represents vector space summation. In this case, and only in

this case, the union of the bases of all eigenspaces VA(λi) is on itself a base of V composed

of eigenvectors only. The representation of A in this base is diagonal, and it is possible to

prove that this is the only way to find a base in which A is diagonal. Therefore, we say

that A is diagonalizable if and only if the arithmetic and geometric multiplicities of each

eigenvalue are equal, or equivalently if we can find a base of V composed of eigenvectors

only.

Let us consider now a diagonalizable operator A acting on a space V of dimension N.

Since A is diagonalizable, we may define a base of eigenvectors as

ΓA :=
{

êi

}N

i=1
, (3.53)

where

Aêi = λi êi ∀i ∈ {1, . . . ,N}, (3.54)

and

∥êi∥= 1 ∀i ∈ {1, . . . ,N}. (3.55)

Note that the base of eigenvectors is not unique, but, as stated previously, we can always

find one as long as A is diagonalizable. We also note that the eigenvalues λi are, in general,

complex. Therefore, let us write their polar form as

λi = |λi| eiθi , (3.56)

where |λi| is the module, θi the phase, and i is the imaginary unit. We may write an arbitrary

initial state v⃗0 expressed in this base as

v⃗0 =
N

∑
i=1

vi êi, (3.57)

where vi are the coefficients of v⃗0 expressed in the base ΓA. Using eqs. (3.57) and (3.54),
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and the linearity of A, the state after n iterations v⃗|n can be expressed as

v⃗|n =
N

∑
i=1

vi λ
n
i êi. (3.58)

Let us now calculate the squared norm ∥ v⃗|n∥2 on eq. (3.58). Using the notation from

eq. (3.56), and after some algebra, we get to

∥ v⃗|n∥2 =
N

∑
i=1

|λi|2n |vi|2 +2
N

∑
i=1
j>i

|λi|n
∣∣λ j
∣∣n Re

[
v∗i v j e jn(θi−θ j) (ê∗i · ê j)

]
, (3.59)

where z∗ denotes the complex conjugate of z and Re(z) denotes the real part of z. It is worth

noting that, in general, two eigenspaces VA(λi) and VA(λ j) with λi ̸= λ j are not necessarily

orthogonal, and thus, ê∗i · ê j is not necessarily zero. However, from within the same eigen-

space, we may always choose an orthogonal base, thus making ê∗i · ê j = 0 if λi = λ j and

i ̸= j. In what follows, we assume this to be the case, as it simplifies some of the calculus.

By looking at eq. (3.59), it is possible to draw two conclusions. First, if |λi|> 1 for any

i, then it is always possible to find initial states that grow exponentially. Particularly, if we

take the initial state v⃗0 = êi, we have

∥ v⃗|n∥2 = |λi|2n →+∞, (3.60)

which is unstable in terms of BIBO stability (eq. (2.81)). Furthermore, even if êi is not real,

it is always possible to find an unstable real initial state as long as A is real. If A is real,

then the characteristic polynomial (eq. (3.50)) is also necessarily real, and thus all the roots

must come in pairs of complex conjugates. In other words, for each eigenvalue λi with an

eigenvector êi, the complex conjugate λ ∗
i is also necessarily an eigenvalue, and it is trivial to

prove that the complex conjugate ê∗ is an eigenvector associated to it. If we take the initial

state v⃗|= êi + ê∗i , with |λi|> 1, we obtain

∥ v⃗|n∥2 = 2 |λi|2n [1+Re(êi · êi)] , (3.61)

which diverges if Re(êi · êi)>−1. If we write

êi =
(
|ei1|eiθi1 , |ei2|eiθi2 , . . . , |eiN |eiθiN

)
, (3.62)



78 CHAPTER 3. THE OI-SG METHOD

then we have

Re(êi · êi) =
N

∑
j=1

|ei j|2 cos(2θi j)≥−
N

∑
j=1

|ei j|2 =−∥êi∥2 =−1. (3.63)

By looking at eq. (3.63), it is clear that Re(êi · êi) > −1 unless each of the phases θi j are

either π

2 or 3π

2 . However, if this happens, then ê is necessarily a pure imaginary vector.

Therefore, it is possible to divide it by i, obtaining a pure real eigenvector with the same

eigenvalue λi, which can be used as an initial state, leading us back to the divergence found

in eq. (3.60).

The second conclusion that can be extracted from eq. (3.59) is that, if all eigenvalues

fulfill |λi| ≤ 1, then the system is necessarily BIBO stable. It can be proven by noting that

all terms are bounded. First, we have that |λi|n ≤ 1 for any n, and therefore,

N

∑
i=1

|λi|2n |vi|2 ≤
N

∑
i=1

|vi|2 ≡ B1. (3.64)

Second, we have that

Re
(

v∗i v j ein(θi−θ j) (ê∗i · ê j)
)

=
∣∣v∗i v j (ê∗i · ê j)

∣∣cos
{

phase [v∗i v j (ê∗i · ê j)]+n(θi −θ j)
}
≤
∣∣v∗i v j (ê∗i · ê j)

∣∣ ,
(3.65)

where phase(z) is the complex phase of z. This implies

N

∑
i=1
j>i

|λi|n
∣∣λ j
∣∣n Re

[
v∗i v j e jn(θi−θ j) (ê∗i · ê j)

]
≤

N

∑
i=1
j>i

∣∣v∗i v j (ê∗i · ê j)
∣∣≡ B2, (3.66)

and therefore

∥ v⃗|n∥2 ≤ B1 +2B2, (3.67)

where neither B1 nor B2 depend on the time iteration n.

To summarize, we have demonstrated that a diagonalizable update operator A complies

A is BIBO stable ⇐⇒ max
i

{|λi|} ≤ 1. (3.68)

Additionally, eq. (3.59) also proves that, if some initial state is stable, its norm diverges

exponentially. Therefore, if A is diagonalizable, polynomial divergences are not possible.
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Late-time instabilities in diagonalizable LTI systems

Let us consider the greatest-norm eigenvalue of A and denote it λmax. This is,

|λi| ≤ |λmax| ∀i ∈ {1, . . . ,N}. (3.69)

From the base ΓA, let us take one of the unit-norm eigenvectors corresponding to λmax and

denote it êmax. Now, let us consider an arbitrary initial state v⃗0 that, if represented in the

base ΓA, has a non-zero component vmax on êmax,

v⃗0 =

(
N

∑
i=1

êi ̸=êmax

vi êi

)
+ vmax êmax with vmax ̸= 0. (3.70)

Let us now assume that A is unstable, i.e. |λmax| > 1. Late-time instabilities are charac-

terized by taking a large amount of iterations to become appreciably unstable. However,

we must determine what “appreciably unstable” means in mathematical terms. Thus, let us

define the following criterion: we consider that the execution of A on an initial state v⃗0 has

become appreciably unstable at the n-th iteration if

∥ v⃗|n∥
∥⃗v0∥

≥ 105. (3.71)

Note that the number 105 must not be taken as a strict criterion, but rather as an approximate

order of magnitude that we may use to determine when an execution has become unstable.

If we look at eq. (3.59), it is clear that for large values of n, the norm is dominated by the

term |λmax|2n. Therefore, for a large n, we may write

∥ v⃗|n∥2 ≃ |λmax|2n
N

∑
i=1

λi=λmax

|vi|2 . (3.72)

If we run many different executions with arbitrary initial states, it is expected that, on av-

erage, the magnitude of the components of v⃗0 on the base of ΓA will tend to be equal, i.e.

|vi| ≃ |v j|∀ i, j. Assuming this condition, we have

∥⃗v0∥2 ≃ N |vi|2 ∀i ∈ {1, . . . ,N} , (3.73)
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and

∥ v⃗|n∥2 ≃ |λmax|2n
µA(λmax) |vi|2 ∀i ∈ {1, . . . ,N} , (3.74)

which, in combination, gives

∥ v⃗|n∥
∥⃗v0∥

≃ |λmax|n
√

µA(λmax)

N
. (3.75)

Here, the square root term is a constant given A, and since we are dealing with the asymp-

totic behavior when n →+∞, let us neglect it and write down

∥ v⃗|n∥
∥⃗v0∥

≃ |λmax|n . (3.76)

With this, in combination with eq. (3.71), we can finally state that, on average, a late-time

unstable execution of A becomes appreciably unstable at the nins-th iteration if

|λmax|nins ≃ 105. (3.77)

By looking at eq. (3.77), it is clear that, the larger nins is, the closer |λmax| must be to

one. Thus, we can rewrite |λmax| as

|λmax|= 1+
1
ε
, (3.78)

where ε is expected to be a very large positive number. If we substitute eq. (3.78) into

eq. (3.77), we obtain

(
1+

1
ε

)Nins

=

[(
1+

1
ε

)ε]Nins/ε

≃ eNins/ε ≃ 105, (3.79)

where we have used Bernoulli’s limit:

lim
ε→+∞

(
1+

1
ε

)ε

= e. (3.80)

Now, operating with eq. (3.79), we get

Nins ≃ 5 ln(10)ε ≃ 10ε (3.81)

The obtained expression gives us crucial information about the order of the magnitudes that
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we must expect for the eigenvalues in late-time instabilities. For example, consider an LTI

system that, on average, takes nins ≃ 107 iterations to become visually unstable. By using

eq. (3.81), we may now expect that the maximum eigenvalue magnitude is in the order of

|λmax| ≃ 1+ 10−6. Note that the specific numbers used for this explanation are, in some

measure, arbitrary, and they will depend on the case, but it provides us with information

about the order of the magnitudes.

Now, let us assume that we want to test the stability of a diagonalizable operator A by

numerically obtaining |λmax|. If the instabilities of A are late-time, we necessarily require

a very low tolerance on any algorithm we use to calculate |λmax|. In the previous example,

we would require a tolerance of 10−4%, or even lower for later-time instabilities. Further-

more, in many cases, the operator A might depend on certain parameters, such as the OI-SG

equations depend on δr and CFLN, which leads us to a parametric study of the stability that

requires obtaining |λmax| for many operators and not just one. Numerical algorithms for ob-

taining eigenvalues are known for having high complexities, and additionally, the minimum

dimensions of the linear operator for systems such as the OI-SG method are in the order

of thousands, thus making this approach, in principle, not feasible. However, an alternate

approach is proposed as follows.

Let us consider the linear operator A and another set of linear operators Mm defined as

Mm = M2
m−1 ifm > 0

M0 = A.
(3.82)

This implies that

Mm = A2m
, (3.83)

which effectively means that Mm is the operator that corresponds to an advance of 2m it-

erations. This procedure allows us to obtain an advancement operator of an exponentially

increasing amount of time steps, and more important, the set of eigenvalues of Mm is

ΛMm =
{

λm,i

}N

i=1
, (3.84)

where

λm,i = λ
2m

i , (3.85)
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and therefore

|λm,i|= |λi|2
m
. (3.86)

We note that, as the exponentiation is a strictly increasing function, the sorting of the eigen-

values by magnitude will remain the same as in A, meaning that

|λm,max|= |λmax|2
m
, (3.87)

where λm,max the eigenvalue of Mm with the largest magnitude. This means that, for a late-

time unstable simulation, even if |λmax| is very close to 1, |λm,max| will become appreciably

greater than 1 for a sufficiently large m. An example of this behavior is illustrated in fig. 3.9

Figure 3.9: Illustration of the spectral radius of a given linear operator A that represents a late-time
unstable algorithm. After enough iterations of eq. (3.82), the modulus of the eigenvalues becomes
significantly greater than 1. Gray circle represents the subset {z ∈ C/ |z| ≤ 1}. Green dots represent
eigenvalues of unit modulus. Red dots represent eigenvalues with a modulus greater than one.

Let us go back to the previous example, where |λmax| ≃ 1+10−6. If we use the proced-

ure defined in eq. (3.82) for m = 20 iterations, we obtain that |λ20,max| ≃ 2.85. This means

that, if we try to numerically solve the largest magnitude eigenvalue of M20 instead of A,

the required tolerance may be much higher, for example of ∼ 10%, hence having much less

impact on the computational cost. And after having numerically calculated |λm,max|, we

may obtain |λmax| by simply doing

|λmax|= |λm,max|−2m
. (3.88)

It is worth noting that the complex number λmax cannot be calculated from λm,max as the in-

verse exponentiation is a multivalued function in complex analysis. However, to determine
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the stability we only require the magnitude |λmax|.

To finish this explanation, we only need to provide a criterion to establish how many

iterations of eq. (3.82) are required for a given operator A, this is, how large m should be.

Let us assume that we are interested in identifying any instability up to a given number of

iterations nins of A. To do this, we need to choose m such that |λm,max| becomes large enough

to be able to use a high tolerance. In general, we are not interested in getting the exact value

of |λm,max|, only to determine whether it is greater than one. Thus, let us choose m such that

|λm,max| ≃ e, which allows us to use a tolerance of ∼ 60%. Substituting in eq. (3.87) and

using Bernoulli’s limit again (eq. (3.80)), after some algebra, we obtain

m ≃ log2 (ε)≃ log2

(nins

10

)
. (3.89)

This provides us with a very powerful method to establish late-time instabilities in diagon-

alizable LTI systems. For example, if we want to determine stability up until an iteration

nins ≃ 107, we have that m ≃ 20. This means performing 20 matrix multiplications and

determining λm,max with a high tolerance. In this work, this has been found to be much less

expensive in practice than trying to calculate directly λmax with the required low tolerance.

As a last note, it is relevant to point out that this procedure is affected by the floating-

point representation of real numbers in computers. All the simulations performed in this

work use real numbers with 8 bytes precision, which provides approximately 16 significant

decimal positions. The matrix multiplications involved in eq. (3.82) require multiple sums

of N floating-point numbers, which has an associated error that increases with m. This can

be mitigated by employing precise floating-point summation algorithms such as Kahan’s

summation [168], however, the calculated eigenvalues stop being significant when we try

to determine them for |λmax| ≃ 1 + 10−16, as this is the precision limit of the machine.

Thus, with 8 bytes floating-point numbers, the maximum value of m that makes sense in

this procedure is m ≃ 53, which corresponds to nins ≃ 1017.

Implementation for the OISG method

In order to apply the proposed methodology to the OI-SG method, first we need to write

it as in eq. (3.46) to determine the operator A. First, let us consider a case with GTS. We

define the set of all stored electric components at a given time t = n∆t as E|n and, similarly,

the set of all stored magnetic components at t = (n+ 1
2)∆t as H|n. Let us assume that, at
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some point of the execution, we have the following state:

(
E|n

H|n+ 1
2

)
. (3.90)

Since the magnetic state is evaluated at a later physical time, we need to update the electric

fields. Assuming no external sources, this is a linear operation that can be described with a

matrix denoted UE ,

UE

(
E|n

H|n+ 1
2

)
=

(
E|n+1

H|n+ 1
2

)
. (3.91)

Similarly, the update of the magnetic fields can be written as a linear operator UH ,

UH

(
E|n+1

H|n+ 1
2

)
=

(
E|n+1

H|n+ 3
2

)
. (3.92)

At this point, we may define the update operator

A :=UH UE , (3.93)

and the state at the n-th iteration

v⃗|n :=

(
E|n

H|n+ 1
2

)
. (3.94)

This, in combination with eqs. (3.91) and (3.92), gives

Av⃗|n = v⃗|n+1. (3.95)

In other words, the operator required for the eigenvalue calculus is the composition of the

electric and magnetic updates.

The case with LTS, on the other hand, requires more attention. First, let us denote Ensg |N

and Hnsg |N , respectiely, to the set of all stored electric and magnetic components that belong

to the level nsg evaluated at the time t = N ∆tNsg , where ∆tNsg is the coarsest-level time step.

Note that N is not necessarily an integer nor a half-integer; the possible values depend on

nsg. Now, let us define the update operator UE,nsg that performs the update of the discrete

electric fields that belong to the level nsg. Similarly, we define UH,nsg as the operator that
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updates the discrete magnetic fields that belong to the level nsg. We also define Ansg as a full

update of the level nsg, which is equivalent to calling the function UPDATELEVEL(nsg) in

algorithm 1. Noticeably, this implies updating the electric and magnetic fields of the level

nsg, but for each one, it also requires performing a full update of the level nsg −1 if nsg ̸= 0.

This can be written in mathematical terms as

Ansg =





Ansg−1UH,nsg Ansg−1UE,nsg if nsg ̸= 0

UH,nsg UE,nsg if nsg = 0

. (3.96)

It is easy to see that Ansg performs an advance of ∆tnsg on all the sets Ensg ′ and Hnsg ′ such that

nsg
′ ≤ nsg, and leaves them unchanged if nsg

′ > nsg.ç Therefore, the operator ANsg performs

an advance of ∆tNsg on all the discrete fields in the simulation. If we define the state at the

n-th iteration as

v⃗|n :=




ENsg

∣∣n

HNsg

∣∣n+ 1
2

ENsg−1
∣∣n+ 1

2

HNsg−1
∣∣n+ 3

2

...

E0|n+1−2nsg−Nsg

H0|n+1−2nsg−Nsg−1




, (3.97)

it is easy to see that

ANsg v⃗|n = v⃗|n+1. (3.98)

and therefore A ≡ ANsg is the update operator whose eigenvalues we need to calculate. The

operator ANsg and the states v⃗|n and v⃗|n+1 are represented in fig. 3.10.

Once the update operators A are determined, we may obtain the evolution matrix for any

given simulation case and perform the procedure described above. To do so, a set of small

simulation cases have been prepared. Each case consists only of free space with arbitrary

refined regions and periodic boundary conditions. For each one of them, we vary δr and

CFLN in the interval [0,1], and, for each pair (δr,CFLN), we obtain the evolution matrix A

and calculate |λmax|. It is worth noting that this procedure assumes that A is diagonalizable.

A demonstration of the diagonalizability of the OI-SG update matrices, in general, cannot
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Figure 3.10: Illustration of the effect of the operator ANsg on the stored states of the simulation at a
given iteration. ANsg performs an update of ∆tnsg on all components.

be provided. However, an alternate approach for non-diagonalizable systems is provided at

the end of this section.

The spectral approach is backed by a heuristic methodology. It consists of setting a

series of arbitrary sources and letting the execution run for up until 107 iterations. If, at

some point, the energy contained within the simulation has grown by a factor greater than

105, we consider the simulation unstable and stop it. This methodology has been found to

require much more CPU time, and therefore, it is only employed in one of the simulation

cases. An image of this case is depicted in fig. 3.11, and the stability results are shown in

fig. 3.12.

Figure 3.11: Image of a small simulation case used for the heuristic and spectral stability methods.
Blue cells represent the fine level and transparent green cells represent the coarse level.

The first interesting thing that we can note from fig. 3.12 is that both the spectral and
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Figure 3.12: Stability of the simulation case depicted in fig. 3.11. Upper plots are heuristic and lower
ones are spectral. Left plots employ LTS and right ones employ GTS. In all cases, the analytical
expression from eq. (3.43) is plotted for reference. For executions with GTS, CFLN refers to the
finest level.
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heuristic methods roughly show the same behavior. Second, we see that the boundary

between the stable and unstable regions in the case with GTS is very well-defined and

smooth, whereas the case with LTS does not show a well-defined boundary. For illustration

purposes, the calculated |λmax| is plotted as a function of CFLN for δr = 0.33 in fig. 3.13.

Late-time instabilities can be appreciated for the execution with LTS, and additionally, it

is clear that |λmax| exhibits an erratic behavior with stable regions surrounded by unstable

regions. This is particularly rare for an FDTD submethod, as they typically are either uncon-

ditionally unstable, unconditionally stable, or a separation between stability and instability

conditions is provided by CFLN. The causes of this behavior in fig. 3.12 for executions

with LTS are unknown, but it is likely due to erratic behavior of the late-time instabilities,

and therefore, stable regions surrounded by unstable ones for the same δr are likely unstable

for other simulation cases. To test this, we may perform this same procedure for a set of

other, more complex, simulation cases, and overlap the results with the following rule: if

a pair (δr,CFLN) is unstable for at least one case, we consider it to be unstable in general.

Results of this methodology are provided in fig. 3.14.

Figure 3.13: Plot of |λmax|−1 as a function of CFLN for δr = 0.33 for the simulation case depicted
in fig. 3.11.

By looking at fig. 3.14, we may see that the behavior remains unchanged for executions

with GTS: the smooth separation between stable and unstable regions is still present for the

same pairs (δr,CFLN). On the other hand, for the executions with LTS, the overlap of the
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Figure 3.14: Overlapped stability obtained by the spectral method for various simulation cases as a
function of δr and CFLN, with LTS (left) and GTS (right). The analytical expression from eq. (3.43)
is plotted for reference. For executions with GTS, CFLN refers to the finest level.

different cases mostly solves the issue previously appreciated in fig. 3.12.

In both cases, we appreciate that an optimum value of δr exists for which the max-

imum stable CFLN is maximized. According to fig. 3.14, with GTS, the optimum value δr

is in the interval [0.11,0.33], with the maximum stable CFLN in [0.93,0.94] the interval.

By repeating the same procedure with steps of 0.001 in CFLN, we find an optimum value

CFLN = 0.936 for δr = 0.21. For the executions with LTS, obtaining these optimum values

is not trivial because the curve is not well-defined. However, we appreciate that the analyt-

ical approach matches the stable-unstable separation for the most part for executions with

LTS. Particularly, this is true for the interval δr ∈ [0,0.4], which is also where the stable

CFLN is maximized. Thus, for executions with LTS, we may take the analytical result and

consider the optimum δr =
1
3 , with a maximum stable CFLN = 2

3 .

Possible non-diagonalizability of the update operator

Throughout this section, diagonalizability of A has been assumed, which is a required con-

dition to apply the spectral method above described. However, a formal demonstration of

the diagonalizability of A in the OI-SG method cannot be provided in this work. Nonethe-

less, it is possible to obtain a variant of the spectral methodology to establish the stability

of a given update operator A without requiring it to be diagonalizable.

Let us consider yet again the operators Mm as defined in eq. (3.82). As has been already
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stablished, applying the operator Mm to an initial state v⃗0 is equivalent to applying A 2m

times. If we denote ∆t to the time step associated to A, and ∆tm to the time step associated

to Mm, then we necessarily have ∆tm = 2m ∆t. Now, let us consider an initial state, denoted

v̂i, such that every discrete component is zero-valued except for the i-th, which has a value

of one. If we apply Mm to this state, the result is the impuse response of the i-th discrete

field after 2m iterations. If we denote (Mm)i′, j′ to the element of the matrix Mm at the i′-th

row and the j′-th column, we have

Mm v̂i =




(Mm)1,1 . . . (Mm)1,i . . . (Mm)1,N
...

...
...

...
...

(Mm)N,1 . . . (Mm)N,i . . . (Mm)N,N







0
...

1
...

0




=




(Mm)1,i
...

(Mm)N,i


= Mm|i, (3.99)

where N is the dimension of the space of states V and we have denoted Mm|i to the i-th

column of Mm. In other words, eq. (3.99) tells us that applying Mm to v̂i results in the i-th

column of Mm.

If we define V as the set of all states v̂i, i.e.

V :=
{

v̂i

}N

i=1
, (3.100)

we may see that V is trivially a base of V . Therefore, each possible initial state can be

written as a linear combination of them. Thus, in this context let us write an arbitrary initial

state v⃗0 as

v⃗0 =
N

∑
i=1

ai v̂i, (3.101)

where ai are the components of v⃗0 in the base V. The state after 2m iterations, denoted v⃗|2m
,

can be written as

v⃗|2m
=

N

∑
i=1

ai Mm|i, (3.102)

whose norm is

∥∥∥ v⃗|2m
∥∥∥=

∥∥∥∥∥
N

∑
i=1

ai Mm|i
∥∥∥∥∥≤

N

∑
i=1

ai

∥∥∥Mm|i
∥∥∥, (3.103)
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where we have employed the triangle inequality. It is clear that, if none of the terms ∥Mm|i∥
diverges as m → +∞, then the norm of v⃗|2m

cannot diverge either. Therefore, checking

stability up to a certain iteration 2m can be reduced to checking the norm of all the columns

of the matrices Mm: if none of the column norms are significantly increasing with m, then

the system can be considered stable.

The methodology described allows us to determine whether a certain system A is stable

for very late-time iterations. And, more importantly, we do not require A to be diagonaliz-

able, therefore allowing us to catch polynomial divergences such as in the example presen-

ted in eq. (3.47). All the stability results presented in this section have been double-checked

by this methodology, and the results found are identical.

3.5 Numerical dispersion, convergence and reflection

The dispersion relation for the usual FDTD method (eq. (2.64)) can be easily obtained for a

uniform grid, as shown in section 2.1.4 or books such as [17]. This is because this uniform-

ity naturally allows for the propagation of pure sinusoidal waves with specific frequencies.

However, when non-uniformity is present, and more particularly, for subgridding, this dis-

persion relation is not trivial. The waveforms that can propagate in these grids are not pure

sinusoidal waves, but rather a composition of several of them. This gets even more complic-

ated when LTS is employed. Nonetheless, in this section, a deeper comprehension of the

issues faced when studying this numerical phenomenon is provided. First, a simple 1D case

is studied analytically with GTS to extract some information related to the numerical dis-

persion. From there, the dispersion of the 3D OI-SG method is studied numerically, along

with the convergence.

3.5.1 Analytical study of a 1D subgridding case

Let us suppose a 1D FDTD setup with a non-uniform grid extending towards the x-axis,

where electric fields are oriented in the y-axis and magnetic fields in the z-axis. In this scen-

ario, discrete positions are denoted xI , where I is an integer or half-integer. Discrete electric

components are located at integer indices and magnetic ones are located at half-integer in-

dices. Therefore, we may write Ey|i and Hz|i+ 1
2
, respectively, as the discrete electric and

magnetic components placed at positions xi and xi+ 1
2
, where i is an integer. Additionally,

we may define the space steps ∆x|I = xI+ 1
2
−xI− 1

2
and the time step ∆t. Electric components

exist only at integer multiples of ∆t and magnetic components exist only at half-integer mul-
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tiples, thus we denote Ey|ni to the component Ey|i evaluated at the time t = n∆t and Hz|n+
1
2

i+ 1
2

to the component Hz|i+ 1
2

evaluated at t = (n+ 1
2)∆t.

Given this configuration, we may write down the 1D FDTD update equations for a

general non-uniform grid in free space:

Ey|n+1
i = Ey|ni +

∆t
ε0∆i

(
Hz|n+

1
2

i− 1
2
− Hz|n+

1
2

i+ 1
2

)
, (3.104)

Hz|n+
1
2

i+ 1
2
= Hz|n−

1
2

i+ 1
2
+

∆t
µ0∆i+ 1

2

(
Ey|ni − Ey|ni+1

)
, (3.105)

To obtain the dispersion relation, we need to consider a monochromatic plane wave solution,

Ey|ni = E0ei(ωn∆t−kxi), (3.106)

Hz|ni = H0ei(ωn∆t−kxi), (3.107)

where i is the imaginary unit, ω is the angular frequency, k is the wavenumber, and E0

and H0 are the electric and magnetic amplitudes. By plugging eqs. (3.106) and (3.107) into

equations eqs. (3.104) and (3.105), respectively, and after some manipulation, we get to the

following relations:

Ey,0 sin
(

ω ∆t
2

)
= Hz,0

∆t
ε0∆i

sin
(

k ∆i

2

)
e
ik

∆(i− 1
2 ,i)

−∆(i,i+ 1
2 )

2 , (3.108)

Hz,0 sin
(

ω ∆t
2

)
= Ey,0

∆t
µ0∆ j+ 1

2

sin

(
k ∆ j+ 1

2

2

)
e
ik

∆( j, j+ 1
2 )
−∆( j+ 1

2 , j+1)

2 , (3.109)

where we have defined ∆(i, j) = x j −xi. This results in a system of linear equations similar to

eqs. (2.58)–(2.63). However, in this case, there are as many different equations as discrete

electric and magnetic field components. Assuming non-trivial solutions (Ey,0 ̸= 0 and Hz,0 ̸=
0), multiplying eqs. (3.108) and (3.109) for two disctinct points (i, j+ 1

2) gets us to

sin2
(

ω ∆t
2

)
=

(c∆t)2

∆i ∆ j+ 1
2

sin
(

k ∆i

2

)
sin

(
k ∆ j+ 1

2

2

)

e
ik

∆(i− 1
2 ,i)

−∆(i,i+ 1
2 )
+∆( j, j+ 1

2 )
−∆( j+ 1

2 , j+1)

2 .

(3.110)

It is worth noting that equation eq. (3.110) becomes the uniform FDTD dispersion relation

(obtained from eq. (2.64) by assuming ky = kz = 0) when all space steps are equal. However,
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it is trivial to see that, in the general non-uniform case, eq. (3.110) provides a different

relation for each pair (i, j), and therefore the system is overdetermined. In other words, the

fields provided in eqs. (3.106) and (3.107) cannot be a solution of this numerical scheme.

Let us now consider the particular case of a 1D subgridding scheme with a refinement

ratio r = 2. This means that all space steps are equal until a certain transition index it , and

half the space step afterward. In mathematical terms, ∆I = ∆ if I < it and ∆I = ∆/2 if I > it .

In the particular case of it , we obtain that ∆it = 3∆/4. This configuration is depicted in

fig. 3.15.

Figure 3.15: Spatial configuration of a 1D subgridding simulation.

For the same reason as in the general non-uniform case, a simple monochromatic wave-

front is not a solution for our numerical problem. However, let us now consider a different

field with the following form:

Ey|ni =





Einc,0 ei(ωn∆t−k1xi)+Eref,0 ei(ωn∆t+k1xi) if i < it

Etr ,0 ei(ωn∆t−k2xi) if i ≥ it

, (3.111)

Hz|NI =





Hinc,0 ei(ωN∆t−k1xI)+Href,0 ei(ωN∆t+k1xI) if i < it

Htr ,0 ei(ωN∆t−k2xI) if i ≥ it

. (3.112)

This is the stationary state of an incident monochromatic wavefront with an electric amp-

litude of Einc,0 that, upon reaching xit , transmits a wavefront of amplitude Etr,0 and reflects

another one of amplitude Eref,0. We have also considered different wavenumbers in each

region, k1 in the coarse region and k2 in the fine one.

By plugging this solution in the finite-differences scheme, and with some manipulation,
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we get to equations analogous to eq. (3.108) and eq. (3.109):

(Einc,0 +Eref,0)sin
(

ω ∆t
2

)
= (Hinc,0 −Href,0)

∆t
ε0∆

sin
(

k1 ∆
2

)
, (3.113)

(Hinc,0 +Href,0)sin
(

ω ∆t
2

)
= (Einc,0 −Eref,0)

∆t
µ0∆

sin
(

k1 ∆
2

)
, (3.114)

Etr,0 sin
(

ω ∆t
2

)
= Htr,0

∆t
ε0∆/2

sin
(

k2 ∆/2
2

)
, (3.115)

Htr,0 sin
(

ω ∆t
2

)
= Etr,0

∆t
µ0∆/2

sin
(

k2 ∆/2
2

)
. (3.116)

It is worth noting that equation eq. (3.113) is obtained from any field Ei such that i < it , and

analogously eq. (3.115) is obtained if i > it . If we repeat this process for Eit we get:

Etr,0 2i sin
(

ω ∆t
2

)
=

∆t
ε0 3∆/4

(
Hinc,0 eik1

∆
2 +Href,0 e−ik1

∆
2 −Htr,0 e−ik2

∆
4

)
, (3.117)

Additionally, eq. (3.114) and eq. (3.116) require special attention for the fields Hit− 1
2

and

Hit+ 1
2
, respectively. In both cases, we have assumed that the field Eit matches the same

waveform as the electric fields in their respective regions. This can be ensured by imposing

continuity in Eit . For simplicity, we assume xit = 0, which leads us to:

Einc,0 +Eref,0 = Etr,0. (3.118)

At this point, eqs. (3.113)–(3.118) form a linear system composed of 6 equations with 6

unknowns, meaning that non-trivial solutions can be found. From eqs. (3.113) and (3.114)

we may get the dispersion relation for the coarse region, and similarly, from eqs. (3.115)

and (3.116), we get the dispersion relation for the fine region:

sin2
(

ω ∆t
2

)
=

(
c0 ∆t

∆

)2

sin2
(

k1 ∆
2

)
, (3.119)

sin2
(

ω ∆t
2

)
=

(
c0 ∆t
∆/2

)2

sin2
(

k2 ∆/2
2

)
. (3.120)

Using this in eqs. (3.113) and (3.115) gives us the numerical impedances that relate the
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electric and magnetic amplitudes by the vacuum impedance (eq. (2.39)):

Einc,0 = η0Hinc,0 , (3.121)

Eref,0 =−η0Href,0 , (3.122)

Etr ,0 = η0Htr ,0 . (3.123)

Using eqs. (3.121)–(3.123) and eq. (3.118) in eq. (3.117), and after some algebra, we get to

Hinc,0 +Href,0

Htr,0
=

cos
(

k2∆/2
2

)

cos
(

k1∆
2

) , (3.124)

which, in combination with eq. (3.118) and eqs. (3.121)–(3.123), finally gets us to

R :=
Eref,0

Einc,0
=

cos
(

k1 ∆
2

)
− cos

(
k2 ∆/2

2

)

cos
(

k1 ∆
2

)
+ cos

(
k2 ∆/2

2

) (3.125)

T :=
Etr,0

Einc,0
=

2 cos
(

k2 ∆/2
2

)

cos
(

k1 ∆
2

)
+ cos

(
k2 ∆/2

2

) = 1−R, (3.126)

where R and T are, respectively, the numerical reflection and transmission coefficients.

We may now define the Points per Wavelength in the coarse and fine regions, respect-

ively, as PPW1 and PPW2, which are adimensional magnitudes that tell us the electric size

of the grids,

PPW1 :=
λ1

∆
=

2π

k1 ∆
, (3.127)

PPW2 :=
λ2

∆/2
=

2π

k2 ∆/2
. (3.128)

From eqs. (3.119) and (3.120), we may obtain the relation between them:

sin
(

π

PPW1

)
= 2 sin

(
π

PPW2

)
(3.129)

This allows us to re-write eqs. (3.125) and (3.126) as a function of these adimensional
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magnitudes:

R =

cos
(

π

PPW1

)
− cos

(
π

PPW2

)

cos
(

π

PPW1

)
+ cos

(
π

PPW2

) (3.130)

T =

2 cos
(

π

PPW2

)

cos
(

π

PPW1

)
+ cos

(
π

PPW2

) , (3.131)

We may define a discretization parameter h in the same way as in eq. (2.87) to assess the

order of convergence,

h =
1

PPW1
. (3.132)

If we write the first term of the Taylor polynomial of R as a function of h, we obtain

R(h) =
3π2

16
h2 +O(h4) (3.133)

Analytical study of a 1D case with LTS

Let us suppose the same case with LTS. Thus, maintaining the same value of CFLN1D in

both regions, let us refer to the time step in the coarse region as ∆t and the time step in

the fine region as ∆t/2. We also define Ey|Ni as the field Ey|i evaluated at time t = N ∆t,

where i is an integer, and N is an integer if i < it , or can be an integer or half-integer if

i ≥ it . Similarly, we define Hz|NI as the field Hz|I evaluated at time t = N ∆t, where I is a

half-integer, and N is a half-integer if I < it , or a quarter or three quarters of integer if I > it .

Following the same LTS scheme as in fig. 3.5, the update equations can be written normally

for all discrete electromagnetic components except for Ey|it . For the coarse region, we have

Ey|n+1
i = Ey|ni +

∆t
ε0∆

(
Hz|n+

1
2

i− 1
2
− Hz|n+

1
2

i+ 1
2

)
if i < it , (3.134)

Hz|n+
1
2

i+ 1
2
= Hz|n−

1
2

i+ 1
2
+

∆t
µ0∆

(
Ey|ni − Ey|ni+1

)
if i < it , (3.135)
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where n must be an integer. For the fine region, we have

Ey|N+ 1
2

i = Ey|Ni +
∆t

ε0∆

(
Hz|N+ 1

2
i− 1

2
− Hz|N+ 1

2
i+ 1

2

)
if i > it , (3.136)

Hz|N+ 1
4

i+ 1
2
= Hz|N− 1

4
i+ 1

2
+

∆t
µ0∆

(
Ey|Ni − Ey|Ni+1

)
if i ≥ it , (3.137)

where N must be an integer or half-integer. On the other hand, the update equation for Ey|it
gets split into two: one for the case when the new field is contemporary to the coarse electric

components (t = n∆t), and another one for the case when it is contemporary to the coarse

magnetic components (t = (n+ 1
2)∆t). These equations are written as

Ey|n+
1
2

it = Ey|nit +
∆t

ε0 3∆/2

(
Hz|n+

1
2

it− 1
2
− Hz|n+

1
4

it+ 1
2

)
(3.138)

Ey|n+1
it

= Ey|n+
1
2

it +
∆t

ε0 3∆/2

(
Hz|n+

1
2

it− 1
2
− Hz|n+

3
4

it+ 1
2

)
, (3.139)

where n must be an integer.

We already know that monochromatic waves propagate naturally in both regions since

they consist of uniform FDTD grids. This means that, yet again, the expected stationary

solution of an incident wave must be the same as written in eqs. (3.111) and (3.112). Once

again we need to assume continuity (eq. (3.118)), which allows us to substitute eqs. (3.111)

and (3.112) into eqs. (3.134)–(3.137) to obtain the dispersion relations in both regions,

sin2
(

ω ∆t
2

)
=

(
c0 ∆t

∆

)2

sin2
(

k1 ∆
2

)
, (3.140)

sin2
(

ω ∆t/2
2

)
=

(
c0 ∆t

∆

)2

sin2
(

k2 ∆/2
2

)
, (3.141)

and the same impedance relations as in eqs. (3.121)–(3.123). Now, we may substitute

eqs. (3.111) and (3.112) into eqs. (3.138) and (3.139) to get two expressions similar to

eq. (3.117):

Etr ,0 2isin
(

ω ∆t/2
2

)
=

∆t
ε0 3∆/2



(

Hinc,0ei
k1 ∆

2 +Href,0e−i
k1 ∆

2

)
ei

ω ∆t/2
2

−Htr ,0e−i
k2 ∆/2

2


 , (3.142)
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Etr ,0 2isin
(

ω ∆t/2
2

)
=

∆t
ε0 3∆/2



(

Hinc,0ei
k1 ∆

2 +Href,0e−i
k1 ∆

2

)
e−i

ω ∆t/2
2

−Htr ,0e−i
k2 ∆/2

2


 . (3.143)

Substracting eqs. (3.142) and (3.143) lead to

(
Hinc,0ei

k1 ∆
2 +Href,0e−i

k1 ∆
2

)
sin
(

ω ∆t/2
2

)
= 0. (3.144)

To fulfill eq. (3.144), we require either of the following conditions to be true:

Href,0

Hinc,0
=−eik1 ∆, (3.145)

ω ∆t = 4mπ, m ∈ Z. (3.146)

However, neither condition can be true. Eq. (3.145) cannot be true because upon substitution

in either eqs. (3.142) or (3.143) we get to an expression that contradicts the impedance

condition eq. (3.123). Eq. (3.146) cannot be true because it either requires ∆t = 0 or breaks

the Nyquist-Shannon sampling theorem.

At this point, we have proven analytically that complex sinusoidal monochromatic

waves cannot propagate when LTS is used, strictly speaking. However, it is interesting

to see what happens in the limit ω∆t → 0. In this case, both eqs. (3.142) and (3.143) can be

approximated to the same equation:

Etr ,0 2i
ω ∆t/2

2
=

∆t
ε0 3∆/2

(
Hinc,0ei

k1 ∆
2 +Href,0e−i

k1 ∆
2 −Htr ,0e−i

k2 ∆/2
2

)
. (3.147)

Finally, by using the impedance relations eqs. (3.121)–(3.123), the continuity condition

from eq. (3.118), and the dispersion relations eqs. (3.119) and (3.120) into eq. (3.117), and

following an analogous procedure as in the case with LTS, we get to expressions identical

to the reflection and transmission coefficients in eqs. (3.125) and (3.126). However, in this

case, the dependence between PPW1 and PPW2 gets more complex, involving the one-

dimensional CFL number, CFLN1D,

arcsin
[

CFLN sin
(

π

PPW1

)]
= 2 arcsin

[
CFLN sin

(
π

PPW2

)]
, (3.148)
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where

CFLN1D :=
c0 ∆t

∆
. (3.149)

The reflection coefficient R is plotted in fig. 3.16 as a function of h with LTS and with

GTS, and for different values of CFLN1D. Interestingly, reflection in all cases has the same

order of convergence, O(h2), and they are very similar.

Figure 3.16: Numerical reflection of a 1D subgridding case with LTS and with GTS.

Two main conclusions are meant to be extracted from this analytical study. First, the

dispersion relation in a uniform grid may be particularly simple due to the uniformity, but

non-uniformity induces more complex numerical phenomena that involve numerical reflec-

tions, even in a simple 1D case. Second, when LTS is introduced, monochromatic traveling

waves are strictly not a solution of this scheme, and only for low values of PPW one may

expect to see a convergence to the analytical solution. In the 3D case, this kind of analyt-

ical study is much more complex, and more particularly the non-trivial fields introduced

by the OI-SG scheme make it not feasible. Nonetheless, a numerical study of dispersion,

convergence, and reflection is done in what follows.

3.5.2 Dispersion and convergence in 3D subgridding

Analytical studies of numerical dispersion typically consider a complex sinusoidal mono-

chromatic wave such as the one written in eqs. (2.52)–(2.57). Afterward, a system of equa-

tions is obtained that, to find non-trivial solutions, requires satisfying a certain condition
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between the numerical frequency ω , the numerical wavenumber vector k⃗, and the spati-

otemporal steps, thus providing the dispersion relation. Let us denote a generic discrete

field component in 3D evaluated at the time t = n∆t as U |ni . For a monochromatic traveling

wave, we would have

U |ni =U0 ei(ω n∆t−⃗k·⃗ri), (3.150)

where U0 is the wave amplitude and r⃗i is the physical position of U |i in space. However, in

a more general case, a sinusoidal wave might not necessarily be a solution to our system,

and therefore we require thinking of a more general approach involving a spectral analysis

of the system.

As presented in section 3.4.2, the OI-SG equations can always be written as an LTI

system by defining a matrix A that is applied recursively on the numerical state. Regardless

of whether GTS or LTS is used, A always consists of an advancement of a certain time-step

for all discrete components. Let us denote it ∆t. Now, let us assume an eigenvalue of A and

denote it λ , and one associated eigenvector ê,

Aê = λ ê. (3.151)

If A is stable and non-dissipative, then we can find a λ such that |λ |= 1, and therefore we

may write it as

λ = eiθ . (3.152)

It is easy to see that, if our system allowed for the propagation of monochromatic sinusoidal

waves, then eq. (3.150) would be not just a solution, but an eigenstate of A, since

U |n+1
i =U0 ei(ω (n+1)∆t−⃗k·⃗ri) = eiω ∆t U |ni , (3.153)

and thus its eigenvalue would be

λ = eiω ∆t . (3.154)

As seen in the previous section, sinusoidal monochromatic waves are not always ne-

cessarily a solution for our numerical system. However, analytically, Maxwell’s equations

allow their propagation, and therefore any numerical system should be able to, at least, ap-
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proximate such waves. Furthermore, in the asymptotic limit when the discretization length

goes to zero, we should be able to find an eigenstate that converges to the sinusoidal mono-

chromatic wave.

Let us now suppose a 3D computational domain with lengths Lx, Ly, and Lz in each

respective Cartesian axis, such as depicted in fig. 3.17. Let us suppose that this domain has

periodic boundary conditions in all directions. This, analytically, would imply that the only

monochromatic modes that can exist are harmonic modes of the box, which propagate in

one Cartesian direction and must fit exactly a whole number of wavelengths. We denote

as {α,m} to the m-th mode in the α-axis, where α ∈ {x,y,z} and m is an integer. The

associated angular frequency is denoted ω{α,m}, and the wavenumber is denoted k{α,m},

where

k{α,m} =
2mπ

Lα

, (3.155)

and, analytically, we have

ω{α,m} = c0 k{α,m}. (3.156)

The associated wave can be analytically written as

U{α,m}(⃗r, t) =U0 ei(ω{α,m} t+k{α,m} α), (3.157)

which is depicted in fig. 3.17.

Figure 3.17: Computational box with periodic boundary conditions in all directions. The analytical
harmonic modes are illustrated.

Numerically, we cannot assume that the harmonic modes propagate within the described
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domain. However, given a specific analytical harmonic mode, we should be able to find an

eigenstate that converges to it if we decrease the space step while maintaining the physical

limits of the domain. For this purpose, a very simple simulation case has been created

(depicted in fig. 3.18), which has a coarse cell length of ∆ = 2m, a long side in the x-axis of

length L = 6m and two short sides in the y- and z-axes. Taking this case as a seed, we create

multiple copies of it, keeping the same physical limits but decreasing the cell lengths by a

factor d. For each case, the evolution matrix A and all its eigenstates are obtained. Then,

we choose the eigenstate that best fits a sinusoidal wave directed towards the x-axis of the

simulation with a wavelength equal to L. In other words, we obtain the eigenvalue that

best matches the harmonic mode {x,1}, also known as the fundamental mode, although

it is worth noting that this process can be done for any other harmonic mode. A plot of

some of the obtained eigenstates with LTS is shown in fig. 3.19 and with GTS in fig. 3.20.

Interestingly, we may see that the fundamental harmonic modes fit almost perfectly the

analytical wave.

Figure 3.18: Illustration of the simulation cases designed to obtain the eigenstates of the harmonic
modes. Each case has an associated magnitude d ∈ N and a coarse cell length of ∆/d.

The next part of the procedure is based on the work presented in [169, Ch. 4]. Once the

best-match eigenstate is obtained, we may calculate the numerical frequency ω̃ associated

to it from its corresponding eigenvalue λ ,

ω̃ =−i
ln(λ )

∆t
. (3.158)
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Figure 3.19: Spatial plot of the eigenstates that best match the harmonic mode {x,1} for the case
depicted in fig. 3.18 for different values of d with LTS.
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Figure 3.20: Spatial plot of the eigenstates that best match the harmonic mode {x,1} for the case
depicted in fig. 3.18 for different values of d with GTS.
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Figure 3.21: Example of the eigenvalues obtained for an evolution matrix (left) and the associated
complex frequencies (right).

Analytically, the expected frequency ω would be

ω =
2π c0

L
, (3.159)

and thus we may now calculate the error of ω̃ . However, we must bear in mind that ω̃ is, in

general, a complex number. Let us denote ω̃r and ω̃i to the real and imaginary parts of ω̃ .

Thus, the following errors are defined:

Errreal =

∣∣∣∣
ω̃r −ω

ω

∣∣∣∣ , (3.160)

Errimag =

∣∣∣∣
ω̃i

ω

∣∣∣∣ . (3.161)

Additionally, we define a discretization parameter h as

h :=
∆

2d L
=

1
PPWfine

, (3.162)

where PPWfine is the Points Per Wavelength in the fine grid. An example of the calculated

eigenvalues and complex frequencies is depicted in fig. 3.21. The errors from eqs. (3.160)

and (3.161) are plotted as a function of h in fig. 3.22.

By looking at fig. 3.22, we may draw several interesting conclusions. First, the error on

the imaginary part is negligible in all cases, meaning that ω̃ is almost real. By looking at



3.5. NUMERICAL DISPERSION, CONVERGENCE AND REFLECTION 105

10−2 10−1

h

10−4

10−3

10−2

E
rr

re
al

O(h)

O(h2)

LTS
GTS

10−2 10−1

h

10−14

10−13

10−12

10−11

E
rr

im
ag

O(h)

O(h2)

LTS
GTS

Figure 3.22: Numerical error of the angular frequency obtained from the eigenstates that best match
the fundamental harmonic mode {x,1} in the case from fig. 3.18.

eq. (3.158), it is easy to see that ω̃i is directly related to the magnitude of the eigenvalue as

ω̃i =− ln |λ |
∆t

. (3.163)

Therefore, the first conclusion that we draw is that |λ | ≃ 1, meaning that the obtained mode

is stable and non-dissipative. A second conclusion that can be drawn is that, in all cases, ω̃

converges to ω with order O(h2) for large values of h that decays to O(h) for lower values.

It is unclear whether this tendency is maintained for lower values of h. This could be solved

by providing more data points, however, the computational time required to calculate the

eigenvalues exceeded the available capabilities for this work.

3.5.3 Numerical reflection in 3D subgridding

In section 3.5.1, numerical reflection is obtained analytically for the 1D subgridding case.

In this section, it is complemented by a numerical study on the 3D reflection. To do so,

a family of simulation cases has been arranged as depicted in fig. 3.23. Each simulation

has Nsg + 1 subgridding levels, where 0 is the finest one and Nsg is the coarsest, and the

computational domain has a length of one coarse cell in the y- and z-axis, whereas the x-

axis is much longer. A plane wave source is placed near the lower-x boundary directed

toward the positive x-axis in such a way that it enters and then exits several nested refined
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regions.

Figure 3.23: Illustration of the simulation setup used to measure the numerical reflection of the OI-
SG method. The number of subgridding levels and their respective depths vary between simulations.
In each case, two simulations are performed, one with the subgridding region and the other one with
the coarsest level only. The resulting fields are subtracted to remove numerical artifacts due to plane
wave insertion and the PML.

Periodic boundary conditions are used in the y and z limits to simulate an indefinite

subgridding boundary, and PML with 10 layers are used in the x limits to absorb the travel-

ing plane wave and its reflection. A field probe is placed behind the plane wave source to

measure the reflection produced by the refined region. In normal circumstances in which we

were interested in measuring the reflection of a given object, this setup would be sufficient.

However, the reflection of the subgridding boundary is expected to be exceptionally low

because it should converge to zero. Numerical backpropagation of the plane wave source

or spurious reflections of the PML boundary conditions would be negligible in other cir-

cumstances, however, in this scenario, they can affect the measurement. For this reason, a

separate simulation is run for each case containing only the coarse level. Due to the linearity

of the FDTD and the OI-SG methods, we may subtract the results from both simulations to

isolate the effects due to subgridding.

Simulations have been performed for Nsg ∈ 1,2,3,4, and the depth of the subgridded

regions have been varied between 1 and 1000 cells. In all cases, we used the same finest-

level spatial step of ∆0 = 1m. The temporal pulse shape for the plane wave is a Gaussian

with a decay of 3dB on the frequency whose PPW corresponding to the coarsest level

(PPWcoarse = λ/∆Nsg) is PPWcoarse = 5. The discretization parameter defined for this case

is h = 1/PPWcoarse Results for the different values of Nsg with LTS are shown in fig. 3.24,

and with GTS in fig. 3.25. Resonant peaks can be appreciated in all cases, but all reflection

curves follow a general envelope that marks the reflection tendencies. These envelopes are
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plotted in fig. 3.26 and compared against the analytical reflection of the 1D subgridding

case from eq. (3.125). We may observe that the convergence order drops from O(h2) to

O(h) and, interestingly, executions with GTS provide appreciably larger reflection.
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Figure 3.24: Reflection coefficient of the subgridding boundaries with LTS for Nsg ∈ {1,2,3,4}.
Simulations have been performed with subgridded region depths between 1 and 1000 cells.
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Figure 3.25: Reflection coefficient of the subgridding boundaries with GTS for Nsg = 1 (upper-left),
Nsg = 2 (upper-right), Nsg = 3 (bottom-left), and Nsg = 4 (bottom-right). Simulations have been
performed with subgridded region depths between 1 and 1000 cells.
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Figure 3.26: Envelop of the reflection coefficients of the subgridding boundaries with LTS for
Nsg ∈ {1,2,3,4}. The analytical expression for the 1D subgridding reflection is drawn for reference.

3.6 Method modifications

Some modifications aiming to enhance some of the characteristics of the OI-SG are pro-

posed in this section. These consist of

• An alternative LTS scheme involving time interpolations and extrapolation that pre-

vents the non-centered finite differences in the time derivatives.

• A locally enlarged cell technique (LECT) technique that modifies some of the update

parameters in the OI-SG scheme, thus permitting a larger CFLN value.

3.6.1 Interpolation/extrapolation LTS scheme

As seen in section 3.2, the LTS methodology proposed for the OI-SG method requires in-

volving time derivatives of order O(∆t), as written in eqs. (3.26) and (3.29), contrary to

the centered finite differences of order O(∆t2). However, a different workaround involving

time interpolations and extrapolations has been designed and implemented in this work.

The scheme is depicted in fig. 3.27.

Let us get back to the LTS scheme depicted in fig. 3.5 and recapitulate the time mismatch

explained in section 3.2. Let us consider an electric component of type E-2 or E-4 that
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belongs to a certain level nsg − 1. This electric field, in each update, requires the usage of

at least one magnetic component of type H-4 belonging to the level nsg. In what follows,

we define ∆tnsg as the time step of the level nsg, and the variable n always refers to an

integer. We also denote Ef|N and Hc|N , respectively, to the fine electric and coarse magnetic

components evaluated at t =N ∆tnsg , where N is not necessarily an integer nor a semi-integer.

The problem can be summarized as:

• Ef|n requires Hc|n−
1
4 .

• Ef|n−
1
2 requires Hc|n−

3
4 .

• The only coarse magnetic components that exist are Hc|n+1/2.

In general, the value of Hc|N can be obtained from the interpolation of any two other

values Hc|N1 and Hc|N2 as

Hc|N =
(N2 −N)Hc|N1 +(N −N1)Hc|N2

N2 −N1
, (3.164)

where N1 < N < N2. Using this, we may write

Hc|n−
3
4 =

1
4

Hc|n−
3
2 +

3
4

Hc|n−
1
2 . (3.165)

The only requirement to apply eq. (3.165) is that both components Hc|n−
3
2 and Hc|n−

1
2 must

be already known at the moment of performing the interpolation. This can be done right

after calculating Hc|n−
1
2 , but before calculating Ef|n−

1
2 , without any additional considera-

tions. This interpolation is represented with green arrows in fig. 3.27.

On the other hand, Hc|n−
1
4 could be interpolated from Hc|n−

1
2 and Hc|n+

1
2 . However,

this is not possible if we look at the OI-SG algorithm (algorithm 1). Calculating the value

of Hc|n+
1
2 necessarily requires Ef|n to be already known, but if we use the interpolation

scheme, then Ef|n is calculated from Hc|n+
1
2 , thus entering in a circular dependence. The

only possible way to solve this is to use extrapolation instead of interpolation. For this case,

extrapolation can be expressed in the same way as eq. (3.164), but with N1 < N2 < N. Thus,

we may write

Hc|n−
1
4 =−1

4
Hc|n−

3
2 +

5
4

Hc|n−
1
2 . (3.166)

The extrapolation is represented with red arrows in fig. 3.27.
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Figure 3.27: Illustration of the LTS scheme with time interpolations and extrapolations.

Regarding the stability of this methodology, first, it is worth pointing out that the spectral

method described in section 3.4.2 cannot be used. This is because the OI-SG equations with

the interpolation/extrapolation LTS cannot be written as an LTI system (eq. (3.46)). An LTI

obtains the next state v⃗|n+1 based on the state in the immediate previous iteration v⃗|n. It is not

difficult to see that, regardless of how we define v⃗|n, the interpolation/extrapolation scheme

requires using magnetic field components belonging to v⃗|n−1 to obtain v⃗|n+1. Therefore, it

is written as

v⃗|n+1 = Av⃗|n +Bv⃗|n−1, (3.167)

contrary to eq. (3.46). The heuristic methodology, on the other hand, can be used to de-

termine the stability conditions. However, the conclusions achieved have determined that

the interpolation/extrapolation LTS scheme is unconditionally unstable, i.e. simulations are

unstable for any pair (δr,CFLN) with CFLN > 0.

As a final note, alternative higher-order interpolation/extrapolation schemes may be

used, requiring values from even previous iterations. Additionally, time or spatial filter-

ing techniques can be used as in other examples in the literature (see section 2.3) to filter

the highest-frequency modes, which typically constitute the main source of instabilities.

However, these have not been considered in the present work as they significantly increase

the complexity of the analysis and the efficiency of the implementation.

3.6.2 Locally enlarged cell technique (LECT)

In section 3.4.1, an expression telling the maximum CFLN value as a function of the ortho-

gonalization parameter δr was derived (eq. (3.42)). This condition, although not rigorous,

is supported by the stability results obtained in section 3.4.2 with LTS, achieving a max-
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imum stable value of CFLN ≃ 0.67. However, this value is particularly low for an FDTD

submethod and enforces a decrease in the time step of a 67% compared to the CFL cri-

terion, which impacts the efficiency (we require more time steps to get to the same physical

time) and the numerical dispersion (see section 2.1.4). On the other hand, eq. (3.42) tells

us that the sources of instabilities in the OI-SG are directly related to the combination of

neighboring fields with large integration lines l and low equivalent surfaces S̃ (see table 3.1

and fig. 3.3). Inspired by this conclusion, and following a methodology based on the work

from [25], a computational zero-cost methodology has been developed to permit larger

stable values of CFLN, thus allowing a larger time step. In this section, a derivation of this

methodology and its impact on stability are provided. Results from this methodology have

been published in [48].

Let us consider the electric update equation of the OI-SG method in free space as written

in eq. (3.17). If we substitute the time step ∆t using eq. (2.72), we obtain

E|n+1
i = E|ni +

CFLN
S̃e
∣∣
i

∆√
3

√
µ0

ε0
∑

j∈Ne|i
sgne|i, j lh| j H|n+

1
2

j . (3.168)

As shown in section 3.4.1, the maximum stable CFLN is topped by a maximum value that

depends on δr. In other words, if a simulation is unstable, we may stabilize it by lowering

CFLN. If we take a look at eq. (3.168), for a given field update, lowering the value of CFLN

is equivalent to increasing its equivalent surface S̃e|i. Thus, we may artificially increase S̃e|i
to permit a larger value of CFLN. This approach is known as locally enlarged cell technique

(LECT). An analogous procedure can be performed with the magnetic update equation from

eq. (3.16), concluding that artificially increasing S̃h|i also allows a larger value of CFLN.

Let us define S̃e,new|i as the modified value of S̃e|i, which will be used in a simulation

with LECT. Similarly, we define ξe|i as the LECT factor, where

S̃e,new|i = ξe|i S̃e, |i. (3.169)

Analogously, we define the modified magnetic equivalent surface S̃h,new|i and the magnetic

LECT factor ξh|i, where

S̃h,new|i = ξh|i S̃h, |i. (3.170)

Additionally, from eq. (3.43), we know which field types are the most critical ones con-

cerning stability: E-1, H-1, and H-3. Therefore, we may modify the equivalent surfaces
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of these field types only to permit a larger CFLN value. Furthermore, when the modified

values S̃e,new|i and S̃h,new|i have already been set, we may plug them into eq. (3.42) to yet

again obtain whether other field types have now become the most critical ones concerning

stability, and modify them as well.

Table 3.2: Values of ξe and ξh for the LECT configurations designed. The field types correspond to
those in table 3.1 and fig. 3.3. ξ = 1 implies no modification in the equivalent surface.

Field
type

ξ

(No LECT)
(CFLN=0.66)

ξ

(LECT-1)
(CFLN=0.8)

ξ

(LECT-2)
(CFLN=0.9)

E-1 1.0 1.7 3.0
E-2 1.0 1.0 3.0
E-3 1.0 1.0 3.0
E-4 1.0 1.0 3.0
E-5 1.0 1.0 3.0
E-6 1.0 1.0 3.0
H-1 1.0 1.5 3.0
H-2 1.0 1.5 3.0
H-3 1.0 1.5 3.0

Figure 3.28: Maximum stable CFLN value as a function of δr by the spectral analysis method
for different LECT configurations. We show the original one (without LECT), one that reaches
CFLN = 0.8 and another that reaches CFLN = 0.9.

For all the field types described in table 3.1, different LECT parameters have been

tried, focusing on those field components with smaller values of S̃. Finally, two different
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configurations have been designed: first, one that allows us to achieve CFLN= 0.8 with LTS

(denoted LECT-1); and second, a more aggressive one that allows us to reach CFLN = 0.9

(denoted LECT-2). The LECT factors of these configurations are provided in table 3.2.

To test the maximum value of CFLN, the spectral methodology from section 3.4.2 has

been employed. The results are shown in fig. 3.28 and compared against the non-LECT

case. The figure was obtained using the spectral analysis method from section 3.4.2.

By looking at eq. (3.168), it is immediate to verify that this methodology is equivalent

to locally modifying the media values of ε and µ . Nonetheless, only a few fields (non-

trivially updated ones) are affected, and their modification can be very slight depending on

the desired value of CFLN. Furthermore, this artificial material does not introduce numer-

ical losses; therefore, only large LECT factors affect the precision. In addition, the LECT

method does not involve modifying the OI-SG advance equations; therefore, it is zero-cost

in memory and CPU usage. The impact on accuracy is tested in chapter 4.

3.7 Implementation

Some of the most relevant details regarding the computational implementation are shown in

this section. These include:

• A meshing algorithm that adapts the computational domain to the objects present in

the simulation, wrapping the desired subgridding level around each of them.

• A hybrid OMP–MPI parallelization scheme designed to further enhance the efficiency

of the implementation.

3.7.1 Adaptative mesh refinement (AMR)

Specific simulation cases can be implemented by hand, allowing us to get results quickly.

However, a deep comprehension of the OI-SG method requires performing many different

simulations in various scenarios. Implementing so many cases by hand is not a trivial task,

not to mention that it is exceptionally error-prone. For this reason, an automatic mechanism

must be implemented such that arbitrary simulations can be performed. For this work, an

adaptative mesh refinement (AMR) algorithm has been implemented, and it is presented in

this section.

The implemented AMR algorithm is depicted in fig. 3.29 and expressed in pseudocode

in algorithm 2. This algorithm takes the list of objects present in the simulation and the

maximum subgridding level Nsg as input, and then creates the computational domain. Each
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object has a subgridding level nsg associated, implying that said object must be embedded in

a region of level nsg. In most cases, all objects in a simulation are placed at the lowest level

nsg = 0 because it is of interest to have as much refinement as possible. Nonetheless, this

algorithm permits optionally placing objects at different levels, which can be useful in some

test simulations. The AMR algorithm begins by creating the lowest level region around the

objects that belong to it. Then, the next coarser level nsg = 1 is also created around the

objects that belong to it, but also around the immediate finer level nsg = 0. This process

is repeated until reaching the coarsest level Nsg, which just extends until the computational

limit. Since all corner cases are considered in the field classification in table 3.1 and fig. 3.3,

this AMR can adapt to any arbitrary geometry, thus allowing all the simulations that are

performed in chapter 4.

Algorithm 2 Pseudocode implementation of the AMR algorithm.

procedure CREATEMESH(list of objects, Nsg)
for nsg = 0, . . . ,Nsg −1 do

if nsg > 0 then
REFINEAROUNDLOWERLEVEL(nsg)

end if
for object in list of objects do

if OBJECTBELONGSTOLEVEL(object,nsg) then
REFINEAROUNDOBJECT(object,nsg)

end if
end for

end for
CREATECOARSESTLEVEL()

end procedure

Buffering

During the AMR algorithm execution, refined regions of different levels are created around

the material objects as desired. However, we need to define how much distance is left

between the region boundaries and the material objects. This distance is called the buffer-

ing distance and is denoted dbuf. It can be also measured by the number of cells that it

corresponds to, denoted nbuf. Due to the nature of the FDTD grid, dbuf is calculated as the

Chebyshev distance. Given two points x⃗ = (x1,x2,x3) and y⃗ = (y1,y2,y3), the Chebyshev

distance between them is

dist(⃗x, y⃗) =
3

max
i=1

{|xi − yi|}. (3.171)
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Figure 3.29: Illustration of the adaptative mesh implemented for this work. Each object has an
associated level and the computational domain adapts to it.

A 2D buffering example with nbuf = 4 is illustrated in fig. 3.30. It is clear that, on a sub-

gridding boundary, each coarse cell must be adjacent to a set of 2×2 fine cells. Therefore,

the distance left between material cells and the subgridding boundary is of at least nbuf, but

can be greater if required by the grid configuration. This is illustrated by the pink cells in

fig. 3.30.

Figure 3.30: Example of the buffering methodology applied on a given object with nbuf = 4. A min-
imum of nbuf cells are left between the object and the finest-level subgridding boundary, according
to the Chebyshev distance.

In previous bibliography [118], authors concluded that the buffering distance may sig-

nificantly impact the accuracy of subgridding methods. In this work, this is validated for

the OI-SG algorithm in various simulations in chapter 4. Optionally, buffering distance

can also be applied to the space left between different subgridding boundaries, however, no

significant difference has been found in this regard for nbuf > 1.
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3.7.2 Hybrid parallelization OMP–MPI

All subgridding methods in FDTD are designed with efficiency in mind. Subgridding al-

gorithms reduce the overall amount of FDTD cells in the computational domain compared

to execution with finest-only cells. However, the original FDTD has a major advantage

that is lost in subgridding schemes: due to its structured nature, it is exceptionally simple

to parallelize. For this reason, a parallelization scheme suited for the OI-SG is required in

order to further enhance the efficiency. The parallelization scheme designed for the OI-SG

hybridizes two different kinds of parallelism: shared memory open multi-processing (OMP)

parallelization and distributed memory message passing interface (MPI) parallelization.

The OMP specification is an interface that extends the languages C, C++, and Fortran. It

provides a simple set of directives and routines to distribute tasks in threads within the same

process. Typically, the computational domain of FDTD implementations is a rectangular

cuboid. This makes the update equations trivial to implement as a triple for-loop for each

field component, and whose iteration limits are known at the beginning of the execution.

OMP provides a directive that automatically parallelizes this kind of loops, and thus FDTD

can be trivially parallelized in this way [170]. Now, let us consider the region composed of

all the cells of a given level nsg in a simulation with subgridding. We name it level domain.

In general, this region is arbitrarily shaped and thus the field updates cannot be written as a

simple triple for-loop. In consequence, the OMP parallelization cannot be trivially applied.

For this reason, the first step of the parallelization scheme consists of dividing each level

domain into boxes shaped as rectangular cuboids. Note that this division is not unique,

but the number of boxes should be as low as possible. A 2D example of this division is

shown in fig. 3.31. Each one of these boxes is allocated in memory separately, and, since

the OI-SG update equations are just a generalization of the FDTD equations, the triple for-

loop approach can be applied in each box separately. This now allows us to implement the

OMP parallelization scheme in each box trivially. It is worth noting that this scheme also

requires performing certain communications between the different regions, thus providing

some latency. However, this latency is only proportional to the number of fields located

at the surfaces between the different boxes. Similarly, communication between regions of

different levels is also required.

The MPI specification permits the execution of distributed tasks across different pro-

cesses that do not necessarily share the same computer memory. For this work, we consider

NMPI different processes, where each one is assigned an integer number from 0 to NMPI −1.

As stated previously, each level domain is divided into boxes in which the OI-SG algorithm
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Figure 3.31: Illustration of the MPI parallelization implementation. The computational domain is
divided into boxes and they are distributed between the MPI processes.

is applied separately. To apply the MPI parallelization, each region is assigned to a different

MPI process at the beginning of the execution. This is depicted in fig. 3.31. Then, each

process allocates in its memory the required fields of the boxes that it has been assigned.

During the time-stepping execution, each MPI process takes care of updating its allocated

fields. The distribution of the different boxes between the MPI processes is performed try-

ing to balance the workload as much as possible. Similarly to the OMP parallelization,

certain communication is required between the different MPI processes.



CHAPTER 4

Numerical validations

4.1 Introduction

This chapter is devoted to validating the OI-SG algorithm in actual numerical scenarios. In

this regard, different simulation setups have been prepared and executed with a variety of

parameters:

• A refined spherical shell without any material. This is the only case that does not cor-

respond to any real scenario but allows us to study the numerical scattering provided

by the subgridding boundaries.

• A frequency-selective surface (FSS). This structure, upon normal incidence, only al-

lows a specific profile of frequencies to pass through it. Calculating the transmission

and reflection coefficients allows us to measure the effects of the buffer spacing and

the LECT methodology.

• An all-angle negative refraction (AANR) metasurface. Metasurfaces typically con-

sist of very small repeating patterns, thus making them an illustrating example of

multiscale problems.

• A PEC sphere. This is a very well-known canonical case. Its backscattering can be

analytically calculated by the Mie series, thus allowing us to test the convergence of

the OI-SG method.

• The NASA almond. Measuring the scattering of this case is a well-known LO prob-

lem. As has been seen in previous chapters, subgridding algorithms and non-uniform

grids provide certain reflections, making LO cases particularly challenging. With this

simulation, the OI-SG method will be tested in such a scenario.
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• The FLAMME stealth object. Measuring the monostatic scattering of this case is

another LO problem, and therefore a challenge for the OI-SG method.

• A conductive spherical shell. The shielding effectiveness (SE) can be calculated and

thus we may observe the potential shielding effects that the OI-SG provides.

• Thin slot modeling in reverberant chambers. The SE of a conductive box with thin

curved slots is measured. The slots can be modeled by the usual FDTD, by subcell

methods, or by using subgridding. Results are compared with real measures.

• EV55 aircraft. An aeronautic study case for which the transfer function between

fields and induced currents is measured. Results are obtained and compared between

a conformal mesh, a structured mesh with subgridding, and a combination of both.

Typically, the most relevant parameters are the maximum subgridding level Nsg, the

finest-level space step ∆0, the coarsest-level space step ∆Nsg , the CFL number CFLN and the

buffer spacing measured by the number of cells nbuf or the distance dbuf. Unless otherwise

indicated, the default buffer spacing has nbuf = 1.

It is worth noting that, in the examples provided in this chapter, the PPW cannot be

analytically calculated from the frequency since the numerical dispersion relation is un-

known or possibly not even well-defined, as is shown in the 1D subgridding example with

LTS in section 3.5.1. However, in some of the graphs provided, results are plotted as a

function of the PPW corresponding to the finest or coarsest grids, which are respectively

denoted as PPWfine and PPWcoarse. In these occasions, the wavelength, and therefore PPW,

is calculated using the analytical free-space dispersion relation. This is done to provide

an approximate understanding of the dependence of the studied phenomena on the spatial

resolution of the grid.

In what follows, several relevant concepts are explained to provide a full understanding

of the simulations performed.

4.1.1 Radar Cross Section

In certain simulations, we may be interested in measuring how an object scatters a given

incident field. We name this object the scatterer. To prepare this setup, a plane wave source

is set directed toward the scatterer. Assuming that no other sources or objects exist within

the computational domain, the total EM field can be split into two: the plane wave and the

scattered field. The plane wave source is prepared in such a way that, outside its region,
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only the scattered field exists (this is explained in detail in section 2.1.3). This allows us to

measure it, which is usually performed by calculating the radar cross section (RCS). This

magnitude measures the asymptotic far-field projected by the scatterer in a given direction.

It is defined as

RCS(θ ,φ) = lim
r→+∞





4π r2

∣∣∣E⃗scatter(r,θ ,φ)
∣∣∣
2

∣∣∣E⃗inc

∣∣∣
2





= 4π r2

∣∣∣E⃗FF(r,θ ,φ)
∣∣∣
2

∣∣∣E⃗inc

∣∣∣
2 , (4.1)

where r, θ and φ are the spherical coordinates of the measured position in space, E⃗scatter is

the scattered electric field, E⃗FF is the electric field in the asymptotic far-field approximation,

and |Einc| is the electric field of the incident plane wave. It is interesting to note that eq. (4.1)

only depends on the measured direction and not on r because |EFF| is inversely proportional

to r. The RCS can be measured in FDTD by using the near-to-far-field (NTFF) algorithm

[17, Ch. 8].

4.1.2 Shielding Effectiveness

The shielding effectiveness (SE) is a magnitude that quantifies the protection that a given

enclosure offers from the effects of external EM fields. As time passes, old mechanical

systems are substituted by more modern electronic devices, thus making them subject to

EM interference. For this reason, enclosures must be designed and built to protect the most

critical systems, thus making SE a useful magnitude within EMC analysis.

Let us assume a given structure and set of incident fields provided by the environment,

Einc( f ,⃗r), where f is the frequency and r⃗ the position in space. The illuminated structure

could be, for example, a material shell with arbitrary shape and some given physical proper-

ties, or a PEC box with slots. Now, let us measure the electric field at a given point r⃗0 inside

this structure. Clearly, if this structure was not present, and assuming no other sources or

objects exist, the measured field would be Einc( f ,⃗r0). However, the structure interacts with

the incident field and therefore the actual measured field is Emeasured( f ,⃗r0), which must be

proportional to Einc( f ,⃗r0) due to the linearity of Maxwell’s equations. Thus, we may define

the SE as the ratio

SE =
Einc( f ,⃗r0)

Emeasured( f ,⃗r0)
. (4.2)

This expression provides higher values when the measured field is lower compared to the

incident field, thus higher values of SE imply better shielding.
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4.1.3 Effective materials

To better capture the geometry of bulk materials, an effective material technique is em-

ployed based on the one presented in [31]. This technique consists of calculating the ef-

fective physical magnitudes, such as the electric permittivity and conductivity, of a given

discrete position by ponderating the surrounding volume around it. To do so, a box with the

same shape as an FDTD cell is placed around a given discrete component, and then the ef-

fective magnitudes are calculated from the materials that lie within the box by ponderating

them by the volume they occupy.

σeff = σmat
Vmat

Vbox
, (4.3)

where σeff is an effective arbitrary physical parameter, σmat is said parameter in the material

region, Vbox is the ponderation box, and Vmat is the part of that volume that is occupied by

the material region. An illustration is shown in fig. 4.1.

Figure 4.1: Scheme of the effective material technique employed for this work.

It is worth noting that the technique here described is a very simple approach, and more

precise methodologies exist in the literature [171]. However, this work is only focused on

the validation of the OI-SG method. Therefore, our main interest is to compare the behavior

of different refinement levels against each other regardless of the technique used to calculate

the effective materials.
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4.1.4 Performance measurement

To measure the efficiency of the OI-SG algorithm in a given simulation case, first, we need

to distinguish between two different times that can be evaluated: the CPU time is the time

that the machine takes to perform a given set of tasks, whereas the EM time is the simulated

time within a given simulation. The EM time can be viewed just as the time step multiplied

by the number of iterations. Let us define the cells per electromagnetic time (CPET) as the

amount of FDTD cells that are required to be processed to get to a specific EM time. It can

be calculated as

CPET =
Nsg

∑
nsg=0

Ncells,nsg

∆tnsg

, (4.4)

where Ncells,nsg and ∆tnsg are, respectively, the number of cells and the time step of the

subgridding level nsg. We may also define the cells per CPU time (CPCT) as the average

amount of cells that are processed within a given CPU time frame. If we execute a given

simulation until reaching a certain EM time TEM, we have that the required CPU time TCPU

is

TCPU = TEM
CPET
CPCT

. (4.5)

From here, we can conclude that more efficient simulations relate to low values of CPET

and high values of CPCT.

The OI-SG affects CPET in several ways. First, as seen in section 3.4, the CFL criterion

is more restrictive for the OI-SG than for the original FDTD, thus decreasing the time steps

∆tnsg and, in consequence, increasing CPET. However, if we compare a simulation with

subgridding against another one with the finest-level grid only, the number of cells is ne-

cessarily decreased, therefore reducing CPET. Furthermore, if we apply LTS then ∆tnsg is

increased for nsg > 0, thus reducing CPET even further. In the following examples, it is

shown that the net value of CPET is reduced by the OI-SG method. On the other hand,

CPCT depends on various factors such as the quality of the implementation, the employed

compiler, the parallelization scheme, the number of threads, the machine power, and the

latency induced by other procedures required to be executed aside from the fields update.

Let us suppose one simulation without subgridding and another one with Nsg > 0 which

simulates the same case, both sharing the same finest level grid of space step ∆0. In this

context, when we say that two executions share the same finest-level grid, we mean that
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their finest-level region (or only region if Nsg = 0) has the same space step. Clearly, the

simulation with subgridding is expected to be more efficient because some parts of its com-

putational domain are coarser than the simulation without subgridding, and therefore we

require processing less discrete components to achieve the same EM time. As stated be-

fore, this has a direct impact on the CPET. If the CPCT remained constant, then the gain in

CPU time would be exactly equal to the gain in CPET, as can be extracted from eq. (4.5).

However, subgridding inevitably decreases CPCT because of the latency induced by the

communications described in section 3.7, and additionally the parallelization scheme is ne-

cessarily more complex and not as efficient as in the standard FDTD. Thus, the gain in CPU

time will necessarily be less than the gain in CPET in the considered scenario. In an ideal

case with a perfect implementation that did not decrease CPCT, the gain of both magnitudes

would be equal. In the performance tables shown in this chapter, both CPET and TCPU are

displayed to show this behavior.

Another important part of performance analysis is memory consumption. This mag-

nitude is often measured by the amount of FDTD cells present in the simulation Ncells. On

average, we may approximate that each cell contains six discrete components: Ex, Ey, Ez,

Hx, Hy, and Hz. Therefore, it is an accurate representation of the memory required for a

given execution. When subgridding is used, the number of total cells can be calculated just

as the summation of the cells in each level,

Ncells =
Nsg

∑
nsg=0

Ncells,nsg . (4.6)

This magnitude is displayed in all the performance tables shown in this chapter.

4.2 Numerical scattering of the subgridding boundaries

This simulation case is the only one in this chapter that does not belong to a real physical

object. The aim of this section is rather to study the numerical scattering produced by the

subgridding boundaries per se. For this purpose, the simulation setup prepared contains

a refined region shaped as a spherical shell, which does not contain any material aside

from free space. The refined region is recursively embedded within coarser levels until

reaching the coarsest region. An illustration of this is shown in fig. 4.2. PML boundary

conditions are applied at the coarsest level. In the coarsest region, a plane wave source

is set directed towards the z-positive direction with electric polarization in the x-positive
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direction (depicted in fig. 4.3). The scattering produced by the subgridding boundaries is

then measured in all cartesian axes. For the same reasons described in section 3.5.3, a

second simulation with the coarsest-grid only is performed to subtract any error due to the

plane wave source or PML boundary conditions.

Figure 4.2: Example of the AMR around a spherical-shaped region. Levels 1 and 2 have been
cropped for illustration purposes.

Figure 4.3: Illumination scheme of the spherical region.

A family of simulation cases has been prepared by varying certain parameters and taking

all the combinations:

• Maximum subgridding level: Nsg ∈ {1,2,3,4}.

• Radius of the spherical shell: rs ∈ {4,8,16,32,64}cells.

• Distance between subgridding boundaries ∈ {1,5,10}cells.
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Figure 4.4: Backscattering (θ = π) of the spherical shells with LTS, measured with RCS (left) and
RCSnorm (right).
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Figure 4.5: Normalized RCS of the spherical shells with GTS, measured for the directions z-
positive, x-positive, y-positive, and x-negative.
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Figure 4.6: Normalized RCS of the spherical shells with LTS, measured for the directions z-positive,
x-positive, y-positive, and x-negative.

Each simulation has been performed with GTS and LTS. The finest-level space step used is

∆0 = 1m in all cases.

The RCS, as it is defined in eq. (4.1), does not depend on r. However, it does depend

on the size of the scatterer: the larger the object the higher the scattered energy. Therefore,

plotting the measured RCS is not going to provide meaningful results. To solve this, we

require normalizing the RCS to the size of the object. This can be simply done by evaluating

the scattered field at a distance proportional to the object size, which in this case we defined

by the radius rs,

RCSnorm(θ ,φ) = 4π

∣∣∣E⃗FF(rs,θ ,φ)
∣∣∣
2

∣∣∣E⃗inc

∣∣∣
2 . (4.7)

Additionally, we need to determine the appropriate variable against which to plot the RCS.
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According to the results obtained in the previous chapter, we have determined that the con-

vergence of the method depends on the resolution of the grids in a given subgridding bound-

ary. In other words, the larger the value of PPW, the lower the numerical error. This implies

that the most relevant parameter regarding numerical scattering is parameter is the resolu-

tion of the coarsest level, determined by PPWcoarse. For this reason, the RCS is measured

against the value of PPWcoarse.

In fig. 4.4, the backscattering (θ = π) of the simulations with LTS is plotted, comparing

the measurements of RCS and RCSnorm. It is interesting to note how the normalized RCS

brings together the different simulations. The normalized RCS is plotted in fig. 4.5 for

the executions with GTS and in fig. 4.6 for executions with LTS. The normalized RCS

has been taken in the directions z-positive, x-positive, y-positive, and x-negative. In all

cases, aside from high-frequency resonances, a convergence of O(h2) is appreciated, where

h = (PPWcoarse)
−1.

4.3 Surface transmission test cases

4.3.1 Transmission and reflection of a frequency-selective surface

This simulation consists of a frequency-selective surface (FSS). Upon incidence of an EM

wave, an FSS lets pass only a frequency band with a specific profile and reflects the rest

of the spectrum. The FSS used for this simulation consists of a PEC surface with periodic

slots. A scheme is depicted in fig. 4.7. The unit cell of the surface is a rectangle with di-

mensions Lx = 0.14m and Lz = 0.12m. The slots are rectangles centered within the unit

cell, with dimensions lx = 0.1m and lz = 0.02m. This FSS provides the maximum trans-

mission frequency (also denoted peak frequency) at f0 ≃ 1.5GHz, which corresponds to a

wavelength of λ0 ≃ 5m. In all the simulations, the FSS is embedded within the finest-level

grid, which has a space step of ∆0 = 2.5mm. To replicate an infinitely large surface, only

one unit cell is simulated and the computational domain is truncated with periodic bound-

ary conditions and PML with 10 layers as depicted in fig. 4.7. A truncated plane wave is

set at the coarsest level directed towards the FSS with normal incidence oriented towards

the y-axis. The electric field is oriented towards the z-axis and has the following Gaussian

profile:

Ez(t) = (1V/m) e
−
( t − t0

τ

)2

, (4.8)
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with τ = 0.23ns and t0 = 4τ . Results of this simulation case with a different subgridding

algorithm were presented by Xu et al. in [106], and with the OI-SG method in [48].

Figure 4.7: Scheme and dimensions of the FSS simulation setup.

With this simulation, several phenomena are intended to be studied. First, the differ-

ences in accuracy between GTS and LTS; second, the effect of the LECT technique from

section 3.6.2 on a real simulation case; and third, the effect of the buffer space explained in

section 3.7.1. For these purposes, different simulations have been prepared with maximum

subgridding levels Nsg ∈ {0,1,2,3}. Each simulation with subgridding has been performed

with GTS and LTS, and with a buffering space of nbuf ∈ {1,10}cells. Additionally, some

simulations with LTS have also been run with the configurations LECT-1 and LECT-2 from

table 3.2. Since all simulations share the same finest-level space step, we can take Nsg = 0

as a reference case. Any simulation with Nsg > 1 is expected to have less accuracy than the

reference, although they are also expected to be much more efficient due to the subgridding

methodology. The magnitudes measured for this simulation are the reflection coefficient R

and the transmission coefficient T , which are measured as

R( f ) =
|Ereflected( f )|2

|Eincident( f )|2
, (4.9)

T ( f ) =
|Etransmitted( f )|2

|Eincident( f )|2
, (4.10)

where f is the frequency. Results for different LECT configurations are shown in fig. 4.8,

and the corresponding performance table is shown in table 4.1. Results of the transmission

and reflection coefficients for different values of nbuf are shown in fig. 4.9 with GTS and

in fig. 4.10 with LTS. Their respective performance tables can be found in table 4.2 and

table 4.3.

The first piece of information that can be extracted from tables 4.1–4.1 is that the

memory consumption is highly reduced when applying subgridding: around a 15% is re-
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Figure 4.8: T and R of the FSS for different LECT configurations with LTS.

Table 4.1: Performance table of the FSS with LTS for the different LECT configurations with a
common finest-level grid of ∆0 = 2.5mm. CPET and TCPU have been normalized.

Nsg CFLN ∆Nsg [mm] LECT Ncells CPET TCPU

0 0.99 2.5 N/A 2967552 1.0000 1.0000
1 0.66 5 No 387840 0.0991 0.1038
1 0.80 5 LECT-1 387840 0.0830 0.0797
1 0.90 5 LECT-2 387840 0.0738 0.0711
2 0.66 10 No 63096 0.0122 0.0128
2 0.80 10 LECT-1 63096 0.0102 0.0114
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Figure 4.9: T and R of the FSS for different buffer spacings with GTS.

Table 4.2: Performance table of the FSS with GTS for different buffer spacings with a common
finest-level grid of ∆0 = 2.5mm. CPET and TCPU have been normalized.

Nsg CFLN ∆Nsg nbuf Ncells CPET TCPU

0 0.99 2.5 N/A 2967552 1.0000 1.0000
1 0.93 5 1 387840 0.1391 0.1878
1 0.93 5 10 442848 0.1589 0.2376
2 0.93 10 1 63096 0.0226 0.0327
2 0.93 10 10 118272 0.0424 0.0612
3 0.93 20 1 21768 0.0078 0.0313
3 0.93 20 10 76860 0.0276 0.0512
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Figure 4.10: T and R of the FSS for different buffer spacings with LTS.

Table 4.3: Performance table of the FSS with LTS for different buffer spacings with a common
finest-level grid of ∆0 = 2.5mm. CPET and TCPU have been normalized.

Nsg CFLN ∆Nsg [mm] nbuf Ncells CPET TCPU

0 0.99 2.5 N/A 2967552 1.0000 1.0000
1 0.66 5 1 387840 0.0991 0.1038
1 0.66 5 10 442848 0.1250 0.1366
2 0.66 10 1 63096 0.0122 0.0128
2 0.66 10 10 118272 0.0380 0.0327
3 0.66 20 1 21768 0.0066 0.0100
3 0.66 20 10 76860 0.0324 0.0228
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quired for Nsg = 1, 5% for Nsg = 2 and even less than 1% for Nsg = 3. This effect is reduced

in the presence of buffer spacing, which increases the amount of FDTD cells. But even in

this circumstance, the required memory can be lowered to 4% for Nsg = 3.

By looking at table 4.1, we note that all LECT configurations provide a performance

gain in terms of both CPET and CPU time. This gain observed is between 12% to 23% for

LECT-1, and 31% for LECT-2, compared to the same simulations without LECT. However,

by looking at fig. 4.8, we may also observe that LECT-2 is too aggressive and induces large

inaccuracy. On the other hand, although LECT-1 also provides a shift in the peak frequency

of the transmission coefficient, it is much less aggressive. We may note that this shifting

has a greater impact for Nsg = 2, and therefore LECT-1 with Nsg = 1 might be suitable for

some simulations where great accuracy is not required. In this simulation, we may observe

that this configuration provides a CPU time gain of ∼ 23%.

By looking at figs. 4.9 and 4.10, we observe that the profile shape of the transmission

and reflection coefficients remains unchanged for all simulations. However, executions with

subgridding provide a certain shift of the peak frequency to higher values. Interestingly, this

would seem to be contradictory because it implies that certain frequencies that should not

be able to pass through the FSS are actually passing. This can be explained by the near-

field distortions due to the subgridding boundaries: the plane wave with normal incidence

gets slightly distorted when entering the subgridding boundary, and therefore the FSS does

not receive a perfectly normal incidence. It can be seen in figs. 4.9 and 4.10 that this gets

solved when some buffer space is introduced: all the curves become nearly identical to the

one corresponding to Nsg = 0, except for the highest frequencies, especially with Nsg = 3.

This can be explained because the electric size of the cells at the subgridding boundaries

becomes larger as we increase the frequency.

To better visualize the error, the RMS and peak frequency errors are defined as

Error RMS =

√

∑
(

T −Tref

Tref

)2

, (4.11)

Error fpeak =

∣∣∣∣
fpeak − fpeak,ref

fpeak,ref

∣∣∣∣ , (4.12)

where fpeak is the frequency of maximum transmission, and the case taken as reference is the

one without subgridding (Nsg = 0). The defined errors are plotted in fig. 4.11 as a function

of the buffer distance dbuf.
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Figure 4.11: RMS (left) and peak frequency (right) errors of the transmission coefficients as a
function of dbuf for the FSS simulation case.

In all the cases plotted in fig. 4.11, we observe that the error significantly decreases for

nbuf > 1. More specifically, the case that requires a larger buffer spacing to stabilize is Nsg =

1, whose minimum error is achieved at around 10 cells, which corresponds to dbuf ≃ 0.12λ0.

These plots show that the near-field distortions have an impact on the accuracy and it can be

solved by applying buffer spacing. We also observe that GTS has a slightly lower accuracy

than LTS, although the discrepancy is low.

4.3.2 All-angle negative refraction metasurface

A use case for subgridding algorithms is metasurfaces. Typically, metasurfaces consist of

surfaces with small periodic geometrical patterns that, macroscopically, exhibit behaviors

that are not achievable by conventional materials, such as negative refraction indices. The

fine details of the metasurface typically require a much finer grid compared to the larger

structures that may be present in the simulation. Therefore, this makes it a good example

to illustrate multiscale problems. In this section, an all-angle negative refraction (AANR)

metasurface is simulated with the OI-SG method.

This metasurface was previously studied in [39] and also simulated using a different

FDTD subgridding algorithm in [143]. Results with the OI-SG method were presented

in [48]. It has a thickness e and is made of a dielectric material of electric permittivity

ε . It contains cylindrical holes with radius r, which are arranged in a square lattice with
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a distance of d between them (see fig. 4.12). The values taken for this simulations are

e = 0.916667m, r = 0.0625m, d = 0.18333m, and ε = 12ε0. To best capture its geometry,

the metasurface is fully embedded within the finest-level grid, which has a cell size of

∆0 = 12.5mm. A buffer space is left between the metasurface and the finest subgridding

boundary, which is measured by the number of cells nbuf or the distance dbuf. The rest of the

levels are wrapped around the previous ones until reaching the coarsest one, where periodic

boundary conditions are applied in the z-axis and PML boundary conditions with 10 layers

in the two remaining axes. Note that this is a 2D simulation, and therefore the z-axis is only

one coarse cell long. A vertical electric nodal source (directed towards the x axis) is placed

next to the metasurface and is excited with the following modulated sinusoidal profile Es(t):

Es(t) =





sin
(

2πc
λ

t
)

exp
(
(t − t0)2

2σ2

)
if t ≤ t0

sin
(

2πc
λ

t
)

if t > t0

(4.13)

with a wavelength λ = 1m, σ = λ/c0 and t0 = 5σ . A screenshot of this simulation without

subgridding is shown in fig. 4.12. The physical constants of the discrete fields have been

calculated using the effective material methodology explained in section 4.1.3.

Figure 4.12: Scheme of the AANR metasurface simulated with the OI-SG and a screenshot of the
stationary state without subgridding.

In this section, the aim is to measure the effects of the near-field distortions produced by

the AANR metasurface. To do so, a nodal probe is placed at the other side of the metasurface

from the source. Simulations are performed with LTS for maximum levels Nsg ∈ {0,1,2,3}
and different buffering spaces, nbuf ∈ {1,5,10,20} for the simulations with subgridding.

Then, the error of the probe is measured taking as reference the fine-only case (Nsg = 0).
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The error is calculated as

Error Ex [dB[V/m]] = 10 log10 |Ex(V/m)−Ex,ref[V/m]| , (4.14)

where Ex,ref is the reference value. The results are depicted in fig. 4.13 and the correspond-

ing performance table is shown in table 4.4.

Table 4.4: Performance table of the AANR metasurface. CPET and TCPU have been normalized.

Nsg CFLN nbuf Ncells CPET TCPU

0 0.99 N/A 475600 0.6983 0.9385
1 0.66 1 227408 0.2414 0.6000
1 0.66 5 241712 0.2624 0.5846
1 0.66 10 253872 0.2803 0.5590
1 0.66 20 284464 0.3252 0.6872
2 0.66 1 266944 0.3319 0.9128
2 0.66 5 298592 0.3762 0.8923
2 0.66 10 326016 0.4142 0.6718
2 0.66 20 394992 0.5097 0.6308
3 0.66 1 483056 0.6432 1.0000
3 0.66 5 546352 0.7317 0.7026
3 0.66 10 602800 0.8083 0.6718
3 0.66 20 742416 1.0000 0.8308

By looking at fig. 4.13, we may appreciate that, similar to the FSS case from sec-

tion 4.3.1, the buffer space reduces the error. Interestingly, by looking at table 4.4, we

may see that Nsg = 3 has a worse performance than the finest-only case. This is to be ex-

pected since, as stated previously, this is a 2D simulation that has a thickness of one coarse

cell in the z-axis. This means that the finest level region must have a thickness of 2Nsg cells,

which, when Nsg is large enough, seriously penalizes the efficiency.

4.4 Scattering test cases

4.4.1 Backscattering of a PEC sphere

This section aims to study the canonical case of the PEC sphere backscattering. The sphere

taken for these simulations has a radius of 1m. It is embedded within the finest level (nsg =

0) and each coarser level embeds the finer regions until reaching the coarsest level Nsg,

which extends until the computational limits, where PML boundary conditions with 10

layers are applied. In the coarsest level, a plane wave source is set directed towards the
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Figure 4.13: Error in the nodal probe results as a function of the time, for maximum subgrid levels
Nsg = 1, 2 and 3. All simulations have a common finest-level cell size of ∆0 = 12.5mm.



138 CHAPTER 4. NUMERICAL VALIDATIONS

sphere, and the backscattering is measured using the RCS formula from eq. (4.1). The

theoretical value of the monostatic RCS of a PEC sphere can be calculated with the Mie

series. Results for the OI-SG method were presented in [48].

To validate the OI-SG algorithm, two different approaches have been designed. First, a

set of simulations is executed with a common finest-level grid of ∆0 = 12.5mm, and with

maximum subgrid levels Nsg ∈ {0,1,2,3}. Second, another set of simulations is performed

with a common coarsest-level grid of ∆Nsg = 100mm, and with maximum subgridding levels

Nsg ∈ {0,1,2,3}. Additionally, each simulation is run with nbuf ∈ {1,10}. The backscat-

tering RCS is measured in every case and is compared to the theoretical curve calculated

from the Mie series. All simulations have been performed with LTS. Results are shown in

figs. 4.14 and 4.15, and performance tables are displayed in tables 4.5 and 4.6.

By looking at fig. 4.14, it is interesting to note that the RCS of the PEC sphere is partic-

ularly well-solved in all cases where Nsg ≤ 2. Some induced error may be appreciated as the

coarsest-level space step increases, and the case with ∆Nsg = 100mm is visibly worsened,

especially for higher frequencies. However, it is also worth noting that these frequencies

correspond to PPWfine ≃ 100, and for Nsg = 3 implies PPWcoarse ≃ 12.5, which is a very

low resolution that has been shown to provide larger numerical reflections in section 3.5.3

and section 4.2. By looking at fig. 4.15, we may observe that decreasing the finest-level grid

coming from a common coarsest-level grid does indeed reduce the discrepancy between nu-

merical results and the theoretical values obtained from the Mie series. It must be noted that

is true for Nsg < 3, but a greater error can be appreciated for Nsg = 3, implying that an excess

of subgridding levels can lead to worse accuracy. Regarding the efficiency, table 4.5 shows

a decrement in Ncells between 69% with Nsg = 1 and 87% with Nsg = 3 if no buffer space is

applied, and between 43% and 61% if nbuf = 10. Similarly, TCPU decrements between 72%

and 87% if nbuf = 1, and between 37% and 52% if nbuf = 10, thus demonstrating strong

performance in this case.

It is interesting to note that, from the results shown in figs. 4.14 and 4.15, no clear

conclusion can be drawn about the effect of the buffer spacing. For this reason, additional

simulations with ∆0 = 25mm have been performed for various values of nbuf and maximum

subgridding levels Nsg ∈ {0,1,2}. Taking the case with Nsg = 0 as a reference, we define

the accumulate RMS error as

Error RMS Accumulate( f ) =

√∫ f

f0

(
RCS( f ′)−RCSref( f ′)

RCSref( f ′)

)2

d f ′, (4.15)
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Figure 4.14: Backscattering RCS of a PEC sphere of radius 1m for a common finest-level grid of
∆0 = 12.5mm.
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Figure 4.16: Accumulate RMS error of the PEC sphere RCS as a function of the frequency for
various values of nbuf. Results are shown for Nsg = 1 (left) and Nsg = 2 (right).
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Table 4.5: Performance table of a PEC sphere of radius 1m for a finest-level grid of ∆0 = 10mm.
CPET and TCPU have been normalized.

Nsg CFLN ∆Nsg [mm] nbuf Ncells CPET TCPU

0 0.99 12.5 N/A 15438249 1.0000 1.0000
1 0.66 25 1 4575976 0.1781 0.1377
1 0.66 25 10 8614024 0.4203 0.1637
2 0.66 50 1 2354168 0.0879 0.0302
2 0.66 50 10 6364928 0.3270 0.0470
3 0.66 100 1 1795327 0.0749 0.0116
3 0.66 100 10 5767257 0.3130 0.0245

Table 4.6: Performance table of a PEC sphere of radius 1m for a coarsest-level grid of ∆Nsg =
100mm. CPET and TCPU have been normalized.

Nsg CFLN ∆0 [mm] nbuf Ncells CPET TCPU

0 0.99 100 N/A 328509 0.0068 0.3179
1 0.66 50 1 444712 0.0100 0.3645
1 0.66 50 10 753800 0.0198 0.3751
2 0.66 25 1 605416 0.0229 0.2392
2 0.66 25 10 1338088 0.0760 0.3403
2 0.66 12.5 1 1795327 0.2393 0.4753
2 0.66 12.5 10 5767257 1.0000 1.0000

where f and f ′ are frequencies, and RCSref is the RCS of the reference case, and f0 = 3kHZ.

The integral is numerically obtained by the trapeze finite integration. Results are shown in

fig. 4.16.

In all cases, we may observe that the accumulated error increases with the frequency.

However, the increase rate becomes visibly lower at a certain value, and it is clear that the

error is significantly lower as we increase nbuf. Therefore, we may conclude that the buffer

spacing has a relevant effect in increasing the accuracy of this simulation.

4.4.2 Scattering of the NASA almond

The NASA almond, along with ogives in general [172, 173], is a very well-known low

observability (LO) case. It is entirely made of PEC material. In particular, the NASA

almond used for this case is the one described in [174]. It is 2.5m long and has an elliptical

profile of diameters 185.888mm and 386.666mm. A scheme is depicted in fig. 4.17 (left).

LO cases are known for providing low scattering upon the incidence of an EM pulse,

which is particularly challenging for subgridding algorithms since they provide spurious

reflections that can be comparable to the object scattering. For this reason, this section
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Figure 4.17: Scheme and dimensions of the NASA almond and plane wave incidence conditions.
The geometry shown is only a scheme and not an accurate representation.

aims to test the OI-SG against such a case. For this work, the object has been meshed with

different space steps: 1.25mm, 2.5mm, 5mm, and 10mm. In all simulations, the NASA

almond is embedded within the finest level grid, and each coarser level is wrapped around

the finer one, until reaching the coarsest level, which extends until the computational limits.

An illustration of the grids with ∆0 = 10mm is depicted in fig. 4.18. In the coarsest level, a

plane wave source is set with horizontal polarization (spherical φ -axis) directed towards the

tip of the NASA almond. Then, the bistatic RCS of the horizontal electric field (RCSEhh) is

measured across φ . This scheme is depicted in fig. 4.17 (right). The plane wave source has

a Gaussian profile with a decay of 3dB in the frequency that corresponds to PPWcoarse = 5.

Nonetheless, the frequency studied in this case is exclusively f = 1GHz, which corresponds

to λ ≃ 0.3m. For the space steps used, the maximum and minimum values of PPW are,

respectively, 240 (for ∆ = 1.25mm) and 30 (for ∆ = 10mm). An accurate result of the

RCS as a function of φ has been obtained using method of moments (MoM) with a mesh of

41040 triangles with an average length of 8mm and standard deviation of 5mm.

To test the accuracy and performance of the OI-SG method in this simulation, two dif-

ferent approaches have been used. First, the finest-level grid is taken with ∆0 = 1.25mm,

and simulations are performed growing the coarse grid around it with Nsg ∈ {0,1,2,3}.

Second, the coarsest-level grid is taken with ∆Nsg = 10mm and simulations are performed

refining the NASA almond mesh with Nsg ∈ {0,1,2,3}. All simulations have been per-

formed with GTS and LTS. Additionally, it is interesting to observe the effect of the buffer

spacing in a LO case such as this. From the results obtained in section 4.3.1, we conclude

that a distance dbuf = 0.12λ is most desirable, which corresponds to different values of nbuf

depending on the finest-level grid. Finally, it is also intended to provide the error offered by

each simulation. For the executions that share the same finest-level space step, we hope to

minimize the discrepancies with the case with Nsg = 0, and therefore it is taken as the ref-

erence. On the other hand, for the executions that share the same coarsest-level space step,
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Figure 4.18: Example of the AMR around a NASA almond with a conformal mesh and ∆0 = 10mm.
Levels 0, 1 and 2 have been cropped for illustration purposes.

simulations should get closer to the analytical solution, and therefore the MoM solution is

taken as reference. The error is calculated as

Error RCSEhh [dBsm] = |RCSEhh [dBsm]−RCSEhh,ref[dBsm]| . (4.16)

For a common finest-level grid with ∆0 = 1.25mm: comparison between GTS and LTS is

shown in fig. 4.19; comparison between nbuf = 1 and dbuf = 0.12λ is shown in fig. 4.23 for

executions with GTS, and in fig. 4.27 for executions with LTS; and the respective errors are

shown in fig. 4.20, fig. 4.24, and fig. 4.28. For a common coarsest-level grid with ∆Nsg =

10mm: comparison between GTS and LTS is shown in fig. 4.21; comparison between

nbuf = 1 and dbuf = 0.12λ is shown in fig. 4.25 for executions with GTS, and in fig. 4.29 for

executions with LTS; and the respective errors are shown in fig. 4.22, fig. 4.26, and fig. 4.30.

The respective performance tables of all the mentioned comparisons are shown, in the same

order, in tables 4.7–4.12.

The first thing that we may observe in all the provided graphs is that the maximum and

minimum values of RCS are not displaced in φ regardless of the configuration used. If we

compare executions with GTS and LTS by looking at figs. 4.19–4.22, we observe that the

error is very similar for lower values of Nsg. However, for Nsg = 3 we may appreciate that

executions with LTS have a significantly larger error. In this regard, it is interesting to note

the contrast between the results NASA Almond and other simulation cases with normal

incidence, for example, the FSS or the numerical reflection obtained in fig. 3.26, where the

error with GTS was slightly worse.



144 CHAPTER 4. NUMERICAL VALIDATIONS

0 10 20 30 40 50 60 70 80 90
φ [deg]

−30

−25

−20

−15

−10

R
C

S E
hh

[d
B

sm
]

Nsg = 0, ∆0 = 1.25mm

Nsg = 1, ∆0 = 2.5mm (GTS)

Nsg = 1, ∆0 = 2.5mm (LTS)

Nsg = 2, ∆0 = 5mm (GTS)

Nsg = 2, ∆0 = 5mm (LTS)

Nsg = 3, ∆0 = 10mm (GTS)

Nsg = 3, ∆0 = 10mm (LTS)

Figure 4.19: Backscattering RCS of the NASA almond for a common finest-level with ∆0 =
1.25mm with GTS and LTS.
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Figure 4.20: Backscattering RCS error of the NASA almond for a common finest-level with ∆0 =
1.25mm with GTS and LTS.

Table 4.7: Performance table of the NASA almond with a common finest-level of ∆0 = 1.25mm
with GTS and LTS. CPET and TCPU have been normalized.

Nsg GTS/LTS CFLN ∆Nsg [mm] Ncells CPET TCPU

0 N/A 0.99 1.25 519388716 1.0000 1.0000
1 GTS 0.93 2.5 113981192 0.2336 0.3270
1 LTS 0.66 2.5 113981192 0.1851 0.2597
2 GTS 0.93 5 52326688 0.1072 0.4258
2 LTS 0.66 5 52326688 0.0949 0.1599
3 GTS 0.93 10 41251394 0.0845 0.1765
3 LTS 0.66 10 41251394 0.0865 0.1577
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Figure 4.21: Backscattering RCS of the NASA almond for a common coarsest-level with ∆Nsg =
10mm with GTS and LTS.
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Figure 4.22: Backscattering RCS error of the NASA almond for a common coarsest-level with
∆Nsg = 10mm with GTS and LTS.

Table 4.8: Performance table of the NASA almond with a common coarsest-level of ∆Nsg = 10mm
with GTS and LTS. CPET and TCPU have been normalized.

Nsg GTS/LTS CFLN ∆0 [mm] Ncells CPET TCPU

0 N/A 0.99 10 3604146 0.0100 0.0091
1 GTS 0.93 5 5784456 0.0342 0.0274
1 LTS 0.66 5 5784456 0.0284 0.0213
2 GTS 0.93 2.5 13001856 0.1534 0.1395
2 LTS 0.66 2.5 13001856 0.1369 0.1079
3 GTS 0.93 1.25 41251394 0.9735 1.0000
3 LTS 0.66 1.25 41251394 1.0000 0.8970
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Figure 4.23: Backscattering RCS of the NASA almond for a common finest-level with ∆0 =
1.25mm with GTS, with and without buffer spacing.
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Figure 4.24: Backscattering RCS error of the NASA almond for a common finest-level with ∆0 =
1.25mm with GTS, with and without buffer spacing.

Table 4.9: Performance table of the NASA almond with a common ∆0 = 1.25mm with GTS, with
and without buffer spacing. CPET and TCPU have been normalized.

Nsg nbuf CFLN ∆Nsg [mm] Ncells CPET TCPU

0 N/A 0.99 1.25 519388716 1.0000 0.9596
1 1 0.93 2.5 113981192 0.2336 0.3138
1 32 0.93 2.5 341353608 0.6996 1.0000
2 1 0.93 5 52326688 0.1072 0.1875
2 32 0.93 5 283493472 0.5810 0.9475
3 1 0.93 10 41251394 0.0845 0.1693
3 32 0.93 10 272319490 0.5581 0.9688
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Figure 4.25: Backscattering RCS of the NASA almond for a common coarsest-level with ∆Nsg =
10mm with GTS, with and without buffer spacing.
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Figure 4.26: Backscattering RCS error of the NASA almond for a common coarsest-level with
∆Nsg = 10mm with GTS, with and without buffer spacing.

Table 4.10: Performance table of the NASA almond with a common ∆Nsg = 10mm with GTS, with
and without buffer spacing. CPET and TCPU have been normalized.

Nsg nbuf CFLN ∆0 [mm] Ncells CPET TCPU

0 N/A 0.99 10 3604146 0.0016 0.0017
1 1 0.93 5 5784456 0.0053 0.0048
1 10 0.93 5 10113256 0.0093 0.0080
2 1 0.93 2.5 13001856 0.0239 0.0244
2 16 0.93 2.5 41131424 0.0755 0.0708
3 1 0.93 1.25 41251394 0.1515 0.1748
3 32 0.93 1.25 272319490 1.0000 1.0000
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Figure 4.27: Backscattering RCS of the NASA almond for a common finest-level with ∆0 =
1.25mm with LTS, with and without buffer spacing.
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Figure 4.28: Backscattering RCS error of the NASA almond for a common finest-level with ∆0 =
1.25mm with LTS, with and without buffer spacing.

Table 4.11: Performance table of the NASA almond with a common ∆0 = 1.25mm with LTS, with
and without buffer spacing. CPET and TCPU have been normalized.

Nsg nbuf CFLN ∆Nsg [mm] Ncells CPET TCPU

0 N/A 0.99 1.25 519388716 1.0000 0.9508
1 1 0.66 2.5 113981192 0.1851 0.2469
1 32 0.66 2.5 341353608 0.7404 1.0000
2 1 0.66 5 52326688 0.0949 0.1521
2 32 0.66 5 283493472 0.6525 0.9584
3 1 0.66 10 41251394 0.0865 0.1499
3 32 0.66 10 272319490 0.6438 0.9489
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Figure 4.29: Backscattering RCS of the NASA almond for a common coarsest-level with ∆Nsg =
10mm with LTS, with and without buffer spacing.
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Figure 4.30: Backscattering RCS error of the NASA almond for a common coarsest-level with
∆Nsg = 10mm with LTS, with and without buffer spacing.

Table 4.12: Performance table of the NASA almond with a common ∆Nsg = 10mm with LTS, with
and without buffer spacing. CPET and TCPU have been normalized.

Nsg nbuf CFLN ∆0 [mm] Ncells CPET TCPU

0 N/A 0.99 10 3604146 0.0013 0.0016
1 1 0.66 5 5784456 0.0038 0.0037
1 10 0.66 5 10113256 0.0078 0.0070
2 1 0.66 2.5 13001856 0.0184 0.0190
2 16 0.66 2.5 41131424 0.0708 0.0692
3 1 0.66 1.25 41251394 0.1344 0.1580
3 32 0.66 1.25 272319490 1.0000 1.0000
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Figure 4.31: Backscattering RCS of the NASA almond for various simulations: (1) standard FDTD
with ∆ = 1.25mm; (2) conformal mesh with ∆ = 2.5mm; (3) conformal mesh combined with sub-
gridding using Nsg = 1, GTS, ∆0 = mm and ∆1 = 5mm, and (4) same as (3) but using LTS.

0 10 20 30 40 50 60 70 80 90
φ [deg]

0.0

0.5

1.0

1.5

2.0

E
rr

or
-R

C
S E

hh
[d

B
sm

]

Structured Nsg = 0, ∆0 = 1.25mm, ∆Nsg = 1.25mm

Conformal Nsg = 0, ∆0 = 2.5mm, ∆Nsg = 2.5mm

Conformal Nsg = 1, ∆0 = 2.5mm, ∆Nsg = 5.0mm (GTS)

Conformal Nsg = 1, ∆0 = 2.5mm, ∆Nsg = 5.0mm (LTS)

Figure 4.32: Backscattering RCS error of the NASA almond for various simulations with GTS:
(1) standard FDTD with ∆ = 1.25mm; (2) conformal mesh with ∆ = 2.5mm; (3) conformal mesh
combined with subgridding using Nsg = 1, GTS, ∆0 = mm and ∆1 = 5mm, and (4) same as (3) but
using LTS.

Table 4.13: Performance table of the NASA almond for various simulations with GTS: (1) standard
FDTD with ∆ = 1.25mm; (2) conformal mesh with ∆ = 2.5mm; (3) conformal mesh combined with
subgridding using Nsg = 1, GTS, ∆0 = mm and ∆1 = 5mm, and (4) same as (3) but using LTS.

Nsg GTS/LTS CFLN ∆0 [mm] ∆Nsg [mm] Ncells CPET TCPU

0 N/A 0.99 1.25 1.25 519388716 1.0000 1.0000
0 N/A 0.66 2.5 2.5 96608160 0.1395 0.6996
1 GTS 0.66 2.5 5.0 42778584 0.0618 0.7378
1 LTS 0.66 2.5 5.0 42778584 0.0409 0.5460
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The maximum error is provided by the executions with the larger grid sizes. Particularly,

the worst case is Nsg = 0 with ∆0 = 10mm. This error decreases if we refine the NASA

Almond sharing the same coarsest-level grid, however, it is also worth noting that the error

may increase slightly for Nsg = 3 compared to Nsg = 2 for nbuf = 1, as can be appreciated

by looking at fig. 4.22. Interestingly, by observing figs. 4.26 and 4.30, we may note that

this effect disappears with an increased value of nbuf, as the execution with nbuf = 32 and

Nsg = 3 has an error comparable to the execution with nbuf = 32 and Nsg = 2. In general

terms, we observe that increasing the buffer spacing decreases the error significantly.

For simulations with a common finest-level of ∆ = 1.25mm (figs. 4.19, 4.23, and 4.27),

it is clear that the error increases as we reach larger sizes of the coarsest-level grid. This is

to be expected because the subgridding boundaries of larger sizes are expected to provide

more distortions as PPWcoarse decreases, and the minimum value reached is PPWcoarse = 30.

In these cases, we are interested in looking at the efficiency provided by the subgridding

usage. To do so, we need to look at tables 4.7, 4.9, and 4.11. For executions with nbuf = 1,

memory usage is reduced between a 78% and a 92%, depending on Nsg. When applying

a buffering distance of nbuf = 32, we find that this reduction is lowered to approximately

34% to 48%, which is still an appreciable reduction. The reduction in CPU, on the other

hand, depends on the time-stepping scheme. For nbuf = 1, TCPU offers a reduction of 59%

to 78% for executions with GTS, and 74% to 84% with LTS. Especially for the latest case,

these reductions are very significant to prove the efficiency of the OI-SG method. However,

when a buffering distance of nbuf = 32 is applied, these reductions disappear completely. If

we look at tables 4.9 and 4.11, we may observe that TCPU increases when using subgridding

in all cases, with only the exception of Nsg = 3 with LTS, where a reduction of 0.2% is

appreciated.

The sharp geometry present at the tip of the NASA Almond is particularly difficult to

capture with a standard FDTD mesh. As has been shown, the usage of subgridding allows

us to get more accurate results, however, the buffer spacing required to achieve the best

results decreases the efficiency significantly. For this reason, this simulation case has also

been executed with a conformal mesh of size ∆0 = 2.5mm and Nsg ∈ {0,1}. The execution

with Nsg = 1 has been run with a buffering distance of nbuf = 10. The obtained results are

compared with the standard FDTD with ∆ = 1.25mm. The errors provided by all cases

are also plotted taking as reference the results obtained with MoM. Results and errors are

plotted, respectively, in figs. 4.31 and 4.32. The respective performance table is displayed

in table 4.13. It is interesting to note that the conformal mesh with a size ∆0 = 2.5mm
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coarser than the standard FDTD with ∆ = 1.25mm already provides significantly better

results for most of the values of φ . Adding subgridding to the conformal mesh results in a

slight increase in the numerical error, which is to be expected since the fine mesh remains

unchanged, but the error remains lower than the standard FDTD despite having a lower

resolution. Regarding the memory usage, if we compare to the standard FDTD execution,

we find that the usage of a conformal mesh with a larger mesh size drops the required

memory a 82%, and a 92% when using subgridding. On the other hand, the CPU time is

reduced only a 36% with the conformal mesh, and the executions with subgridding depend

on the time-stepping scheme: execution with GTS offers a worse performance with a TCPU

reduction of 33%, whereas LTS provides better performance with a reduction of 45%. In

general terms, we may conclude that the combination of subgridding and conformal meshes

provides a clear improvement in both accuracy and efficiency, especially regarding memory

usage, as they allow us to use coarser mesh sizes with better geometry capture.

4.4.3 Scattering of the FLAMME stealth object

The simulation case used for this section is known as the FLAMME stealth object [175,

176]. It was designed and shown to the public in 1993 by ONERA as a demonstration

of a stealth object. Measurement of the backscattering RCS of the FLAMME object from

different angles constitutes a LO problem. Similar to the NASA Almond, this constitutes a

challenge to subgridding algorithms such as the OI-SG method.

Figure 4.33: Scheme and dimensions (left), and illumination and measurement scheme (right) of the
FLAMME stealth object. The geometry shown is only a scheme and not an accurate representation.

A scaled model of the FLAMME object with a length of 600mm is used for this work.

A scheme is depicted in fig. 4.33 (left). The object is entirely made of PEC material. In

all simulations, the object is embedded within the finest level grid. The coarsest level has

PML boundary conditions with 10 layers. The object is illuminated by a plane wave with

a Gaussian profile that decays 3dB in the frequency that corresponds to PPWcoarse = 5.
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Figure 4.34: Example of the AMR around the FLAMME stealth object with ∆0 = 4.3mm. Levels
1 and 2 have been cropped for illustration purposes.

The vector that describes the direction of propagation of the plane wave is contained within

the XY plane, varying the spherical coordinate φ . The electric field of the plane wave

source is oriented in the φ -direction. For each plane wave source, the backscattering RCS

of the φ component is measured. This scheme is depicted in fig. 4.33 (right). In short, the

backscattering is measured as a function of φ , which implies that each point in each graph

requires a different simulation, making this case particularly expensive. The only frequency

studied in this case is f = 2.714GHz, which corresponds to λ ≃ 110mm. Additionally,

for comparison, an accurate solution has been obtained using MoM with a mesh of 472154

triangles with an average length of 1mm and a standard deviation of 6 ·10−2 mm.

To test the OI-SG method, two approaches have been designed. First, a common finest

level grid with ∆0 = 0.5mm has been used for Nsg ∈ {1,2,3,4}, which corresponds to

PPWfine ≃ 221. Results are shown in fig. 4.35 and the error is plotted in fig. 4.36 calculated

using eq. (4.16) and taking as reference the solution obtained with MoM. Second, a common

coarsest level grid with ∆0 = 2.0mm has been used for Nsg ∈ {1,2,3,4}, which corresponds

to PPWcoarse ≃ 55. All simulations in this section have been performed with LTS. Results

are shown in fig. 4.37 and the error is plotted in fig. 4.38 taking as reference the solution

obtained with MoM.

By looking at figs. 4.35 and 4.37, we may observe that the backscattering has a min-

imum peak of −60dB at approximately φ ≃ 63◦. Fig. 4.35 show that this peak is accurately

reproduced by the OI-SG method in all cases for a mesh of ∆0 = 0.5mm. If we look

at fig. 4.35, we may observe a low error of ∼ 1dBsm for all the frequencies except for

the mentioned LO peak. The greatest errors observed are of 5 ∼ 7dB and correspond to
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Figure 4.35: Backscattering RCS of the FLAMME object for a common finest level grid of ∆0 =
0.5mm.
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Figure 4.36: Backscattering RCS error of the FLAMME object for a common finest level grid of
∆0 = 0.5mm.

Table 4.14: Performance table of the FLAMME stealth object for a common finest level of ∆0 =
0.5mm. CPET and TCPU have been normalized.

Nsg CFLN ∆Nsg [mm] Ncells CPET TCPU

0 0.99 0.5 116193912 1.0000 1.0000
1 0.66 1.0 25801280 0.1849 0.3200
2 0.66 2.0 11730949 0.0864 0.2752
3 0.66 4.0 8667145 0.0750 0.2543



4.4. SCATTERING TEST CASES 155

0 20 40 60 80
φ [deg]

−60

−50

−40

−30

−20

−10
R

C
S E

hh
[d

B
sm

]

MoM
Nsg = 0, ∆0 = 4.0mm

Nsg = 1, ∆0 = 2.0mm

Nsg = 2, ∆0 = 1.0mm

Nsg = 3, ∆0 = 0.5mm

Figure 4.37: Backscattering RCS of the FLAMME object for a common coarsest level grid of
∆Nsg = 4.0mm.
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Figure 4.38: Backscattering RCS error of the FLAMME object for a common coarsest level grid of
∆Nsg = 4.0mm.

Table 4.15: Performance table of the FLAMME stealth object for a common coarsest level of ∆Nsg =
4.0mm. CPET and TCPU have been normalized.

Nsg CFLN ∆0 [mm] Ncells CPET TCPU

0 0.99 4.0 1580531 0.0211 0.0120
1 0.66 2.0 1887368 0.0459 0.0379
2 0.66 1.0 3125657 0.1425 0.1442
3 0.66 0.5 8667145 1.0000 1.0000
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Nsg ∈ {2,3}, whereas Nsg = 1 offers a lower error of 3dB. However, it is worth noting that

these errors correspond to narrow resonance peaks, and therefore they are not particularly

significant. In general terms, the observed errors are low and the LO peaks can be accurately

resolved, making the OI-SG method suitable for this case.

By looking at fig. 4.37, it is clear that simulations with more refinement resolve the LO

RCS more accurately than the case with Nsg = 0, regardless of the number of subgridding

levels. It is interesting to note, however, that for lower values of φ , fig. 4.36 shows that

Nsg = 2 behaves slightly better than Nsg = 3 despite having a coarser mesh. However, the

lowest peak, present at φ ≃ 63◦, finds the lowest error for Nsg = 3, with a discrepancy of

approximately 5dB compared to the MoM solution.

4.5 EMC test cases

4.5.1 Shielding effectiveness of a conductive spherical shell

This simulation case consists of a spherical shell with thickness 20mm and conductivity

5S/m. Results of this case for the OI-SG algorithm were presented in [46] and [48]. The

shell is entirely contained within the finest level grid. PML boundary conditions with 10

layers are applied at the coarsest level. The spherical shell is illuminated by a plane wave

directed towards the z-axis and an electric polarization of p̂e = (1,1,0)/
√

2. The plane wave

has a Gaussian pulse that decays 3dB on the frequency corresponding to a PPWcoarse = 5.

Then, the SE is calculated by taking a probe at the geometrical center of the sphere and

employing eq. (4.2).

A conductive spherical shell with these characteristics can be simulated in various ways.

First, it can be modeled directly with a standard structured FDTD using the effective ma-

terial technique from section 4.1.3. Additionally, the shell can be modeled using the SGBC

thin panel method explained in section 2.2.2, which can be done using a purely structured

mesh or a conformal mesh. For this section, all three approaches have been simulated for

comparison with the OI-SG method. Simulations with subgridding have been performed

only with LTS and nbuf = 1. First, to test the convergence of the subgridding refinement

to the analytical solution, results in fig. 4.39 are shown for Nsg ∈ {1,2,3,4} with a com-

mon coarsest level grid with ∆Nsg = 40mm. This corresponds to PPWcoarse ≃ 7.5 for the

maximum measured frequency 1GHz. Results are compared with the analytical solution

(obtained from [177]), structured with effective materials, structured SGBC, and conformal

SGBC. Second, to test the effect of the orthogonalization parameter δr on the accuracy, res-
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ults are shown in fig. 4.40 for δr ∈ {0,0.33,0.5}. In this case, all simulations have Nsg = 2

and ∆0 = 10mm, which corresponds to PPWfine ≃ 30 for the maximum measured frequency.

Results are compared with the analytical solution. Third, the effect of LECT is tested by ob-

taining results of the various combinations of Nsg and the proposed LECT configurations in

table 3.2, which are plotted in fig. 4.41. These simulations also have a common finest level

grid with ∆0 = 10mm. Results are compared with the analytical solution. A performance

table is shown in table 4.16.

Figure 4.39: SE results for the conductive sphere for Nsg ∈{1,2,3,4} with LTS and nbuf = 1. Results
are compared with the analytical solution, structured SGBC, conformal SGBC and usual FDTD. All
simulations have a common coarsest level grid with ∆Nsg = 40mm.

Table 4.16: Performance table of the conductive sphere. CPET and TCPU have been normalized.

Nsg LECT CFLN
∆0

[mm]
∆Nsg

[mm]
Ncells CPET TCPU

0 No 0.99 40 40 857375 0.0011 0.0013
1 No 0.66 20 40 1364480 0.0035 0.0038
2 No 0.66 10 40 3213688 0.0178 0.0189
3 No 0.66 5 40 11268605 0.1416 0.1425
4 No 0.66 2.5 40 38565597 1.0000 1.0000
1 LECT-1 0.80 10 20 4935680 0.0217 0.0178
2 LECT-1 0.80 10 40 3213688 0.0149 0.0158
1 LECT-2 0.90 10 20 4935680 0.0192 0.0158

By looking at fig. 4.39, we may observe that the result converges to the analytical
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Figure 4.40: SE results for the conductive sphere for δr ∈ {0,0.33,0.5} for Nsg = 2 and ∆0 = 10mm
with LTS. Results are compared with the analytical solution.

Figure 4.41: SE results for the conductive sphere for various combinations of Nsg and LECT with
LTS. Results are compared with the analytical solution and structured SGBC. All simulations with
subgridding have a common finest level grid with ∆0 = 10mm.
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solution as the subgridding refinement increases. Furthermore, we also observe that the

SGBC thin panel model is particularly inaccurate when used in a structured mesh, whereas

it provides a better behavior than the effective material technique when used in a conformal

mesh. However, the OI-SG algorithm offers more accurate results when a fine enough

refinement is used, which can be particularly observed between the highest-frequencies res-

onances for Nsg ∈ {3,4}. In fig. 4.40, it is observed that the difference in accuracy between

various values of δr is negligible. Finally, from fig. 4.41, we may observe that LECT-1

provides negligible discrepancies compared to the simulations without LECT. On the other

hand, LECT-2 shows some additional non-physical peaks in the SE, which makes it not

suitable for this case.

4.5.2 Shielding effectiveness of a cage with thin curved slots

This case consists of measuring the SE provided by an enclosing PEC box with circular

thin slots. This geometry was originally proposed in [178], and was built and measured at

INTA facilities. A scheme and a real photograph of the box are depicted in fig. 4.42. The

experimental measurements and the photograph were provided courtesy of INTA.

Results of the real measurements and the SE obtained by different numerical methods,

including the OI-SG algorithm are published in [30]. The box has dimensions (480×480×
1000)mm. Two slots with a semi-circular arc shape are located at one of the square sides

of the box and separated 20mm. Both slots have an internal and external radius of, respect-

ively, 198.75mm and 201.25mm, implying slots of width 2.5mm. For the measurements

setup, the box is confined within a reverberant chamber, which is simulated in FDTD by

PEC boundary conditions. The box is illuminated by a set of plane wave sources with ran-

dom directions of propagation to simulate a generic environmental EM influence and the

SE is calculated using eq. (4.2).

Figure 4.42: Scheme (left) and photo (right) of the PEC box simulated whose SE is measured.
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To model the slot, different approaches are used and compared. First, a standard FDTD

grid is used with a space step of ∆ = 1.25mm. Second, a more efficient simulation with

subgridding is used with maximum level Nsg = 1, and space steps ∆0 = 1.25mm and ∆1 =

2.5mm. Third, a simulation with a coarser grid of ∆ = 5mm is used, modeling the slots

using the DMMA model [30]. Last, a simulation with the same grid ∆ = 5mm is used to

model the slots with a conformal mesh (see section 2.2.1). Additionally, all computational

results are compared by experimental measurements. Results are shown in fig. 4.43 and

a performance table is shown in table 4.17. It is worth noting that the executions with

conformal mesh and the DMMA model have performances with negligible differences.
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Experimental measurements
Standard FDTD ∆ = 1.25mm
Subgrid Nsg = 1, ∆0 = 1.25mm, ∆1 = 2.5mm

DMMA ∆ = 5mm
CA ∆ = 5mm

Figure 4.43: Results of the SE of the PEC box with thin slots in a reverberant chamber.

Table 4.17: Performance table of the PEC box with thin slots in a reverberant chamber. CPET and
TCPU have been normalized.

Nsg ∆0 [mm] ∆1 [mm] CFLN Ncells CPET TCPU

0 1.25 1.25 0.99 233694720 1.0000 1.0000
0 5 5 0.80 3651480 0.0048 0.0044
1 1.25 2.5 0.66 30297376 0.1151 0.1508

Similar tendencies can be observed between the lines that correspond to the standard

FDTD and the execution with subgridding in fig. 4.43. Since they share the same finest-

level domain, an improvement in efficiency is expected to be found. This can be confirmed

in table 4.17, where a ∼ 88% reduction in CPET and a ∼ 84% reduction in CPU have been

reported. However, we must note that the executions with DMMA and conformal with
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∆ = 5mm provide a ∼ 99.6% reduction in CPU time, thus making the OI-SG method less

competitive in this example.

4.5.3 An aeronautical application: HIRF effects in the EV55 aircraft

As time passes, modern aircraft increasingly depend on electronic circuitry for communic-

ation and automation. Approaches such as the so-called fly-by-wire (FBW) systems, which

aim to replace older mechanical systems to automate many of the tasks related to aircraft

control, are becoming more common. All these systems are susceptible to external EM

interference, thus making EMC studies particularly relevant within the context of aircraft

design. In this context, several types of EM contamination are distinguished: lightning in-

direct effects (LIE) are currents induced by lightning strikes; high intensity radiated field

(HIRF) are interferences due to external communication signals such as TV, radio, 5G,

radars, etc.; and non-nuclear electromagnetic pulse (NN-EMP) are intentional destructive

pulses meant to be used as a weapon. These EM pulses can potentially create interferences

in the inner part of the aircraft by inducing currents in the fuselage or by penetrating through

the apertures. The capacity of an aircraft to keep functionality in HIRF events is a necessary

condition to obtain certification by the authorities, and for this reason the aircraft certific-

ation guide [179] proposes different tests to measure the HIRF effects. In particular, this

section focuses on simulating a radiated test, which consists of illuminating the model by

a set of specific EM fields and measuring the transference to fields and currents in different

parts of the fuselage or the inner region of the aircraft.

The used model in this section was provided by EVEKTOR under the HIRF-SE pro-

ject, for which other results have been published in the past [58, 180]. It has dimensions

16.5897m× 4.4253m× 16.1072m. In the interior of the aircraft, some grounded cables

are placed with cylindrical shape of radius 30mm and thickness 2mm, which is made of

a material with a linear conductivity density of 1.263 ·10−3 Ω/m. The fuselage is modeled

by a PEC conformal mesh and the cables by conformal SGBC. The geometry is embedded

within the finest-level grid, which is wrapped by the successive coarser levels until reaching

the coarsest-level Nsg (an example is depicted in fig. 4.44). At the coarsest level, a plane

wave source is set with a Gaussian pulse with a decay of 3dB at the frequency that corres-

ponds to PPWcoarse = 5. The orientation of the plane wave is such that it comes from the

front of the aircraft, tilted 45◦ upwards (depicted in fig. 4.45). The computational domain is

truncated with PML boundary conditions with 10 layers in all boundaries.

To measure the HIRF effects, based on the work presented in [58, Ch. 5], two probes
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Figure 4.44: Example of the AMR around the EV55 aircraft with ∆0 = 32mm. Levels 0, 1 and 2
have been cropped for illustration purposes.

Figure 4.45: Illumination scheme of the EV55 aircraft.

have been placed and measured in different parts of the aircraft. These probes are depicted

in fig. 4.46. The first probe measures the bulk current amperage IBC that flows through

one of the cables located at the front of the aircraft, inside it. It is calculated from the

surrounding magnetic fields as

IBC =
∮

H⃗ · d⃗l, (4.17)

which is approximated by finite integration. The second probe measures the surface current

density Js induced on a point of the fuselage located at the top of one wing. It is calculated

from the magnetic fields H⃗1 and H⃗2 located at both sides of surface:

Js =
∣∣∣
(

H⃗2 − H⃗1

)
× n̂
∣∣∣ , (4.18)

where n̂ is a unit-norm vector normal to the surface.
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Figure 4.46: Illustration of the probes used in the EV55 simulation case.

In both cases, a transfer function is calculated to measure the effect as a function of the

external radiation. For the bulk current probe, the transfer function TBC is defined as

TBC( f ) =
|IBC( f )|2

|EPW( f )|2
, (4.19)

where f is the frequency and EPW is the electric field of the incident plane wave. For the

surface current density probe, the transfer function Ts is defined as

Ts =
|Js|2

|HPW|2
. (4.20)

It is worth noting that eq. (4.20) is adimensional, but eq. (4.19) is not. Nonetheless, the

relation between the incident plane wave field and the induced current must be linear, and

thus eq. (4.19) does not depend on the intensity of the incident plane wave.

Two sets of simulations have been prepared for this section. In all cases, simulations

have been executed with CFLN = 0.5 due to limitations provided by the conformal mesh,

and all of them use LTS.

The first set consists of simulations with a common finest-level grid with ∆0 = 8mm and

Nsg ∈ {0,1,2,3}. Additionally, the error has been calculated following eq. (4.16) taking as

a reference the case with Nsg = 0. Results and errors for TBC are shown, respectively, in

figs. 4.47 and 4.48; and results and errors for Ts are shown, respectively, in figs. 4.49 and

4.50. The performance table is shown in table 4.18.

The second set consists of simulations with a common finest-level grid with ∆Nsg =

32mm and Nsg ∈ {0,1,2}. Results for TBC are shown in fig. 4.47, and for Ts in fig. 4.52.
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The performance table is shown in table 4.19.

Table 4.18: Performance table of the EV55 simulation with LTS and a common finest-level grid of
∆0 = 8mm. CPET and TCPU have been normalized.

Nsg CFLN ∆Nsg [mm] Ncells CPET TCPU

0 0.5 8 2186832132 1.0000 1.0000
1 0.5 16 357287296 0.0904 0.1413
2 0.5 32 95384512 0.0249 0.0741
3 0.5 64 56146102 0.0199 0.0730

Table 4.19: Performance table of the EV55 simulation with LTS and a common finest-level grid of
∆0 = 8mm. CPET and TCPU have been normalized.

Nsg CFLN ∆0 [mm] Ncells CPET TCPU

0 0.5 32 45017280 0.2066 0.0754
1 0.5 16 58955520 0.3118 0.1835
2 0.5 8 95384512 1.0000 1.0000

The behavior in HIRF scenarios is typically divided into low, medium and high fre-

quencies. As is discussed next, this behavior is clearly shown in figs. 4.47, 4.49, 4.51 and

4.52.

At low frequencies (< 10MHz), EM waves cannot propagate inside the plane, and thus

cannot penetrate the apertures of the vehicle. At these frequencies, the currents induced on

the cables can be modeled by an LR series circuit [181–183]: when reaching the aircraft,

EM waves induce a current on apertures such as the windows by Lenz’s Law, which then

creates a dissipative field inside the aircraft that further induces currents onto the cables.

This LR circuit is characterized by a cutoff frequency fc,

fc =
R

2π L
, (4.21)

where R and L are, respectively, the circuit resistance and inductance. It is worth noting

that this model comes from a simplified version of the proposed scenario, and it is therefore

limited, especially as we get closer to medium frequencies. If we look at the lowest frequen-

cies from figs. 4.47, 4.49, 4.51 and 4.52, we observe a constant value of the transmission

functions, therefore suggesting that fc < 1MHz. In this regard, all the graphs exhibit the

same behavior with very low discrepancies, regardless of Nsg.
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Figure 4.47: TBC for a common finest-level grid of ∆0 = 8mm. Plots are split into low and medium
frequencies (upper), and high frequencies (lower).



166 CHAPTER 4. NUMERICAL VALIDATIONS

Figure 4.48: TBC for a common finest-level grid of ∆0 = 8mm.
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Figure 4.49: Ts for a common finest-level grid of ∆0 = 8mm. Plots are split into low and medium
frequencies (upper), and high frequencies (lower).
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Figure 4.50: Ts for a common finest-level grid of ∆0 = 8mm.

At medium frequencies (10−100MHz), the first fundamental modes of the aircraft can

propagate, and therefore the first and strongest resonances are observed. By looking at

fig. 4.47, we may see that the frequencies associated with these resonances do not show

any appreciable discrepancy. On the other hand, a slight displacement in the first resonance

( f ≃ 30MHz) can be observed in fig. 4.51. Particularly, this discrepancy is observed for the

execution with ∆0 = 32, which is a significantly large mesh length compared to the radius

of the cable, which is 30mm. Even with a conformal mesh, this results in a worse capture

of the geometry, therefore creating this kind of discrepancy. Figs. 4.49 and 4.52 are not

affected by the mentioned resonances because the surface current density is measured in the

outer region. By looking at fig. 4.50, we may observe that the error is less than 0.5dB in

this range.

At high frequencies (> 100MHz), the incident waves can fully penetrate inside the

aircraft. The behavior at these frequencies is comparable to a reverberant chamber, where

a large amount of constructive and destructive interferences are created. At this point, the

currents induced inside the aircraft become very sensitive to slight changes in frequency,

thus showing many resonances, as can be seen in figs. 4.47 and 4.51. The behavior of the

surface current (figs. 4.47 and 4.51), on the other hand, is not affected by this behavior as

it is located on the outside of the aircraft. Here, we may observe that the surface current

density decreases as we increase the frequency as the probe is located in the wing shadow.
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Figure 4.52: Error of Ts for a common coarsest-level grid of ∆Nsg = 8mm. Plots are split into low
and medium frequencies (upper), and high frequencies (lower).

By looking at table 4.18, we observe that the amount of cells is reduced from an 84%

for Nsg = 1 to a 97% with Nsg = 3. Similarly, the CPU time required is reduced from a

86% with Nsg = 1 to a 93% with Nsg = 2. Interestingly, the value of TCPU is barely reduced

from Nsg = 2 to Nsg = 3, thus making it not as efficient in terms of CPU time, but almost

twice as efficient in memory usage. By looking at table 4.19, we may see that Ncells and

TCPU increase, respectively, a 112% and a 384%, to get from ∆0 = 32mm to ∆0 = 8mm.

Nonetheless, this has allowed us to refine the EV55 model without requiring a full fine-only

grid, thus increasing the accuracy without sacrificing the performance as much.





CHAPTER 5

Conclusions and future work

Three main pillars should be considered in the study of any subgridding algorithm in FDTD:

the stability and the presence of late-time instabilities; the accuracy and spurious reflections;

and the efficiency improvement provided by the method. Throughout this work, all three of

them have been successfully addressed in various ways. Furthermore, the OI-SG algorithm

has been implemented for any arbitrary simulation case and its capabilities have been suc-

cessfully demonstrated in a variety of scenarios. The method has been proven to be stable

and the trade-off between accuracy and efficiency has been shown to behave significantly

better than the standard FDTD. Additionally, an optional LTS scheme has been designed

and proven to be suitable and efficient for usage in real simulations. Although this approach

requires the usage of non-centered finite differences in time derivative approximations, its

stability and accuracy have been demonstrated.

The stability of the OI-SG method has been analyzed by three different approaches.

Late-time instabilities have been reported in the LTS variant. Nonetheless, the required

conditions to ensure late-time stability have been successfully determined in both time-

stepping variants: δr = 0.21 and CFLN = 0.93 for executions with GTS, and δr = 1/3 and

CFLN = 0.66 for executions with LTS. Furthermore, the analytical expression has been

found to provide an accurate description of the stability conditions for simulations with

LTS, thus allowing us to determine the most critical discrete field components regarding

instability.

The numerical dispersion, convergence, and numerical reflections have been properly

studied and identified. The complex frequency has been shown to converge with order O(h)

to the analytical solution. Similarly, numerical reflections have been found to converge with

O(h) in 3D, in contrast to O(h2) in the 1D subgridding.

Based on the conclusions derived from the stability analysis, a zero-cost LECT-based

171
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methodology has been successfully developed to increase the CFLN value to 0.8 and 0.9.

The proposed configurations have resulted in a net decrease of the CPU time of 16% for

LECT-1 and 26% for LECT-2, as has been also checked in some of the performance tables

in chapter 4.

In executions with a common coarsest-level grid, the accuracy has been found to in-

crease when with Nsg, and therefore with higher refinement of the finest level. The error

analyses provided in chapter 4 have shown that this tendency is maintained in most cases,

although for larger values Nsg ∈ {3,4} the error may slightly increase due to higher amount

of subgridding boundaries. However, in general, we may conclude the accuracy is mostly

related to the capability of the coarsest level to resolve the frequency of interest (larger

values of PPWcoarse) and the capability of the finest level to resolve the geometry of the

problem. The optimum value of PPWcoarse mostly depends on the specific case of study, LO

ones being the most critical ones.

The buffer spacing has been shown to appreciably decrease the numerical error. Partic-

ularly, in the FSS case, we conclude that an optimum buffer spacing could be defined by

dbuf ≃ 0.12λ , where λ is the wavelength corresponding to the frequency of interest. How-

ever, applying buffer spacing necessarily decreases the efficiency since it requires more

finest-level cells. In a case such as the FSS, the impact is not particularly significant, but

in other cases such as the NASA almond from section 4.4.2 we have reported a net in CPU

time when applying buffer spacing.

LTS is naturally more efficient than GTS as levels with Nsg > 0 require less time steps.

Both schemes show similar accuracies, although GTS can behave appreciably better for

greater values of Nsg according to the results presented in chapter 4. On the other hand,

LTS provides slightly lower distortions in conditions of normal incidence and reflection,

as shown in section 3.5.3 and section 4.3.1. This can be explained by the impact on the

dispersion relations in fine and coarse regions due to the mismatch in the values of CFLN.

An efficient parallelization scheme has been developed in section 3.7 and tested in the

simulation cases presented in chapter 4. According to the performance tables that share

the same finest-level grid, the efficiency, in terms of both CPET and TCPU, is always in-

creased when introducing subgridding. This gain is particularly significant in simulations

that contain larger chunks of empty space, such as in the FSS case, in which the CPU time

reduction is around 81% for Nsg = 1 and 97% for Nsg = 3. This reduction is lower in cases

with less empty space such as the scattering examples, in which the time reduction can vary

between 60% and 80% for executions with GTS and 75% to 90% for executions with LTS.
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We have also found that the OI-SG may reduce the efficiency in 2D cases such as the AANR

metasurface. The LECT configurations provided further increase the efficiency but at the

expense of the numerical error. Specifically, LECT-2 has been found to be too aggressive,

thus making it unsuitable for most cases.

Another major point in the analysis of subgridding techniques is memory consumption.

In this regard, the usage of subgridding always decreases the amount of FDTD cells com-

pared to a fine-only execution. For Nsg = 3, the memory usage reduction has been reported

to be up to 99.63% without buffer spacing and 97.4% with buffer spacing. In challenging

cases such as the NASA almond with Nsg = 1 and buffer spacing, although the CPU time

gain may be negative, the memory gain is a positive 34%.

The main advantages of the OI-SG method can be summarized as follows:

• It is long-term stable with both time-stepping variants: GTS and LTS.

• It allows the nesting of multiple levels.

• In general terms, it offers a significant net increase in efficiency. When compared to a

fine-only execution with standard FDTD, the memory usage is always decreased and

the CPU time required is significantly reduced for 3D simulations with large regions

of empty space.

• When refining the geometry of the problem coming from a given coarse grid, the

accuracy is increased. This effect is further enhanced if we apply buffer spacing.

• The algorithm is fully compatible with other subcell methods such as conformal

meshes.

The main weak points found in this work can be summarized as follows:

• The maximum stable value of CFLN with LTS is 0.67, thus reducing the efficiency

in terms of CPET and inducing phase dispersions.

• Subgridding boundaries provide spurious reflections that depend on the resolution of

the grid.

• The LTS scheme requires non-centered finite differences, and the alternative approach

involving time interpolations/extrapolations is unconditionally unstable.

• The implementation necessarily induces latency due to secondary procedures aside

from field updates. This reduces the efficiency in terms of CPCT and highly depends

on the quality of the implementation.
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• The LECT methodology has a severe impact on accuracy, thus making it unsuitable

in most contexts.

It is worth noting that most of the aforementioned weak points also apply to other sub-

gridding methods. In general terms, the OI-SG algorithm is a suitable method for multiscale

problems in the context of FDTD and entails a promising method for future lines of research,

including:

• Finding new applications of the OI-SG method in multiscale problems in FDTD.

Furthermore, studying its behavior in combination with other subcell methods.

• Implementing the algorithm for non-cubic and non-uniform grids. Although these

grids are not common, providing a subgridding scheme on them could be proven

useful in specific contexts.

• Implementing the method for other refinement ratios such as r = 3. Odd refinement

ratios have been found to provide better numerical properties in some cases in the

literature, making this an interesting topic of research.

• Revisiting the instabilities of this method by applying spatial filters that have been

proven in the literature to enhance stability. Particularly, this could be an interesting

approach for the interpolation/extrapolation LTS scheme.



Glossary

AANR all-angle negative refraction.
ABCs absorbing boundary conditions.
ADI-FDTD alternating-direction-implicit finite-difference

time-domain.
AMR adaptative mesh refinement.

BC boundary conditions.
BIBO bounded-input bounded-output.

CEM computational electromagnetic.
CFL Courant-Friedrichs-Lewy.
CFLN Courant-Friedrichs-Lewy number.
CN Crank Nicolson.
CPCT cells per CPU time.
CPET cells per electromagnetic time.
CPML convolutional perfectly matched layer.
CPU central processing unit.

DGTD discontinuous galerkin time domain.
DMMA dispersive magnetic material approximation.

EM electromagnetic.
EMC electromagnetic compatibility.

FBW fly-by-wire.
FD frequency-domain.
FDFD finite-difference frequency-domain.
FDTD finite-difference time-domain.
FEM finite element method.
FIT finite integration technique.
FSS frequency-selective surface.
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FVTD finite volume time domain.

GO geometrical optics.
GPU graphics processing unit.
GTD geometric theory of diffraction.
GTS global time-stepping.

HF high frequency.
HIRF high intensity radiated field.
HSG Huygens subgridding.

INTA Instituto Nacional de Técnica Aeroespacial.

LECT locally enlarged cell technique.
LIE lightning indirect effects.
LO low observability.
LTI linear time invariant.
LTS local time-stepping.

MoM method of moments.
MPI message passing interface.

NASA National Aeronautics and Space Administration.
NN-EMP non-nuclear electromagnetic pulse.
NTFF near-to-far-field.

OI-SG orthogonalized integral-based subgridding.
OMP open multi-processing.
ONERA Office National d’Études et de Recherches

Aérospatiales.

PEC perfect electric conductor.
PMC perfect magnetic conductor.
PML perfectly matched layer.
PO physical optics.
PTD physical theory of diffraction.

RCS radar cross section.
RMS root mean square.

SBP-SAT summation-by-parts simultaneous approxima-
tion term.



Glossary 177

SE shielding effectiveness.
SF spatial filtering.
SF-SFDTD spatially-filtered symplectic finite-difference

time-domain.
SG subgridding.
SGBC subgridding boundary conditions.
SHSG switched Huygens subgridding.

TD time-domain.
TLM transmission-line-matrix.

UTD uniform theory of diffraction.
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C. Schuster, “Analysis of high intensity radiated field coupling into aircraft using the
method of moments,” IEEE Transactions on Electromagnetic Compatibility, vol. 56,
pp. 113–122, Feb 2014.
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