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A B S T R A C T

Energy-saving, one of the most significant strategies for green manufacturing, has become the focus of more
and more scholars and enterprise managers. Hence, this work addresses the minimization of energy and cost
requirements on mixed-model multi-manned assembly line balancing with multi-skilled workers. A new mixed-
integer linear programming model is proposed to define the problem. Additionally, a novel multi-objective
co-evolutionary algorithm is designed to achieve the trade-off between energy and cost requirements. This
algorithm includes a two-layer solution representation to achieve full coverage of the solution space and a
new decoding mechanism with idle time reduction. A collaborative initialization as the first stage of the
algorithm is extended to get high-quality and great-diversity initial solutions. A self-learning evolution for
each sub-population with four problem-specific evolutionary operators is developed to explore task or worker
assignment sequences, and a dual-cooperation strategy is proposed to enhance the interaction between sub-
populations. The final experiments, based on 269 instances, demonstrate that the improvement components
are effective and the proposed algorithm is superior to seven latest multi-objective evolutionary algorithms
from numerical, statistical and differential analyses.
1. Introduction

With the continuous advancement of economic globalization, tra-
ditional single-model flow production cannot meet the requirements
of mass customization. It requires the enterprises to organize flexible
and diversified production systems to process or assemble a variety
of products. In this situation, a mixed-model assembly line, one of
the flow-oriented flexible production systems, is dedicated to per-
form the various assembly tasks of different products (Belkharroubi &
Yahyaoui, 2022). Its corresponding balancing problem, named mixed-
model assembly line balancing problem (MALBP) (Yagmahan, 2011),
aims to assign the tasks with precedence graphs and product-dependent
processing times to some specific workstations. In MALBPs, some con-
straints inevitably need to be taken into account in task allocation, such
as cycle time constraint, precedence relation constraint and sequence
limitation. Compared with single-model assembly line balancing prob-
lems (Scholl et al., 2010), MALBP has wider real-world applications due
to its high efficiency and flexible attributes. Accordingly, many studies
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recently focus on MALBP with some real-world scenarios (Boysen et al.,
2022; Liu, Yang et al., 2021).

Thanks to the mass customization production, several workers are
allowed to work together to assemble different tasks in the same
workstations of MALBP to result in lower length, effective space config-
uration, higher yield and fewer setup times (Chen, 2017). In realistic
production horizon, different workers may have different skills. This
multi-skilled attribute mainly reflects in two aspects: (1) assembly level
where processing times vary from workers and products and (2); energy
requirement where workers with different skill levels expend differ-
ent amounts of energy to assemble a specific task. This multi-skilled
information needs considering new variables in the model. First, the
model includes workers’ assignment to workstations and second, it also
considers the different task assignments to each specific worker. Hence,
this work decides to study the mixed-model assembly line balancing
problem with multi-skilled workers (MALBP-MW).
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Furthermore, as the global advocates and promotes green manufac-
turing, it is essential to save energy consumption in modern industries.
It is reported that more than 33% energy consumption comes from
manufacturing enterprises (Gong et al., 2018). In MALBP-MW, each
worker has an energy requirement because of the utilization of robots
or electrical machinery. This situation requires the enterprise managers
to organize a task and worker assignment with little energy consump-
tion. However, the employment of high-skill workers can reduce energy
consumption, but may bring high manual costs. Namely, the minimiza-
tion of energy and cost requirements often comprises conflicting goals.
Meanwhile, both the above-mentioned objectives are the key factors for
managers when designing a better assembly line layout. Thus, this work
aims to develop a mixed-integer linear programming (MILP) model
to minimize the two conflicting objectives including energy and cost
requirements simultaneously.

Besides, due to the NP-hardness and multi-criteria properties of this
MALBP-MW, a multi-objective evolutionary algorithm (MOEA) is de-
veloped to achieve the trade-off between two conflicting objectives and
obtain a Pareto set of solutions. The multi-objective co-evolutionary al-
gorithm (MOCEA), one of MOEAs, has better exploration and exploita-
tion abilities and can obtain an approximate Pareto set in an acceptable
time. This algorithm involves several populations where each one
corresponds to a sub-problem, and lies in a new co-evolution paradigm
to achieve the cooperation between different populations. It has been
successfully applied in related scheduling or balancing problems, such
as flow shop (Zhao et al., 2021), job shop (Li et al., 2022) and assembly
line balancing (Nilakantan et al., 2017). Hence, this algorithm is a
good alternative for solving the MALBP-MW. This work extends a novel
version of MOCEA by including problem-specific knowledge, problem-
dependent evolutionary operators and four improved strategies. In a
word, the main contributions are:

• Define the new problem MALBP-MW by a mixed-integer linear
programming model to minimize the energy and cost require-
ments.

• Consider the problem-specific knowledge and design a two-layer
solution representation and a new decoding mechanism with idle
time reduction.

• Develop MOCEA with a collaborative initialization, four problem-
specific evolutionary operators, a self-learning selection and dual-
cooperation to solve MALBP-MW efficiently.

This work designs four types of experiments based on 269 in-
tances to test the performance of the proposed MOCEA. Different
ulti-objective performance indicators (i.e., hypervolume ratio, unary

psilon, inverted generational distance and coverage) and analysis tools
i.e., numerical, statistical and differential analyses) are used in the
omparison experiments. The final experimental results demonstrate
hat the proposed MOCEA outperforms its two variants and seven latest
lgorithms.

The remainder of this work is structured as follows. Section 2 re-
orts the related works. Section 3 introduces the MALBP-MW. Section 4
etails the proposed MOCEA. Section 5 shows the experimental study,
nd Section 6 summarizes the conclusions and future works.

. Related works

This section reviews the related works from four main fields:
orker-related (Section 2.1), energy-oriented (Section 2.2), and cost-
riented assembly line balancing problems (Section 2.3) as well as
ulti-objective co-evolutionary algorithm (Section 2.4).
2

2.1. Worker-related assembly line balancing

Since the first work (Akagi et al., 1983) attempted to assign multiple
workers to workstations, multi-manned assembly line balancing began
to attract scholars’ attention. Recently, this problem has been studied
in depth from different real-world scenarios and solved by different
methods. Regarding the realistic constraints, researchers investigated
multi-manned assembly line balancing embedded with resource limita-
tion (Chen et al., 2018), space constraint (Zhang, Tang et al., 2020),
sequence-dependent setups (Zhang, Tang, Han et al., 2023), positional
constraint (Yang et al., 2022), line feeding mode assignment (Zangaro
et al., 2023) and human–robot interaction (Wu, Zhang, Zeng et al.,
2023; Wu, Zhang, Zhang et al., 2023) and so on.

Meanwhile, to tackle this NP-hard problem, various methods were
designed, such as exact methods, heuristics and meta-heuristics. For
example, Michels et al. (2019) proposed a benders’ decomposition algo-
rithm with combinatorial cuts. Abidin Çil and Kizilay (2020) developed
a constraint programming. Lopes et al. (2020) introduced algorithmic
lower bounds and presented a novel model-based heuristic. Andreu-
Casas et al. (2022) developed two relax-and-fix procedures and a set
of variants of heuristics based on solving a partition problem with
constraints. Zhang, Tang, Chica (2021) used a gene expression pro-
gramming to mine the best rule combination from existing heuristic
rules. Şahin and Kellegöz (2019) combined a special heuristic into
particle swarm optimization to reduce line costs. Zhang, Tang, Li et al.
(2021) proposed an efficient migrating birds optimization algorithm
with idle time reduction.

2.2. Energy-oriented assembly line balancing

Although many real-world multi-manned assembly line balancing
problems have been tackled by different optimization methods, there is
still a lack of studies on energy or cost requirements. In modern manu-
facturing, the reduction of energy requirements plays an important role
in promoting green manufacturing. More and more researchers begin to
consider energy-related in different generalized assembly line balancing
problems.

Specifically, Battini et al. (2016) introduced the energy expendi-
ture concept in assembly line balancing to evaluate the ergonomics
level. Şahin and Kellegöz (2019) aimed to optimize energy efficiency
in unpaced synchronous line balancing problems. Li et al. (2016)
and Zhang, Tang, Li et al. (2019) considered energy consumption in
two-sided and U-shaped robotic assembly line balancing problems,
respectively. Further, Zhang, Tang, Zhang et al. (2019) reduced both
the carbon and noise emissions in U-shaped robotic assembly line
balancing problems via a grey wolf optimization. Zhou and Shen (2018)
incorporated energy consumption in the traditional part feeding of
assembly lines. Sun et al. (2020) optimized the energy saving and
economic criteria of robotic assembly line balancing simultaneously
by an estimation of distribution algorithm. Zhang, Xu et al. (2020)
focused on the energy-oriented mixed-model assembly line balancing
and sequencing problem. Liu, Liu et al. (2021) considered energy
consumption optimization and worker assignment in assembly line
balancing. Chutima and Khotsaenlee (2022) studied the PM2.5 emis-
sion arising from the energy consumption of the robotic workstations
and energy expenditure load variation among workers. Rahman et al.
(2023) addressed energy aware semi-automatic assembly line balancing
problem with ergonomic risk and uncertain processing time.

2.3. Cost-oriented assembly line balancing

The literature in Section 2.2 reviews the energy-oriented assembly
line balancing. These researches investigate the energy requirements
of assembly line balancing from different aspects, such as assembly,
standby and part feeding energy consumption and energy expenditure
among robots and workers. However, they ignore that the low energy
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consumption may result in high costs. Recently, some researchers have
realized the importance of cost optimization in assembly line balancing
problems.

For the cost optimization, Li, Janardhanan, Ponnambalam (2021)
and Pereira et al. (2018) studied the robot-dependent costs in robotic
assembly line balancing problems. Further, Li, Janardhanan, Tang
(2021) investigated the purchasing cost of several different collabora-
tive robots. Salehi et al. (2020) considered the costs associated with
equipment, labor wage and station establishment. Niroomand (2021)
minimized the equipment purchasing cost of the straight assembly line
balancing problem.

2.4. Multi-objective co-evolutionary algorithm

For MOCEA, if compared with the traditional MOEAs, it is more
suitable for many large-scale optimization problems with several sub-
problems. Recently, MOCEA has shown effectiveness on the related
scheduling or combinatorial optimization problems.

Nilakantan et al. (2017) proposed a multi-objective co-operative
co-evolutionary algorithm to optimize the total carbon footprint and
efficiency of robotic assembly line balancing. Meng et al. (2022) de-
veloped a new co-operative co-evolutionary algorithm for mixed-model
assembly line balancing problem with preventive maintenance scenar-
ios. Tian et al. (2021) designed a co-evolutionary algorithm framework
for constrained multi-objective optimization problem. This algorithm
optimized two sub-problems via the same optimizer, and used a weak
cooperation between different populations. Pan et al. (2022a, 2022b)
proposed a two-population evolutionary algorithm to solve fuzzy flex-
ible job shop scheduling and distributed parallel machines scheduling,
respectively.

Reviewing the aforementioned literature, it can be observed that
there is a lack of literature on energy and cost requirements of MALBP-
MW. Due to the important application value of achieving the trade-off
between these conflicting objectives, this work decides to tackle this
new problem via an efficient MOCEA.

3. Problem formulation

3.1. Definition of the problem and notations

This section explains the MALBP-MW through a MILP model.
Table 1 presents the parameters and variables used in the model.
The MALBP-MW is dedicated to assigning 𝑛 tasks and 𝑤 multi-skilled

orkers to a set of workstations to finish the assembly of multiple
roducts. The processing time and energy requirement of each task
epend on the products, and are denoted as 𝑡𝑖𝑞 and 𝑒𝑖𝑞 respectively.
here are precedence relationships between different tasks. Namely,
ach task starts after all its immediate predecessors are completed.
ach workstation is only allowed to configure with a maximum of
𝑚𝑎𝑥 workers. Due to the differences in skills among workers, the real
rocessing time and energy requirement of each task also depend on
he assigned workers. In this situation, 𝛼𝑘 and 𝛽𝑘 are used to represent
he time and energy skill coefficients of 𝑘th worker respectively, and
ccordingly, 𝑡𝑖𝑞 ⋅ 𝛼𝑘 and 𝑒𝑖𝑞 ⋅ 𝛽𝑘 are the real processing time and energy
equirement of task 𝑖 in product 𝑞 by worker 𝑘 respectively. Each

task can only be assigned to only one worker of one workstation. The
workload of each assigned worker does not exceed the known cycle
time.

3.2. Energy and cost-oriented objectives

The main objectives of the MALBP-MW is to minimize the cost and
energy requirements. The costs of hiring different workers and opening
workstations are considered in the MALBP-MW, as defined in Eq. (1).
Once a workstation is assigned with tasks and workers, there is a fixed
3

cost of opening workstation 𝐶𝑂. Similarly, Once worker 𝑘 is allocated
Table 1
Description of the parameters and variables.

Notation Description

Parameters

𝑖, ℎ Task indices.
𝑗 Workstation index.
𝑘 Worker index.
𝑞 Product index.
𝑛 The number of tasks.
𝑚 Maximum number of workstations.
𝑤 Maximum number of workers.
𝑢𝑚𝑎𝑥 Maximum number of workers for each station.
𝑑 The number of products.
𝐶𝑇 Cycle time.
𝐶𝑂 Cost of opening a workstations.
𝐶𝐻𝑘 Cost of hiring worker 𝑘.
𝑡𝑖𝑞 Processing time of task 𝑖 in product 𝑞.
𝛼𝑘 Processing time skill coefficient of worker 𝑘.
𝑒𝑖𝑞 Energy requirement of task 𝑖 in product 𝑞.
𝛽𝑘 Energy requirement skill coefficient of worker 𝑘.
𝐼 Set of tasks, |𝐼| = 𝑛.
𝐽 Set of workstations, |𝐽 | = 𝑚.
𝐾 Set of workers, |𝐾| = 𝑤.
𝑄 Set of products, |𝑄| = 𝑑.
𝑃 0 Set of tasks that have no immediate predecessors.
𝑃 (𝑖) Set of immediate predecessors of task 𝑖
𝑀̂ Large positive number.

Variables

𝐹𝑇𝑖𝑞 The finishing time of task 𝑖 in model 𝑞.

𝑊𝑖ℎ𝑘 A binary value sets to 1 if task 𝑖 and ℎ are assigned to the same
worker 𝑘 and task 𝑖 is performed before task ℎ; otherwise sets to 0.

𝑋𝑖𝑗𝑘 A binary value sets to 1 if task 𝑖 is assigned to worker 𝑘 at
workstation 𝑗; otherwise sets to 0.

𝑌𝑗𝑘 A binary value sets to 1 if worker 𝑘 is hired in workstation 𝑗;
otherwise sets to 0.

𝑍𝑗 A binary value sets to 1 if workstation 𝑗 is opened; otherwise sets
to 0.

to any opening workstation, there is a hiring cost 𝐶𝐻𝑘. Eq. (2) defines
the average energy requirement of all workers under all products.

𝑚𝑖𝑛𝑓1 =
∑

𝑗∈𝐽
𝐶𝑂 ⋅𝑍𝑗 +

∑

𝑗∈𝐽

∑

𝑘∈𝐾
𝐶𝐻𝑘 ⋅ 𝑌𝑗𝑘 (1)

𝑖𝑛𝑓2 =
∑

𝑖∈𝐼
∑

𝑗∈𝐽
∑

𝑘∈𝐾
∑

𝑞∈𝑄 𝑒𝑖𝑞 ⋅ 𝛽𝑘 ⋅𝑋𝑖𝑗𝑘

𝑑
(2)

3.3. Constraints of the model

Constraints (3)–(15) are developed to limit the variables of the
mathematical model. Constraint (3) requires that each task can only
be assigned to exactly one worker at one workstation. Constraint (4)
confines that the workload of each worker does not exceed the cycle
time. Constraint (5) defines the minimum value of the starting times.
∑

𝑗∈𝐽

∑

𝑘∈𝐾
𝑋𝑖𝑗𝑘 = 1,∀𝑖 ∈ 𝐼 (3)

𝐹𝑇𝑖𝑞 ≤ 𝐶𝑇 ,∀𝑖 ∈ 𝐼, 𝑞 ∈ 𝑄 (4)

𝐹𝑇𝑖𝑞 ≥
∑

𝑘∈𝐾
𝑋𝑖𝑗𝑘 ⋅ 𝑡𝑖𝑞 ⋅ 𝛼𝑘,∀𝑖 ∈ 𝐼, 𝑞 ∈ 𝑄 (5)

Constraints (6)–(8) confine the variable 𝑌𝑗𝑘. If some tasks are as-
signed to worker 𝑘 at workstation 𝑗, constraint (6) becomes active and
requires 𝑌𝑗𝑘 to equal 1. Constraint (7) controls that each workstation is
allowed to configure with a maximum of 𝑢𝑚𝑎𝑥 workers. Constraint (8)
ensures that each worker is assigned to only one workstation.
∑

𝑖∈𝐼
𝑋𝑖𝑗𝑘 ≤ 𝑛 ⋅ 𝑌𝑗𝑘,∀𝑗 ∈ 𝐽 , 𝑘 ∈ 𝐾 (6)

∑

𝑌𝑗𝑘 ≤ 𝑢𝑚𝑎𝑥,∀𝑗 ∈ 𝐽 (7)

𝑘∈𝐾
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Fig. 1. Gantt charts for workstation 1 assembling different products.
Fig. 2. Gantt charts for workstation 2 assembling different products.
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∑

𝑗∈𝐽
𝑌𝑗𝑘 ≤ 1,∀𝑘 ∈ 𝐾 (8)

Constraints (9)–(11) define the variable 𝑍𝑗 . If some tasks are as-
signed to workstation 𝑗, constraint (9) becomes active and requires 𝑍𝑗
to equal 1; otherwise, constraint (10) works and requires 𝑍𝑗 to equal
0. Constraint (11) limits that workstations are opened in an increasing
manner.
∑

𝑖∈𝐼

∑

𝑘∈𝐾
𝑋𝑖𝑗𝑘 ≤ 𝑛 ⋅ 𝑢𝑚𝑎𝑥 ⋅𝑍𝑗 ,∀𝑗 ∈ 𝐽 (9)

∑

𝑖∈𝐼

∑

𝑘∈𝐾
𝑋𝑖𝑗𝑘 ≥ 𝑍𝑗 ,∀𝑗 ∈ 𝐽 (10)

𝑍𝑗+1 ≤ 𝑍𝑗 ,∀𝑗 = 1, 2,… , 𝑚 − 1 (11)

Constraints (12)–(15) define the precedence relation constraints.
Constraint (12) defines the immediate precedence relations. Constraint
(13) limits the starting times of each pair of tasks with precedence rela-
tions. Constraints (14)–(15) control those without precedence relations
in adjacent positions of the same worker.
∑

𝑗∈𝐽

∑

𝑘∈𝐾
𝑗 ⋅𝑋ℎ𝑗𝑘 −

∑

𝑗∈𝐽

∑

𝑘∈𝐾
𝑗 ⋅𝑋𝑖𝑗𝑘 ≤ 0,∀𝑖 ∈ 𝐼 − 𝑃 0, ℎ ∈ 𝑃 (𝑖) (12)

𝐹𝑇𝑖𝑞 − 𝐹𝑇ℎ𝑞 + 𝑀̂ ⋅ (1 −
∑

𝑘∈𝐾
𝑋𝑖𝑗𝑘) + 𝑀̂ ⋅ (1 −

∑

𝑘∈𝐾
𝑋ℎ𝑗𝑘)

≥
∑

𝑘∈𝐾
𝑋𝑖𝑗𝑘 ⋅ 𝑡𝑖𝑞 ⋅ 𝛼𝑘,∀𝑖 ∈ 𝐼 − 𝑃 0, ℎ ∈ 𝑃 (𝑖), 𝑗 ∈ 𝐽 , 𝑞 ∈ 𝑄 (13)

𝐹𝑇ℎ𝑞 − 𝐹𝑇𝑖𝑞 + 𝑀̂ ⋅ (1 −𝑋𝑖𝑗𝑘) + 𝑀̂ ⋅ (1 −𝑋ℎ𝑗𝑘) + 𝑀̂ ⋅ (1 −𝑊𝑖ℎ𝑘)

≥ 𝑡ℎ𝑞 ⋅ 𝛼𝑘,∀(𝑖, ℎ)|𝑖 ≠ ℎ ∧ 𝑖, ℎ ∈ 𝐼, 𝑗 ∈ 𝐽 , 𝑘 ∈ 𝐾, 𝑞 ∈ 𝑄 (14)

𝐹𝑇𝑖𝑞 − 𝐹𝑇ℎ𝑞 + 𝑀̂ ⋅ (1 −𝑋𝑖𝑗𝑘) + 𝑀̂ ⋅ (1 −𝑋ℎ𝑗𝑘) + 𝑀̂ ⋅𝑊𝑖ℎ𝑘 ≥ 𝑡𝑖𝑞 ⋅ 𝛼𝑘,

∀(𝑖, ℎ)|𝑖 ≠ ℎ ∧ 𝑖, ℎ ∈ 𝐼, 𝑗 ∈ 𝐽 , 𝑘 ∈ 𝐾, 𝑞 ∈ 𝑄 (15)

3.4. Numerical example

To give a better understanding of the MALBP-MW, a numerical
example with 9 tasks, 3 products and 9 workers is provided. Table 2
presents the precedence graph, processing times and energy require-
ments of all tasks. For 9 workers, their processing time skill coefficients
4

p

Table 2
The basic information of all tasks.
𝑖 𝑃 (𝑖) 𝑡𝑖𝑞 𝑒𝑖𝑞

1 2 3 1 2 3

1 0 5 2 3 17 12 11
2 1 3 1 1 15 16 13
3 1 4 3 3 12 14 13
4 1 5 1 3 20 16 14
5 2,3 4 2 3 10 15 20
6 4 5 3 2 18 11 10
7 6 1 1 1 10 19 17
8 5 4 1 2 12 11 10
9 8 3 1 3 19 15 15

re {0.7, 0.8, 0.9, 0.7, 0.8, 0.9, 0.9, 0.8, 0.8}; their energy requirement
kill coefficients are {1, 0.8, 1, 0.8, 0.7, 0.8, 0.7, 0.8, 0.7}; their hiring
osts are {3.9, 6.8, 4, 6.4, 5, 7.3, 6.4, 4.5, 5.6}. Parameters 𝑢𝑚𝑎𝑥, 𝐶𝑇
nd 𝐶𝑂 are set at 3, 8 and 5.1, respectively.

Figs. 1–2 depict one task and worker assignment plan. Five workers
nd two workstations are involved to organize the mixed-model multi-
anned assembly line. Specifically, workstation 1 employs workers 4,
and 6 to perform tasks 1, 2, 3 and 4. Workstation 2 hires workers
and 2 to perform tasks 5, 6, 7, 8 and 9. Accordingly, the cost of

pening workstation is 10.2 (5.1×2), and that of hiring workers is 29.4
3.9 + 6.8 + 6.4 + 5 + 7.3), resulting in a total cost of 39.6. The energy
equirements of products 1, 2 and 3 are 113.4 (17× 0.8+ 15× 0.8+ 12×
.7+20×0.8+10×1+18×0.8+10×0.8+12×1+19×1), 110 and 106.1,
espectively.

. Multi-objective co-evolutionary algorithm

The MOCEA, a typical cooperative co-evolutionary algorithm, is
esigned by Zhao et al. (2014) for multi-objective problems with
ultiple sub-problems. This algorithm starts with multiple initial sub-
opulations where each one aims to optimize one sub-problem. The
on-dominated solutions from these initial sub-populations are stored
n an external elite archive set (EAS). In the main loop, the individuals
n all sub-populations are first updated by some specific evolutionary
perators; then the newly generated non-dominated individuals are
sed to update EAS; finally, a cooperation between different sub-
opulations is executed. MOCEA has shown greater performance in
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many multi-objective optimization problems (Zhao et al., 2014), and
also been successfully applied in related scheduling problems (Meng
et al., 2022; Nilakantan et al., 2017; Tian et al., 2021).

The MALBP-MW involves two sub-problems such as task and worker
assignments, and hence this work designs a novel MOCEA that in-
corporates some specific knowledge and improvement strategies with
the algorithm framework. There are four main differences between the
designed MOCEA and the original algorithm: (1) a two-layer solution
representation and a new decoding mechanism with idle time reduction
are designed in the MOCEA; (2) a collaborative initialization with
multiple-heuristic and random approach is developed to generate two
initial populations; (3) four problem-specific evolutionary operators
and a self-learning selection strategy are proposed to improve two
populations and EAS; (4) a dual-cooperation strategy is extended to
share superior information among different populations and enable
interaction between two populations and an elite archive set. The
details of MOCEA are introduced in the following subsections.

4.1. Two-layer solution representation and decoding mechanism

Since the MALBP-MW involves two types of decision variables: task
and worker assignments, the proposed MOCEA uses a two-layer vector
to express the solutions. Each solution is encoded with two vectors:
task priority vector {𝜋1, 𝜋2,… , 𝜋𝑖,… , 𝜋𝑛} and worker priority vector
𝜏1, 𝜏2,… , 𝜏𝑘,… , 𝜏𝑤}. The element 𝜋𝑖 or 𝜏𝑗 is the priority of task 𝑖 or
orker 𝑘. Each value of task priority vector or worker priority vector

s generated between [1, 𝑛] or [1, 𝑤] without repetition, respectively.
Further, to translate the above representation into a feasible task

nd worker assignment plan, this work extends a new decoding mech-
nism with idle time reduction. This decoding considers all constraints,
bjective minimization, sequence-dependent and remaining idle times
eduction technology into task and worker assignments. It can effec-
ively balance the workloads of different workers and workstations,
nd improve line efficiency, as well as minimize the cost and energy
equirements. The proposed decoding contains six important steps:
etermining available worker set, constructing task candidate set, se-
ecting task, constructing worker candidate set, selecting worker and
electing best station configuration. The pseudo-code of the new de-
oding mechanism is presented in Algorithm 1. In this decoding, three
riteria, which are used in task/worker candidate set construction and
orker selection, are first defined.
Criterion 1: Construct task candidate set 𝑇𝐶 according to the prece-

ence relation and task assignment constraints. A task can be stored in
𝐶 based on the following criteria: (1) it has not been assigned; (2) all

ts predecessors have been assigned.
Criterion 2: Construct worker candidate set 𝑊𝐶 according to the

cycle time constraint. A worker can be put into set 𝑊𝐶 based on the
following criteria: (1) it belongs to set 𝑊𝑆; (2) it has not been assigned;
(3) the workload of this worker does not exceed the cycle time when
assembling the task 𝑖1 of all products.

Criterion 3: Select a worker 𝑘1 from 𝑊𝐶 referring to the following
rules: (a) select a worker with the minimum finishing time; (b) if
multiple workers exist from (a), select a worker with the minimum
sequence-dependent idle time; (c) if multiple worker exists from (b),
select a worker with the minimum energy requirement; (d) if multiple
workers exist from (c), select a worker with the minimum hiring cost;
(f) if multiple workers exist from (d), select a worker with the lowest
5

number.
Algorithm 1: The new decoding mechanism with idle time
reduction
1: Input: Task priority vector {𝜋1, 𝜋2, ..., 𝜋𝑖, ..., 𝜋𝑛} and worker

priority vector {𝜏1, 𝜏2, ..., 𝜏𝑘, ..., 𝜏𝑤}.
2: Output: Workstation configurations and objective values.
3: Begin:
4: For workstation 𝑗 = 1 to 𝑚 and all tasks have not been

assigned do
5: For 𝑘1 = 1 to 𝑢𝑚𝑎𝑥 do (%% assume 𝑘1 workers in

workstation 𝑗)
6: Put 𝑘1 unassigned workers with the maximum priority

values into the available worker set 𝑊𝑆;
7: Construct task candidate set 𝑇𝐶 according to Criterion

1;
8: If the set 𝑇𝐶 is not empty then
9: Select the task with the maximum priority value

from 𝑇𝐶 and record it as 𝑖1;
10: Construct worker candidate set 𝑊𝐶 according to

Criterion 2;
11: If the set 𝑊𝐶 is not empty then
12: Calculate the finishing times, sequence-dependent

idle times and energy requirements for all workers in 𝑊𝐶 when
assembling the task 𝑖1;

13: Select a worker 𝑘2 from 𝑊𝐶 referring to
Criterion 3;

14: Assign task 𝑖1 to worker 𝑘2 and workstation 𝑗;
15: Return to Step 7;
16: Else
17: Go to Step 22;
18: End If
19: Else
20: Go to Step 22;
21: End If
22: Record the current configuration of workstation 𝑗 with 𝑘1

worker as 𝐶𝐶𝑗,𝑘1 ;
23: Calculate the average line efficiency, cost and energy

requirements of configuration 𝐶𝐶𝑗,𝑘1 ;
24: End For
25: Rank different configurations according to average line

efficiency, cost and energy requirements;
26: Calculate the weighted rank values on the premise of the

same proportions of the three indexes;
27: Select the configuration with the minimum rank value for

workstation 𝑗;
28: End For
29: Calculate the objective values;
30: Return Workstation configurations and objective values.

4.2. Collaborative initialization

To enhance the diversity and convergence of initial solution set,
this work designs a collaborative initialization with multiple-heuristic
and random approach to generate the initial dual populations 𝑝𝑜𝑝1 and
𝑝𝑜𝑝2. The multiple-heuristic aims to obtain high-quality code fragments,
while the random approach ensures the diversity of populations. Both
𝑝𝑜𝑝1 and 𝑝𝑜𝑝2 have the same size 𝑃𝑆∕2.

(1) Collaborative initialization for pop1. The 𝑝𝑜𝑝1 is mainly used to
explore the solution space around task assignments. It is expected to
be higher quality during the evolution of task assignments and more
dispersion during that of worker assignments. Accordingly, this work
decides to use multiple heuristics to generate the task priority vectors
and a random approach to obtain the worker priority vector. 28 com-
mon heuristic rules are employed here and presented in Table 3. For
each individual, one of the heuristic rules is randomly selected to obtain
the priority values of all tasks to form the vector {𝜋 , 𝜋 ,… , 𝜋 ,… , 𝜋 };
1 2 𝑖 𝑛
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Table 3
The multiple heuristic rules related to task and worker assignments.
𝑁𝑜. Heuristic information 𝑁𝑜. Heuristic information

(1) Heuristics related to task assignment

1 The shortest processing time 2 The longest processing time
3 The lowest energy requirement 4 The highest energy requirement
5 The minimum number of predecessors 6 The maximum number of predecessors
7 The minimum number of successors 8 The maximum number of successors
9 The shortest total processing time of all predecessors 10 The longest total processing time of all predecessors
11 The shortest total processing time of all successors 12 The longest total processing time of all successors
13 The lowest total energy requirement of all predecessors 14 The highest total energy requirement of all predecessors
15 The lowest total energy requirement of all successors 16 The highest total energy requirement of all successors
17 The minimum number of immediate predecessors 18 The maximum number of immediate predecessors
19 The minimum number of immediate successors 20 The maximum number of immediate successors
21 The shortest total processing time of all immediate predecessors 22 The longest total processing time of all immediate predecessors
23 The shortest total processing time of all immediate successors 24 The longest total processing time of all immediate successors
25 The lowest total energy requirement of all immediate predecessors 26 The highest total energy requirement of all immediate predecessors
27 The lowest total energy requirement of all immediate successors 28 The highest total energy requirement of all immediate successors

(2) Heuristics related to worker assignment

1 The lowest hiring worker cost 2 The highest hiring worker cost
3 The minimum processing time skill coefficient 4 The maximum processing time skill coefficient
5 The minimum energy requirement skill coefficient 6 The maximum energy requirement skill coefficient
o
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while the vector {𝜏1, 𝜏2,… , 𝜏𝑘,… , 𝜏𝑤} is randomly generated between
1, 𝑤] without repetition.
(2) Collaborative initialization for pop2. The effect of 𝑝𝑜𝑝2 is the

pposite of 𝑝𝑜𝑝1 and mainly works on the solution space around worker
ssignments. Six common heuristic rules related to worker assign-
ents are used here and presented in Table 3. For each individ-
al, one of the heuristic rules is randomly selected to form the vec-
or {𝜏1, 𝜏2,… , 𝜏𝑘,… , 𝜏𝑤}; while the vector {𝜋1, 𝜋2,… , 𝜋𝑖,… , 𝜋𝑛} is ran-
omly generated between [1, 𝑛] without repetition.

After obtaining the populations 𝑝𝑜𝑝1 and 𝑝𝑜𝑝2, the non-dominated
olutions are put into a new elite archive set 𝐸𝐴𝑆.

.3. Self-learning evolution of dual populations

The proposed MOCEA involves two populations 𝑝𝑜𝑝1 and 𝑝𝑜𝑝2
here each one aims to explore different solution spaces around task
r worker assignments. This work is dedicated to designing different
pecific-knowledge evolution operators for each population. Since dif-
erent evolution operators have different exploitation performances,
hese operators can guide 𝑝𝑜𝑝1 and 𝑝𝑜𝑝2 to conduct multi-direction local
earches around different solution spaces. The details of these operators
re introduced below.
(1) Evolution of 𝑝𝑜𝑝1. Two operators, including swap and insert on

ask priority vector, are developed to work on 𝑝𝑜𝑝1. These operators
im to explore the solution space around task assignment. They gener-
te new solutions by changing the segments of the task priority vector.
he procedures are detailed below.

• Swap on task priority vector (STPV): Two different tasks are
randomly selected, and their priority values are swapped.

• Insert on task priority vector (ITPV): One task is randomly
selected and its corresponding priority value is extracted. Then
this value is inserted into a new position of task priority vector
which is different from its original position.

(2) Evolution of 𝑝𝑜𝑝2. This work also uses swap and insert operators
o explore the solution space around worker assignment. However,
hese operators work on worker priority vectors of 𝑝𝑜𝑝2. The specific
rocedures are introduced below.

• Swap on worker priority vector (SWPV): Two different workers
are randomly selected, and their corresponding priority values are
exchanged.

• Insert on worker priority vector (IWPV): The priority value of
a randomly selected worker is extracted, and reinserted back into
6

a new and different position of worker priority vector. i
(3) Self-learning selection strategy. To make full use of four operators
n 𝑝𝑜𝑝1 and 𝑝𝑜𝑝2, this work designs a self-learning selection strategy
o coordinate them at each iteration. This strategy evaluates all these
perators by the weighted cumulative success rates before executing
he evolution of 𝑝𝑜𝑝1 and 𝑝𝑜𝑝2, and then selects a superior operator by
oulette. First, the success rate of each operator 𝑗 at iteration 𝑔 is cal-
ulated by Eq. (16). In this equation, 𝑛𝑒𝑗,𝑔 is the selected number of 𝑗th
perator during iteration 𝑔; 𝑛𝑠𝑗,𝑔 refers to the number of non-dominated
olutions obtained by 𝑗th operator. If the 𝑗th operator is not selected
uring iteration 𝑔, the corresponding success rate is zero; otherwise,
his value depends on the improvements and execution times. Then
onsidering the historical success rates, this work sets different weights
or success rates during different iterations. The weighted cumulative
uccess rates are calculated by Eq. (17). Accordingly, the selected
robability of 𝑗th operator during iteration 𝑔 is calculated by Eq. (18).
ote that the initial success rate 𝑠𝑟𝑗,0 sets 0 and 𝑓𝑠𝑝𝑗,0 is 0.5 due to two
perators for each population.

𝑟𝑗,𝑔 =

⎧

⎪

⎨

⎪

⎩

0, 𝑖𝑓 𝑡ℎ𝑒 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟 𝑗 𝑑𝑢𝑟𝑖𝑛𝑔 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑔 𝑖𝑠 𝑛𝑜𝑡 𝑒𝑥𝑒𝑐𝑢𝑡𝑒𝑑
𝑛𝑠𝑗,𝑔
𝑛𝑒𝑗,𝑔

, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(16)

𝑤𝑐𝑠𝑟𝑗,𝑔 =
∑𝑔−1

𝑘=1 𝑠𝑟𝑗,𝑘 ⋅ 𝑘
∑𝑔−1

𝑘=1 𝑘
(17)

𝑓𝑠𝑝𝑗,𝑔 =
𝑤𝑐𝑠𝑟𝑗,𝑔

∑4
𝑗=1 𝑤𝑐𝑠𝑟𝑗,𝑔

(18)

At each iteration, one evolution operator is selected for each indi-
vidual of 𝑝𝑜𝑝1 and 𝑝𝑜𝑝2 according to the self-learning selection. The
selected operator works on this individual to generate a new solution. If
the new solution is not dominated by the original individual, it replaces
the original one.

4.4. Dual-cooperation strategy

In the above procedures, different populations including 𝑝𝑜𝑝1 and
𝑝𝑜𝑝2 evolve independently. There is a lack of cooperation between
different populations. To overcome this drawback, this work designs a
dual-cooperation strategy to assist different populations to share their
superior information and enable population interaction. This strategy
contains two cooperation ways. The first way works on 𝑝𝑜𝑝1. For each
individual of 𝑝𝑜𝑝1, a cooperative object is randomly selected from 𝑝𝑜𝑝2.
The worker priority vector of the selected object replaces that of the
individual of 𝑝𝑜𝑝1. The second one works on 𝑝𝑜𝑝2. The task priority
ector of a randomly selected object from 𝑝𝑜𝑝1 will replace that of the

ndividual of 𝑝𝑜𝑝2.
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Besides, after the evolution of dual populations, the improved pop-
ulations 𝑝𝑜𝑝1 and 𝑝𝑜𝑝2 need to update the set 𝐸𝐴𝑆 considering the
dominance relations.

4.5. Framework of the proposed MOCEA

The pseudo-code of the MOCEA is presented in Algorithm 2.

Algorithm 2: The proposed MOCEA
1: Input: Problem data, parameter 𝑃𝑆.
2: Output: 𝐸𝐴𝑆.
3: Begin:
4: Generate initial dual populations by collaborative

initialization (each population has 𝑃𝑆∕2 solutions);
5: Store the non-dominated solutions of dual populations into

𝐸𝐴𝑆;
6: Set 𝑠𝑟𝑗,0 = 0 and 𝑓𝑠𝑝𝑗,0 = 0.5 for each evolutionary operator;
7: Do while termination criteria is not fulfilled
8: Select STPV or ITPV by self-learning selection;
9: For 𝑖 = 1 to 𝑃𝑆∕2 do
10: Generate new solution by executing the selected

operator on 𝑖-th solution of 𝑝𝑜𝑝1;
11: If the new solution dominates the 𝑖-th solution then
12: Replace the 𝑖-th solution with the new solution;
13: End If
14: Count 𝑛𝑠𝑗,𝑔 and 𝑛𝑒𝑗,𝑔 ;
15: End For
16: Update 𝑠𝑟𝑗,𝑔 and 𝑓𝑠𝑝𝑗,𝑔 ;
17: Select SWPV or IWPV by self-learning selection;
18: For 𝑖 = 1 to 𝑃𝑆∕2 do
19: Generate new solution by executing the selected

operator on 𝑖-th solution of 𝑝𝑜𝑝2;
20: If the new solution dominates the 𝑖-th solution then
21: Replace the 𝑖-th solution with the new solution;
22: End If
23: Count 𝑛𝑠𝑗,𝑔 and 𝑛𝑒𝑗,𝑔 ;
24: End For
25: Update 𝑠𝑟𝑗,𝑔 and 𝑓𝑠𝑝𝑗,𝑔 ;
26: Dual-cooperation on 𝑝𝑜𝑝1, 𝑝𝑜𝑝2 and 𝐸𝐴𝑆;
27: End While
28: Return 𝐸𝐴𝑆.

5. Experimental study

This section conducts a set of experiments to investigate the ef-
fectiveness of the proposed improvements and the performance of
MOCEA. Specifically, Section 5.1 introduces the experimental setting,
such as the benchmark instances, running environment, multi-objective
evaluation indicators and parameter calibration. Section 5.2 verifies the
effectiveness of the proposed improvements of MOCEA. Sections 5.3 to
5.5 show the superiority of MOCEA from different aspects, such as the
numerical, statistical and differential analyses. Section 5.6 discusses the
results.

5.1. Experimental setting

A total of 269 typical benchmark instances in the literature are
employed. According to the task number and precedence graph, these
instances can be divided into 22 groups which are respectively marked
as P7, P8, P9, P11, P21, P25, P28, P29, P30, P32, P35, P45, P53, P58,
P70, P75, P83, P89, P94, P111, P148 and P297. The basic data of
these instances can be downloaded from https://www.assembly-line-
balancing.de. Referring to the literature (Zhang, Tang, Chica, 2021;
7

Zhang & Xu, 2020), this work has the parameter setting in Table 4. All p
Table 4
Parameter setting.

Parameter Value or range Parameter Value or range

𝑚 𝑛 𝛼𝑘 [0.7, 1.0]
𝑤 2 ⋅ 𝑛 𝛽𝑘 [0.7, 1.0]
𝑈𝑚𝑎𝑥 [2, 4] 𝐶𝑂 [3, 10]
𝑒𝑖𝑞 [10, 20] 𝐶𝐻𝑘 [3, 10]

the algorithms are programmed in C++ and launched in a computer
having an Intel Core i9 12900k with 2.80 GHz and 2 GB of memory.

To better evaluate the diversity and coverage of the obtained Pareto
sets, three unary (hypervolume ratio, 𝐻𝑉 𝑅 (Zitzler & Thiele, 1999),
unary epsilon, 𝐼𝜖 (Fonseca et al., 2006) and inverted generational
distance, 𝐼𝐺𝐷 (Yuan & Xu, 2015)) and one binary (coverage, 𝐶 (Zitzler
et al., 2000)) common multi-objective performance indicators are used.
The obtained Pareto set with the 𝐻𝑉 𝑅 and 𝐼𝜖 values closer to 1 or the
𝐼𝐺𝐷 value closer to 0 is the better approximation to the true Pareto
front. Note that the true Pareto front is not known in advance and
thus, we build the pseudo-optimal Pareto set by combining all the non-
dominated solutions from the results obtained by all the algorithm of
the experimentation. The indicator 𝐶 compares two obtained Pareto
ets 𝑃 and 𝑄 according to the domination relation. A 𝐶(𝑃 ,𝑄) value
loser to 1 means that set 𝑄 is strongly dominated by set 𝑃 .

Before the comparison experiments, this section uses a single-factor
NOVA to calibrate the population size of MOCEA. Four levels are
et for the population size: 10, 20, 30 and 40. The proposed MOCEA
nder each level solves five calibration instances for five times with the
PU time limit of 𝑛 ⋅ 𝑛 ⋅ 5 (Zhang, Tang, Chica et al., 2023). A total of
⋅ 5 ⋅ 5 = 100 experiments are carried out. Finally, the best population

ize is 20.

.2. Effectiveness of the components

This section aims to investigate whether the components includ-
ng collaborative initialization and dual-cooperation can effectively
mprove the performance of MOCEA. Two variants of MOCEA are im-
lemented. First, variant MOCEA1 removes collaborative initialization.
econd, variant MOCEA2 removes dual-cooperation. These variants
ndependently tackle 269 instances for 30 times under the same CPU
ime limit of 𝑛⋅𝑛⋅20 (Zhang, Tang, Chica et al., 2023). The final average
ndicator values are reported in Tables 5–6.

From Table 5, if compared with those of MOCEA1 and MOCEA2,
he average 𝐻𝑉 𝑅 and 𝐼𝜖 values of MOCEA are closer to 1 while 𝐼𝐺𝐷
alue is closer to 0. Namely, the collaborative initialization and dual-
ooperation effectively improve the diversity and coverage of MOCEA.
egarding the coverage indicator in Table 6, the average C(MOCEA,
OCEA1) is larger than C(MOCEA1, MOCEA), and C(MOCEA, MO-
EA2) is larger than C(MOCEA2, MOCEA). These results indicate that
ost solutions of the Pareto set obtained by MOCEA1 and MOCEA2 are
ominated by the Pareto set achieved by MOCEA. Especially, with the
nstance scale increasing, the dominant performance of MOCEA is more
ignificant.

The means plot of 𝐻𝑉 𝑅, 𝐼𝜖 and 𝐼𝐺𝐷 with Tukey’s honest significant
ifference 95% confidence intervals for MOCEA and its variants is
resented in Fig. 3. Regardless of 𝐻𝑉 𝑅, 𝐼𝜖 or 𝐼𝐺𝐷, the interval of
OCEA is significantly better than those of MOCEA1 and MOCEA2.
ccordingly, the same conclusion can be drawn that the components in-
luding collaborative initialization and dual-cooperation can effectively
mprove the performance of MOCEA.

.3. Comparison against other algorithms

The section further verifies the performance of MOCEA by com-

aring it with 7 multi-objective evolutionary algorithms. These al-

https://www.assembly-line-balancing.de
https://www.assembly-line-balancing.de
https://www.assembly-line-balancing.de
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Table 5
Average 𝐻𝑉 𝑅, 𝐼𝜖 and 𝐼𝐺𝐷 values for MOCEA and its variants.

Instances 𝐻𝑉 𝑅 𝐼𝜖 𝐼𝐺𝐷

MOCEA1 MOCEA2 MOCEA MOCEA1 MOCEA2 MOCEA MOCEA1 MOCEA2 MOCEA

P7 0.78 0.85 0.85 1.22 1.20 1.19 0.21 0.18 0.19
P8 0.80 0.78 0.79 1.22 1.26 1.24 0.26 0.27 0.27
P9 0.76 0.86 0.85 1.18 1.14 1.15 0.23 0.19 0.20
P11 0.72 0.82 0.82 1.34 1.27 1.29 0.27 0.23 0.25
P21 0.69 0.85 0.86 1.28 1.21 1.20 0.29 0.24 0.23
P25 0.73 0.80 0.83 1.33 1.26 1.23 0.27 0.24 0.22
P28 0.65 0.81 0.85 1.42 1.38 1.32 0.27 0.24 0.21
P29 0.62 0.80 0.83 1.41 1.28 1.23 0.29 0.20 0.18
P30 0.65 0.78 0.84 1.43 1.28 1.21 0.33 0.22 0.17
P32 0.67 0.83 0.84 1.38 1.22 1.20 0.30 0.22 0.21
P35 0.68 0.82 0.87 1.33 1.23 1.18 0.29 0.21 0.18
P45 0.74 0.81 0.86 1.45 1.32 1.24 0.29 0.22 0.17
P53 0.58 0.84 0.84 1.33 1.25 1.27 0.28 0.25 0.25
P58 0.57 0.81 0.85 1.34 1.18 1.14 0.34 0.19 0.16
P70 0.53 0.79 0.86 1.55 1.28 1.20 0.35 0.19 0.15
P75 0.63 0.79 0.85 1.38 1.18 1.13 0.40 0.19 0.16
P83 0.58 0.81 0.85 1.35 1.20 1.15 0.29 0.20 0.17
P89 0.58 0.83 0.86 1.34 1.16 1.13 0.33 0.18 0.15
P94 0.57 0.81 0.87 1.43 1.21 1.14 0.30 0.18 0.14
P111 0.53 0.81 0.85 1.46 1.23 1.17 0.33 0.19 0.16
P148 0.47 0.81 0.86 1.48 1.21 1.17 0.36 0.17 0.15
P297 0.78 0.77 0.87 1.53 1.23 1.14 0.42 0.19 0.13

Avg. 0.60 0.81 0.85 1.41 1.22 1.18 0.33 0.20 0.17
Table 6
Average coverage values for MOCEA and its variants.

Instances C(MOCEA, . . . ) C(..., MOCEA)

MOCEA1 MOCEA2 MOCEA1 MOCEA2

P7 0.37 0.22 0.48 0.34
P8 0.00 0.50 1.00 0.20
P9 0.49 0.25 0.50 0.48
P11 0.58 0.34 0.32 0.45
P21 0.68 0.39 0.08 0.29
P25 0.85 0.64 0.16 0.16
P28 0.68 0.62 0.43 0.28
P29 0.83 0.51 0.03 0.32
P30 0.86 0.59 0.04 0.26
P32 0.88 0.53 0.10 0.29
P35 0.74 0.54 0.15 0.38
P45 0.66 0.64 0.15 0.19
P53 0.31 0.38 0.41 0.50
P58 0.95 0.73 0.01 0.21
P70 0.95 0.74 0.00 0.14
P75 1.00 0.85 0.00 0.07
P83 0.85 0.65 0.02 0.23
P89 0.91 0.75 0.02 0.20
P94 0.83 0.64 0.06 0.19
P111 0.93 0.74 0.02 0.15
P148 0.95 0.78 0.02 0.13
P297 0.99 0.89 0.01 0.04

Avg. 0.85 0.68 0.08 0.20

gorithms include enhanced JAYA (EJAYA) (Zhang, Tang, Han et al.,
2021), hybrid Pareto grey wolf optimization (HPGWO) (Zhang, Tang,
Zhang et al., 2019), improved multi-objective artificial bee colony
(IMABC) (Li, Janardhanan, Ponnambalam, 2021), multi-objective mi-
grating bird optimization (MMBO) (Li, Janardhanan, Tang, 2021),
multi-objective particle swarm optimization (MOPSO) (Rabbani et al.,
2016), elitist non-dominated sorting genetic algorithm (NSGA-II) (Li,
Janardhanan, Ponnambalam, 2021) and improved strength Pareto evo-
lutionary algorithm (SPEA2) (Zitzler et al., 2001). These algorithms
have been successfully applied to solve the related assembly line bal-
ancing or combinatorial optimization problems. To adapt these algo-
rithms to this new problem, EJAYA, HPGWO, MOPSO use random-
key to encode the task and worker assignments, while the remaining
8

Fig. 3. Means plot of 𝐻𝑉 𝑅, 𝐼𝜖 and 𝐼𝐺𝐷 with Tukey’s honest significant difference
95% confidence intervals for MOCEA and its variants.

algorithms use the proposed two-layer solution representation. All
algorithms use the proposed decoding mechanism to calculate the
objective values. The parameters of these algorithms are tuned by the
same method in Section 5.2 and presented in Table 7. To make a fair
comparison, all algorithms independently tackle 269 instances for 30
times under the same CPU time limit of 𝑛 ⋅ 𝑛 ⋅ 20. The final average
indicator values are reported in Tables 8–12.

From Tables 8–10, it can be found that in the 22 instance groups,
MOCEA is significantly better than the others. If using average 𝐻𝑉 𝑅,
𝐼𝜖 or 𝐼𝐺𝐷 values to rank these algorithms, MOCEA appears in the first
level followed in order by MOPSO, EJAYA, HPGWO, IMABC, NSGA-
II, SPEA2 and MMBO. Regarding the coverage value in Tables 11–12,
there is no doubt that C(MOCEA, . . . ) is much larger than C(..., MOCEA)
for any compared algorithm. Namely, most of Pareto solutions obtained
by MOPSO, EJAYA, HPGWO, IMABC, NSGA-II, SPEA2 and MMBO are
dominated by the Pareto set achieved by MOCEA. Besides, the means
plots of 𝐻𝑉 𝑅, 𝐼 and 𝐼𝐺𝐷 with Tukey’s honest significant difference
𝜖
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Table 7
Parameter combinations of the compared algorithms.

Parameter Value Parameter Value

EJAYA MMBO
Population size 20 Population size 9
HPGWO Number of neighbor solutions 10
Population size 20 Number of shared solutions 5
Crossover rate 0.8 Consecutive iteration times 20
IMABC NSGA-II
Population size 20 Population size 20
Consecutive times in scout bee 10 Crossover rate 0.8
MOPSO Mutation rate 0.2
The number of particles 20 SPEA2
Weighted value 0.4 Population size 20

Pareto frontier set size 20

Fig. 4. Means plot of 𝐻𝑉 𝑅 with Tukey’s honest significant difference 95% confidence
intervals for all algorithms.

Fig. 5. Means plot of 𝐼𝜖 with Tukey’s honest significant difference 95% confidence
intervals for all algorithms.

95% confidence intervals for all algorithms are presented in Figs. 4–
6. These figures further reflect that the proposed MOCEA outperforms
the compared algorithms MOPSO, EJAYA, HPGWO, IMABC, NSGA-II,
SPEA2 and MMBO.

5.4. Non-parametric tests

This section aims to analyze all 𝐻𝑉 𝑅 and 𝐼𝜖 values obtained in Sec-
tion 5.3 statistically. A total of 129,120 (8 algorithms × 269 instances
× 30 running times × 2 indicators) pieces of data are considered.

First, Shapiro–Wilk and Levene’s tests are used to analyze normality
and heteroscedasticity respectively. The inspection results are reported
in Tables 13–14. Table 13 indicates that the 𝐻𝑉 𝑅 and 𝐼 data of 7
9

𝜖

Fig. 6. Means plot of 𝐼𝐺𝐷 with Tukey’s honest significant difference 95% confidence
intervals for all algorithms.

compared algorithms are not normally distributed at the 5% level while
only the 𝐻𝑉 𝑅 data of MOCEA is normally distributed. Table 14 shows
that the variances of the distributions of 𝐻𝑉 𝑅 or 𝐼𝜖 values achieved
by 8 algorithms are not homogeneous.

The non-normal and non-homogeneous characteristics require this
work to use non-parametric tests (such as Wilcoxon’s rank-sum test
and Friedman ANOVA) to further analyze all 𝐻𝑉 𝑅 and 𝐼𝜖 values.
Wilcoxon’s rank-sum test aims to analyze the difference between any
two algorithms, and Friedman ANOVA to statistically rank these al-
gorithms. The final results are reported in Tables 15–16. The results
in Table 15 reveal that MOCEA is significantly different from any
compared algorithm. Those in Table 16 state that MOCEA ranks the
best. Namely, the proposed MOCEA significantly outperforms MOPSO,
EJAYA, HPGWO, IMABC, NSGA-II, SPEA2 and MMBO.

5.5. Differential attainment functions

This section aims to analyze the dominance of the obtained Pareto
sets over the solution space. The differential empirical attainment func-
tion approach (Diff-EAF) (nez et al., 2006) is employed. This section
mainly analyses the Pareto sets achieved by MOCEA, EJAYA, HPGWO,
IMABC, MOPSO, NSGA-II and SPEA2 on one instance of P58. Each algo-
rithm solves this instance for 100 times to obtain 100 Pareto sets. After
calculating the differential dominant probabilities, this work depicts the
differences between empirical attainment function for MOCEA and 7
compared algorithms in Fig. 7. It can be found that the solution space
around the objective boundaries is colored in red, yellow and green.
That is, the solutions in these regions are more likely to be dominated
by the Pareto set achieved by MOCEA. Accordingly, the Pareto set
obtained by MOCEA has the best diversity and coverage.

5.6. Analysis of the results

This section discusses the above results and analyzes the reasons
why the proposed MOCEA outperforms seven MOEAs. The compared
algorithms, such as EJAYA, HPGWO, IMABC, MMBO, MOPSO, NSGA-
II and SPEA2, first start with one initial population, and then organize
different evolution processes with mutation or crossover to guide the
population to generate new individuals. These algorithms are sensitive
to the scale of problems. For example, in the small-scale instances such
as P7, P8, P9 and P11, these algorithms obtain the similar Pareto sets to
MOCEA. However, with the increase of instance scale, the performance
gap between these algorithms and MOCEA increase.
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Table 8
Average 𝐻𝑉 𝑅 values for MOCEA and compared algorithms.

Instances EJAYA HPGWO IMABC MMBO MOPSO NSGA-II SPEA2 MOCEA

P7 0.90 0.87 0.86 0.78 0.86 0.84 0.87 0.85
P8 0.87 0.85 0.82 0.74 0.83 0.79 0.84 0.79
P9 0.89 0.86 0.84 0.76 0.87 0.84 0.87 0.85
P11 0.87 0.84 0.81 0.73 0.83 0.79 0.84 0.82
P21 0.81 0.79 0.77 0.70 0.80 0.75 0.77 0.86
P25 0.76 0.74 0.72 0.67 0.75 0.73 0.73 0.83
P28 0.80 0.77 0.75 0.69 0.80 0.75 0.78 0.85
P29 0.72 0.70 0.68 0.62 0.72 0.68 0.70 0.83
P30 0.69 0.67 0.65 0.61 0.69 0.65 0.67 0.84
P32 0.73 0.70 0.67 0.62 0.73 0.68 0.71 0.84
P35 0.73 0.72 0.71 0.66 0.75 0.70 0.70 0.87
P45 0.74 0.72 0.71 0.66 0.76 0.71 0.71 0.86
P53 0.80 0.78 0.78 0.73 0.82 0.78 0.80 0.84
P58 0.62 0.62 0.61 0.57 0.64 0.60 0.60 0.85
P70 0.62 0.61 0.61 0.56 0.63 0.60 0.59 0.86
P75 0.57 0.57 0.56 0.54 0.58 0.56 0.56 0.85
P83 0.68 0.68 0.66 0.63 0.71 0.67 0.66 0.85
P89 0.62 0.62 0.61 0.58 0.64 0.61 0.60 0.86
P94 0.62 0.62 0.62 0.57 0.64 0.61 0.60 0.87
P111 0.61 0.61 0.60 0.56 0.63 0.60 0.59 0.85
P148 0.56 0.57 0.56 0.52 0.59 0.56 0.55 0.86
P297 0.50 0.50 0.50 0.47 0.52 0.50 0.49 0.87

Avg. 0.65 0.64 0.63 0.59 0.66 0.63 0.63 0.85
Table 9
Average 𝐼𝜖 values for MOCEA and compared algorithms.

Instances EJAYA HPGWO IMABC MMBO MOPSO NSGA-II SPEA2 MOCEA

P7 1.13 1.15 1.16 1.25 1.17 1.18 1.16 1.19
P8 1.15 1.17 1.17 1.27 1.19 1.21 1.18 1.24
P9 1.11 1.13 1.14 1.21 1.13 1.15 1.13 1.15
P11 1.19 1.23 1.26 1.37 1.24 1.28 1.24 1.29
P21 1.20 1.20 1.23 1.31 1.21 1.25 1.23 1.20
P25 1.25 1.27 1.28 1.33 1.27 1.28 1.28 1.23
P28 1.33 1.37 1.39 1.49 1.34 1.39 1.38 1.32
P29 1.34 1.36 1.38 1.45 1.34 1.38 1.38 1.23
P30 1.35 1.38 1.40 1.44 1.36 1.39 1.39 1.21
P32 1.31 1.33 1.36 1.42 1.30 1.35 1.32 1.20
P35 1.28 1.29 1.29 1.34 1.27 1.31 1.32 1.18
P45 1.35 1.39 1.41 1.46 1.34 1.41 1.40 1.24
P53 1.26 1.27 1.28 1.32 1.23 1.28 1.27 1.27
P58 1.31 1.31 1.32 1.34 1.30 1.32 1.33 1.14
P70 1.49 1.49 1.50 1.55 1.47 1.51 1.53 1.20
P75 1.35 1.35 1.35 1.37 1.34 1.35 1.36 1.13
P83 1.31 1.31 1.32 1.34 1.28 1.32 1.33 1.15
P89 1.30 1.30 1.31 1.33 1.28 1.30 1.32 1.13
P94 1.38 1.38 1.38 1.42 1.37 1.39 1.41 1.14
P111 1.41 1.41 1.42 1.45 1.40 1.43 1.44 1.17
P148 1.45 1.44 1.45 1.48 1.43 1.45 1.46 1.17
P297 1.50 1.50 1.50 1.52 1.49 1.50 1.51 1.14

Avg. 1.36 1.36 1.37 1.41 1.35 1.37 1.38 1.18
In the proposed MOCEA, to accelerate evolutionary process, a
ollaborative initialization is designed to generate high-quality initial
ual-population. Meanwhile, different populations aim to explore dif-
erent solution spaces. To ensure full coverage of the solution spaces,
his work considers coding and variable knowledge and design
roblem-specific evolutionary operators for each sub-population. A self-
earning selection strategy is embedded into the evolutionary process
o dynamically select appropriate operator. This strategy can over-
ome the sensitivity to instance scale. Finally, this work develops a
ual-cooperation to share superior information among different pop-
lations to avoid falling into local optimal. Therefore, the designs of
he above strategies enhance the performance of MOCEA, resulting in
he superiority of MOCEA.

. Conclusions, managerial insights, and future work

This work studies the energy and cost-oriented mixed-model multi-
anned assembly balancing with multi-skilled workers via a new MILP
10
model and a MOCEA. In the MILP model, the skill level of different
workers in energy requirement and assembly capacity is considered
as well as the multiple-worker collaboration at the same workstations.
Two conflicting objectives, including energy and cost requirements, are
defined and minimized in this MILP model. In the proposed MOCEA,
the problem-specific knowledge is considered to design a two-layer
solution representation, a new decoding mechanism with idle time re-
duction and four evolutionary operators. Three improvement strategies,
including collaborative initialization, self-learning selection and dual-
cooperation, are developed to enhance the performance of MOCEA.
The collaborative initialization help the algorithm obtain high-quality
initial populations. The self-learning selection dynamically select an
appropriate operator for each sub-population at every iteration to im-
prove the adaptability of different instance scales. The dual-cooperation
shares the superior information between different populations to avoid
falling into local optimal. Finally, the results of four sets of experiments
based on 269 instances demonstrate the effectiveness of the improve-
ment components, as well as the superiority of MOCEA over 7 latest
multi-objective evolutionary algorithms.
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Table 10
Average 𝐼𝐺𝐷 values for MOCEA and compared algorithms.

Instances EJAYA HPGWO IMABC MMBO MOPSO NSGA-II SPEA2 MOCEA

P7 0.14 0.16 0.17 0.24 0.18 0.19 0.17 0.19
P8 0.20 0.23 0.24 0.32 0.23 0.27 0.23 0.27
P9 0.13 0.17 0.18 0.26 0.16 0.19 0.16 0.20
P11 0.17 0.20 0.22 0.31 0.21 0.24 0.20 0.25
P21 0.21 0.22 0.25 0.31 0.21 0.26 0.24 0.23
P25 0.22 0.23 0.24 0.28 0.22 0.24 0.24 0.22
P28 0.21 0.24 0.25 0.30 0.21 0.25 0.23 0.21
P29 0.22 0.24 0.26 0.32 0.22 0.26 0.25 0.18
P30 0.26 0.28 0.30 0.34 0.26 0.30 0.28 0.17
P32 0.22 0.25 0.28 0.33 0.23 0.28 0.25 0.21
P35 0.23 0.25 0.26 0.30 0.21 0.27 0.27 0.18
P45 0.23 0.24 0.26 0.30 0.21 0.26 0.25 0.17
P53 0.22 0.23 0.24 0.29 0.20 0.24 0.22 0.25
P58 0.30 0.30 0.31 0.35 0.28 0.32 0.33 0.16
P70 0.30 0.30 0.31 0.36 0.28 0.32 0.32 0.15
P75 0.36 0.36 0.37 0.40 0.34 0.37 0.37 0.16
P83 0.24 0.24 0.26 0.29 0.21 0.25 0.26 0.17
P89 0.28 0.28 0.30 0.33 0.26 0.30 0.30 0.15
P94 0.26 0.25 0.26 0.31 0.24 0.27 0.28 0.14
P111 0.28 0.28 0.29 0.33 0.26 0.30 0.30 0.16
P148 0.32 0.32 0.33 0.36 0.30 0.33 0.34 0.15
P297 0.39 0.39 0.39 0.42 0.36 0.39 0.39 0.13

Avg. 0.28 0.29 0.30 0.34 0.27 0.30 0.30 0.17
Fig. 7. The Differences between Empirical Attainment Function for MOCEA and compared algorithms in instance91.
11
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Table 11
Average coverage values C(MOCEA, . . . ).

Instances EJAYA HPGWO IMABC MMBO MOPSO NSGA-II SPEA2

P7 0.12 0.21 0.11 0.33 0.13 0.19 0.07
P8 0.00 0.00 0.00 0.00 0.00 0.00 0.00
P9 0.13 0.13 0.34 0.40 0.16 0.29 0.22
P11 0.03 0.16 0.25 0.42 0.23 0.26 0.25
P21 0.36 0.43 0.67 0.55 0.40 0.56 0.35
P25 0.46 0.65 0.67 0.67 0.56 0.73 0.66
P28 0.34 0.31 0.48 0.58 0.26 0.58 0.33
P29 0.63 0.70 0.79 0.87 0.65 0.77 0.62
P30 0.78 0.87 0.90 0.86 0.79 0.91 0.75
P32 0.38 0.59 0.76 0.66 0.53 0.68 0.60
P35 0.46 0.45 0.62 0.60 0.44 0.68 0.57
P45 0.57 0.56 0.63 0.67 0.46 0.70 0.64
P53 0.11 0.18 0.21 0.24 0.17 0.28 0.15
P58 0.71 0.64 0.83 0.82 0.72 0.91 0.78
P70 0.74 0.86 0.91 0.86 0.76 0.89 0.87
P75 0.86 0.85 0.94 0.94 0.85 0.97 0.92
P83 0.46 0.45 0.73 0.65 0.48 0.68 0.57
P89 0.65 0.60 0.85 0.80 0.65 0.81 0.79
P94 0.56 0.49 0.61 0.73 0.47 0.69 0.73
P111 0.63 0.71 0.86 0.81 0.60 0.85 0.80
P148 0.81 0.79 0.89 0.89 0.76 0.89 0.84
P297 0.92 0.95 0.97 0.96 0.91 0.96 0.98

Avg. 0.63 0.65 0.77 0.77 0.62 0.77 0.71

Table 12
Average coverage values C(..., MOCEA).

Instances EJAYA HPGWO IMABC MMBO MOPSO NSGA-II SPEA2

P7 0.74 0.63 0.62 0.42 0.69 0.46 0.71
P8 1.00 1.00 1.00 1.00 1.00 0.80 1.00
P9 0.73 0.59 0.55 0.32 0.70 0.47 0.59
P11 0.63 0.58 0.51 0.25 0.48 0.39 0.49
P21 0.41 0.41 0.27 0.22 0.55 0.07 0.16
P25 0.47 0.37 0.31 0.19 0.42 0.31 0.42
P28 0.67 0.46 0.36 0.34 0.64 0.30 0.60
P29 0.19 0.18 0.19 0.06 0.22 0.08 0.20
P30 0.10 0.06 0.03 0.04 0.14 0.04 0.10
P32 0.39 0.27 0.08 0.20 0.32 0.16 0.21
P35 0.42 0.30 0.31 0.23 0.39 0.18 0.27
P45 0.24 0.32 0.21 0.21 0.39 0.15 0.20
P53 0.53 0.61 0.43 0.55 0.84 0.41 0.75
P58 0.15 0.14 0.10 0.05 0.13 0.06 0.11
P70 0.08 0.05 0.05 0.02 0.11 0.02 0.03
P75 0.02 0.03 0.02 0.01 0.04 0.00 0.02
P83 0.25 0.22 0.12 0.16 0.30 0.12 0.20
P89 0.13 0.15 0.05 0.07 0.14 0.06 0.08
P94 0.17 0.22 0.14 0.08 0.23 0.13 0.09
P111 0.13 0.12 0.06 0.06 0.12 0.08 0.09
P148 0.06 0.08 0.04 0.05 0.08 0.04 0.06
P297 0.02 0.02 0.02 0.01 0.02 0.01 0.01

Avg. 0.20 0.19 0.14 0.11 0.22 0.11 0.16

The managerial relevance of MOCEA is implemented when the
ulti-skilled workers and mixed-model are considered in multi-manned

ssembly lines. When using the MOCEA to reduce the energy and cost
equirements of real applications, managers need to first quantify the
ost factors of opening new stations and hiring different workers, as
ell as the energy requirements of different workers. Then, they could

onsider minimizing the energy and cost requirements simultaneously
ia the MILP model, and employ MOCEA to obtain a set of task and
orker assignment plans. Finally, taking into account the importance
f different objectives, managers could select one plan to organize the
ssembly line layout.

Since human–robot cooperation is proposed in Industry 5.0, differ-
nt operation modes will appear, such as only-human-assembly, only-
obot-assembly and human–robot-cooperation-assembly. Therefore, fu-
ure works can be extended by considering energy-consumption-related
12

uman–robot-cooperation assembly line balancing. Besides, the future
Table 13
The results of Shapiro–Wilk test.

Algorithm DF Statistic p-value Decision at level(5%)

𝐻𝑉 𝑅

EJAYA 269 0.97337 6.47491E−5 Reject normality
HPGWO 269 0.97866 4.65751E−4 Reject
IMABC 269 0.9769 2.36348E−4 Reject
MMBO 269 0.98553 0.00812 Reject
MOPSO 269 0.98105 0.00121 Reject
NSGA-II 269 0.98135 0.00136 Reject
SPEA2 269 0.96823 1.11772E−5 Reject
MOCEA 269 0.99266 0.20669 No reject

𝐼𝜖
EJAYA 269 0.98824 0.02744 Reject
HPGWO 269 0.98423 0.0046 Reject
IMABC 269 0.98521 0.00705 Reject
MMBO 269 0.97905 5.43053E−4 Reject
MOPSO 269 0.97895 5.20625E−4 Reject
NSGA-II 269 0.98176 0.00162 Reject
SPEA2 269 0.98807 0.02542 Reject
MOCEA 269 0.88375 1.81188E−13 Reject

Table 14
The results of Levene’s test.

DF Seq SS Adj MS F -value p-value

𝐻𝑉 𝑅

Model 7 0.02818 0.00403 23.64533 3.849E−31
Error 2144 6.9768 0.00325

𝐼𝜖
Model 7 0.03838 0.00548 11.01741 9.6129E−14
Error 2144 1.06702 4.97677E−4

work could study the application of a MOEA based on differential evo-
lution (Tan et al., 2006; Tian et al., 2021) to compare its performance
with respect to the MOEAs studied in this work.
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Table 15
The results of Wilcoxon’s rank-sum test.

Control algorithm Compared algorithm 𝑝-value on 𝐻𝑉 𝑅 𝑝-value on 𝐼𝜖 𝛼 = 0.05 𝛼 = 0.01

MOCEA

EJAYA 2.56434E−67 0 Yes Yes
HPGWO 1.09441E−75 0 Yes Yes
IMABC 8.11036E−80 0 Yes Yes
MMBO 4.29749E−89 0 Yes Yes
MOPSO 1.52159E−74 0 Yes Yes
NSGA-II 3.52235E−83 0 Yes Yes
SPEA2 4.30529E−75 0 Yes Yes
L

M

M

n

N

N

P

P

P
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Ş
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Table 16
The results of all Friedman ANOVA.

Algorithm Rank value on 𝐻𝑉 𝑅 Rank value on 𝐼𝜖
Mean Sum Mean Sum

EJAYA 3.54647 954 3.74721 1008
HPGWO 4.02602 1083 4.1171 1107.5
IMABC 5.47584 1473 5.28253 1421
MMBO 7.9777 2146 7.46468 2008
MOPSO 2.37175 638 2.63197 708
NSGA-II 5.65799 1522 5.30669 1427.5
SPEA2 5.61338 1510 5.94424 1599
MOCEA 1.33086 358 1.50558 405
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