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Summary 
Artificial intelligence (AI) has proven to be useful in many applications from 
automating cars to providing customer service responses. However, though many 
firms want to take advantage of AI to improve marketing, they lack a process by 
which to execute a Marketing AI project. This article discusses the use of AI to provide 
support for marketing decisions. Based on the established Cross-Industry Standard 
Process for Data Mining (CRISP-DM) framework, it creates a process for managers 
to use when executing a Marketing AI project and discusses issues that might arise. 
It explores how this framework was used to develop three cutting-edge Marketing 
AI applications.
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A rtificial intelligence (AI) is one of the most popular buzzwords in 
business today but that is for a very good reason: AI has shown to 
be a very powerful tool for many marketing applications. AI has 
been around for decades, but its recent popularity is due to three 

major factors: the growth of Big Data; the availability of cheap, scalable, com-
putational power; and the development of new AI techniques. In the past, one 
of the problems with many AI methods was that they required a lot of data in 
order to train, but before the advent of the Big Data revolution, those data were 
often hard to come by. Moreover, even when large-scale data were available, it 

1University of Amsterdam, Amsterdam, The Netherlands
2North Carolina State University, Raleigh, NC, USA
3University of Granada, Granada, Spain
4The University of Newcastle, Newcastle, Australia

859318 CMRXXX10.1177/0008125619859318CALIFORNIA MANAGEMENT REVIEWLetting the Computers Take Over: Using AI to Solve Marketing Problems
research-article2019

https://us.sagepub.com/en-us/journals-permissions
https://journals.sagepub.com/home/cmr
http://crossmark.crossref.org/dialog/?doi=10.1177%2F0008125619859318&domain=pdf&date_stamp=2019-07-09


CALIFORNIA MANAGEMENT REVIEW 00(0)2

would often take way too long to actually train AI models on these data. The 
development of new high-performance computing systems that can parallelize 
this process has made that cheaper and faster than ever before. Finally, new AI 
methods, such as deep learning, have been developed that can take advantage of 
both large-scale data and cheap computational power at the same time.1

We have already seen the potential impact of AI on marketing, as illus-
trated by the power of Amazon’s recommender systems for product purchases 
and “anticipatory” one-hour shipping or by Google’s ability to automatically pair 
advertising with content.2 In the near future, AI is expected to make marketing 
more efficient by speeding up the decision-making process and providing market-
ing managers with information and insights that they could not develop in any 
other way.

There has been good academic research into examples of how AI can facili-
tate marketing. For instance, AI has been shown to help out marketing by the use 
of text mining to help understand online word-of-mouth (WOM),3 modeling 
direct marketing responses using evolutionary programming,4 predicting churn 
using classification trees,5 and adapting websites automatically to better fulfill cus-
tomer needs,6 among many other applications. Yet, there is still a need for more 
research into how AI can help solve marketing problems.7 For Marketing AI to be 
truly successful, managers need to be better equipped to understand how to 
implement a Marketing AI solution, and that is one area that has not been well 
researched yet.

This article presents a framework, based on the popular Cross-Industry 
Standard Process for Data Mining (CRISP-DM) framework,8 that lays out the steps 
to take when using AI to help solve a marketing problem.

AI, Machine Learning (ML), Data Mining, and Analytics

One classic textbook in the field by Russell and Norvig defines artificial 
intelligence as the study of the “general principles of rational agents and on com-
ponents for constructing them.”9 “Agents” in this context refers to any system 
that can perceive the world around it in some way and take action on the basis 
of those perceptions. A rational agent, in Russell and Norvig’s explanation, is 
“one that acts so as to achieve the best outcome or, when there is uncertainty, 
the best expected outcome.”10 Russell and Norvig deliberately steer away from 
using humans as the measure for AI since that can be very hard to define, while 
rationality is much easier to assess scientifically. Moreover, in many ways, this 
definition is more useful from a marketing perspective, since it emphasizes mak-
ing the best decision possible with the given information. Marketing AI can now 
be defined as the development of artificial agents that, given the information 
they have about consumers, competitors, and the focal company, suggest and/or 
take marketing actions to achieve the best marketing outcome. Some examples 
of Marketing AI that meet this definition would include chatbots for customer 
service, tools that model the potential outcomes of a new marketing campaign, 
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recommender systems that help managers choose content for online marketing, 
or models that identify latent characteristics of consumers that are predictive of 
future interactions with the company.

AI has recently become popular because it provides a cheap way to make 
predictions about complex problems based on examples in historical data that a 
company might already have. Machines are often able to predict better than 
humans and they can do it much faster. Especially with significant improvements 
in computational power and data availability in the last decade, the cost of predic-
tion has dropped significantly, leading to a dramatic increase in the popularity of 
AI.11 A formal definition of ML from one of the classic textbooks in the field states, 
“A computer program is said to learn from experience E with respect to some class 
of tasks T and performance measure P if its performance at tasks in T, as measured 
by P, improves with experience E.”12 In other words, if a computer program can 
improve performance of a task based on an experience with that task and does so 
because of that experience, then it has learned. In practice, ML is “a set of meth-
ods that can automatically detect patterns in data, and then use the uncovered 
patterns to predict future data, or to perform other kinds of decision making under 
uncertainty.”13 Although AI is broader than just ML, most of the applications of 
Marketing AI are in the ML space.

Although they are often used together, AI and ML differ from the “classi-
cal” modeling approach, often statistical modeling, that is traditionally used in 
Marketing in several ways. First, ML and classical models have different goals. 
Classical models emphasize causal and explanatory relationships, whereas ML 
focuses on operational effectiveness and prediction accuracy.14 Second, classical 
models require the modeler to understand the relation and implementation that 
the variable has on an equation in an effort to best estimate the function output 
to a certain error, generally based on theory. Econometrics, for example, is defined 
as “the interaction of economic theory, observed data and statistical methods.”15 
In contrast, besides providing a cheap method for prediction, ML can learn from 
data without relying on assumptions or rules-based programming and it can often 
model much more complex interactions between variables.16 Marketing AI solu-
tions are often a combination of AI and classical methods, where AI is used to 
make predictions or automate processes and traditional methods are used to cre-
ate an understanding of underlying relationships and mechanisms. For example, 
in many cases, ML is used to make predictions about complex data sources and 
this information is then used as input for an econometric model.

Another term that is often used in related projects is data mining, and this 
term is important for this discussion because the framework that we are going to 
use to develop our Marketing AI process approach is actually drawn from data 
mining. Data mining is sometimes referred to as knowledge discovery from data-
bases, and it is the study of identifying patterns in data.17 To this extent, data min-
ing is often part of ML since ML needs the patterns identified by data mining in 
order to create rules to predict future behavior. One particularly exciting example 
of data mining in marketing is Amazon’s retail forecasting methods where they 
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use AI to anticipate product demand far enough in advance that they can make 
sure the product is stored nearby before the consumer decides to buy, allowing 
them to ensure one-hour delivery of their products.18 This kind of customer track-
ing is one example of discovering purchase patterns through data mining.

Finally, how does this all relate to marketing analytics? Shmueli et al. 
define business analytics as “the practice and art of bringing quantitative data to 
bear on decision making.”19 So marketing analytics is bringing quantitative data to 
bear on marketing decision making. AI, ML, and data mining are all techniques 
that can help in making better decisions using data, but there are other related 
methods, such as classical models that could also be used to develop marketing 
analytics; thus, though these terms, artificial intelligence, machine learning, data 
mining, and marketing analytics, all overlap and relate to each other, they are 
distinct in their own right.

Methods and Toolkits

Machines are now better, cheaper, and faster at making predictions and there 
is more data available than ever. Generally, there are three ways a machine learns.

Supervised learning. In this setup, there are data with labeled responses available 
and the machine learns how to recognize the labels based on the data. The data 
are split up into training and testing data. The machine learns on the training 
data and is then evaluated by comparing the predicted labels and the true labels. 
After the machine is trained and evaluated, it can then be deployed and predict 
the labels based on the new examples that it has not seen before, for example, 
if you know the historical customer lifetime value (CLV) of a group of custom-
ers and a set of characteristics about those customers. The machine can learn 
a model that relates the characteristics of the customers to CLV. Then, in test 
time, the machine is presented with customer characteristics and predicts what 
the CLV of the customer will be. The effectiveness of the model is measured by 
how well it does on the testing data. Essentially, supervised learning is where 
you teach the machine by showing examples. Examples of supervised learning 
include classification, support vector machine, and decision trees.

Unsupervised learning. In these problems, there is unlabeled data available and the 
machine has no information on what the data represent. The machine will then 
learn to recognize patterns and similarities in the data. Consequently, it can group 
certain observations or recognize patterns. In the case of unsupervised learning, 
the machine learns without a teacher. For example, if a firm wanted to cluster 
their customers, then unsupervised learning could be used to automatically iden-
tify the clusters that have the most in common. A manager would still have to 
figure out what the clusters represent, but this approach can be quite powerful. 
Examples of unsupervised learning include clustering and anomaly detection.

Reinforcement learning. Reinforcement learning is similar to unsupervised learn-
ing except now the machine learns by getting some feedback after taking actions. 
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The machine takes actions based on a predicted reward structure and learns by 
adjusting strategy based on the difference between the predicted and realized 
output of an action. Reinforcement learning means the machine learns by trial 
and error, but the trials that it attempts are guided by the model and the algo-
rithm. An example would be trying to learn what order of ads to show to a cus-
tomer in order to encourage them to make a purchase. Eventually, at each time 
point, the model has to make a decision about what ad to show based on the 
interest the consumer has shown so far, but it does not know if it has made the 
right decision until the customer makes an actual purchase. Examples include 
Q-learning and adversarial networks.

ML methods do not necessarily only learn in one of these three ways. It is 
possible for an ML method to be used for supervised, unsupervised, and reinforce-
ment learning. For instance, a method in ML that has recently become very popu-
lar due to the increase of data availability and computer power is deep learning. 
Deep learning methods have shown to work well for all three categories of ML. 
There are various deep neural network structures that apply to different types of 
data that work particularly well because of the architecture of the network. For 
example, convolutional neural networks (CNNs) work well for image classifica-
tion, whereas recurrent neural networks are used for sequence models, such as 
time series.20

Another important aspect of ML is whether the learning occurs online or 
offline. The main difference between online and offline ML is that with online ML 
the model learns based on one incoming observation at a time whereas offline 
learning uses all the available data at once to learn a model across all of the data. 
Overall, online ML can be faster and more efficient; however, the accuracy com-
pared with offline learning is often lower.21 For example, it is possible to do online 
deep learning, but deep learning generally requires a lot of offline training time 
and data to get the desired accuracy. The examples presented in this research 
mostly concern the use of offline ML. The machines learn offline (i.e., they are 
pre-trained on offline data) and are then deployed to make predictions on new 
data. Even though they make predictions on newly incoming online data, the 
learning has occurred offline. Ideally, the end result of the examples discussed will 
be that after deployment, the machines are able to learn online and in real time 
as well, or the offline models are updated on a regular basis using the new data. 
The different categories of learning can occur online as well as offline, but some 
categories lend themselves better for offline learning, such as supervised learning, 
and others generally work well online, such as reinforcement learning.

Complementary to ML, statistical models (described earlier as one of the 
“classical” models) play an important role in Marketing AI projects. Statistical 
models require a more theoretical understanding and intuition behind methods, 
the variables, and their relationship to the business problem. Examples of statisti-
cal models not only include econometric methods as simple as regression analysis 
but also include methods such as support vector machines and causal state model-
ing. Regression analysis is a group of mathematical procedures for studying the 
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relationship between an outcome variable and a set of explanatory variables.22 
Support vector machines are statistical models that are used to analyze data for 
classification and also regression (i.e., support vector regression).23 Support vector 
machines are an example of a statistical model that uses ML to classify by optimiz-
ing their parameters to allow the maximum separation between the classes, being 
also able to solve regression problems.

In addition to statistical models and ML, another tool that is commonly used 
as a component of AI is computational modeling, often agent-based modeling (ABM) 
in particular. ABM is a model where rules of behavior are written for autonomous 
agents that have their own properties and behaviors, and then those agents are 
embedded in a computational environment where they can interact.24 ABM by itself 
is not AI. ABM is a modeling framework, just as game theory is a modeling frame-
work. ABM is a way that you can describe a system but does not necessarily need to 
use any form of AI. However, ABM and other computational modeling frameworks 
often use AI. ML, for example, can be used to optimize and calibrate agent actions 
and interactions with each other and the system in an agent-based model, which we 
will explore in one of the case studies below. Because both computational models 
and AI are written in computer code and often used in Marketing to understand 
human behavior, they are sometimes conflated. They are distinct, but related 
methods.

In the end, building any Marketing AI requires a great understanding of 
the business, the data, and the methods, which makes human judgment an ever 
important part of AI.25 Judgment is necessary to determine the trade-offs of cer-
tain actions and to determine what makes an accurate prediction. Our framework 
provides the right questions to ask at the different stages of a Marketing AI project 
for effective judgment.

There are three ways AI can be implemented:

 • Writing code from scratch, using a programming language that works well for 
the task at hand. Popular examples are R and Python.

 • Using prebuilt packages or libraries in programming languages such as R, 
Python, MATLAB, and SAS. This is similar to writing from scratch, except 
you make use of pre-coded functions and scripts for a family of AI methods 
that have been previously written and distributed. Examples of these pack-
ages are as follows:

○ Scikit-learn: An ML package for Python that has several methods and 
libraries built-in such as classification, regression, clustering, model selec-
tion, and data preprocessing.26

○ Mlr: The scikit-learn equivalent for R.27

○ Rpart: An R package for recursive partitioning and regression trees.28

○ Dplyr: An R package focused on data wrangling. This is mostly used for 
data processing and structuring.29
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○ TensorFlow: An open-source ML and deep learning framework that runs 
on Python.30

○ Keras: A high-level neural network API (application programming inter-
face), written in Python and capable of running on top of TensorFlow. 
Keras makes it easy to build deep neural network architectures by using 
pre-trained models or standardized layers of the networks.31

○ SciPy: A library that combines several AI-related packages for Python. It 
includes an interactive console called iPython.32

○ ML Toolbox: A toolbox for ML in MATLAB.

○ SAS: SAS, one of the main business analytics frameworks in the industry, 
has ML and AI-related methods built-in.

○ Tableau: A visualization software that is very convenient for making raw 
data understandable and visual.

● Using “plug and play” software that provides a user-friendly tool to imple-
ment the methods described:

○ Weka and Orange: These open-source software tools, both developed in 
Java, are two of the standard tools in academia for ML and data mining. 
They have a comprehensive set of algorithms for supervised and unsu-
pervised data mining tasks as well as preprocessing, post-processing, and 
visualization. In addition, the user can use its visual work flow to design 
the experiments and manage their own datasets. An API can be used to 
link the algorithms from the user’s own code.33

○ Knowledge Extraction based on Evolutionary Learning (KEEL): KEEL is 
an open-source platform developed in Java that makes use of AI methods 
(i.e., evolutionary algorithms and fuzzy set theory) to evolve ML algo-
rithms such as classification, regression, clustering, or association rules.34

In general, coding your own models and tools from scratch allows you the 
most flexibility for tailoring your model, while using the plug and play approach 
gives you the least flexibility, with the prebuilt tool kits approach being some-
where in the middle. However, the trade-off is development time. The plug and 
play tools can be used on a new dataset in very little time, while writing your own 
code from scratch can take a considerable amount of time. There are many addi-
tional tools that are available for the implementation and creation of Marketing 
AI tools, but this list is a good introduction to many of the most powerful tools.

The CRISP-DM Framework

The CRISP-DM35 was not originally developed for applying AI methods 
to business processes, but it provides a strong basis for such a framework. We 
adapt this framework to help in deciding when and how to use AI and ML to 
solve marketing problems. CRISP-DM was created by a consortium of compa-
nies working together in 1996, and though there are other frameworks for the 
development of data mining solutions,36 CRISP-DM is the most widely taught 
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and used.37 The goal of the CRISP-DM project was to create an open process 
model to describe a standard approach to use during data mining and analytics. 
In this way, the CRISP-DM was envisioned to be a best practices model of how to 
conduct data mining work. CRISP-DM was developed as a hierarchical descrip-
tion, so every phase can be unpacked to additional phases and so on, all the way 
down to the actual implementation of the project, but here we only describe the 
high-level phases, the aspects that relate to those phases, and how they can be 
used for Marketing AI.38

CRISP-DM has been used before in many different contexts from manufac-
turing39 to bank fraud,40 and even in marketing contexts,41 but to our knowledge, 
it has not been explored substantially in the academic marketing literature, despite 
calls that marketing researchers themselves employ a more rigorous method of 
data mining.42 As part of this project, we had originally considered creating a new 
process model for Marketing AI, but the steps of CRISP-DM are well defined and 
well accepted. Here, however, we adapt the details and descriptions of the 
CRISP-DM framework to a Marketing AI context. The major phases of the 
CRISP-DM process are the following.

Business Understanding

The first goal when considering whether to employ Marketing AI in any 
context is to determine the marketing objectives. What is this marketing action 
or decision trying to achieve? For instance, in the image selection project for the 
online travel agency described below, the goal was to increase click-through rate 
(CTR) for hotel listings, but often the answer is to increase sales. At this point, it 
is often useful to assess the situation. What is currently being done to achieve the 
marketing goals? In many cases in marketing, the answer will be that humans 
are currently making the decisions that we either want the computer to make, or 
no one is making the decision in any structured way currently, and the computer 
can help to make decisions in this space. Once this has been done, then it is pos-
sible to determine the Marketing AI goals. How will the success of the project 
be determined? Once these questions have been answered, then it is possible to 
start to produce a Marketing AI project plan. This involves scoping out the rest of 
the steps described below.

Data Understanding

AI, in general, is highly reliant on data. In fact, there is some evidence in 
the AI world that data are more important than the model.43 Regardless, under-
standing the data will be critical to any Marketing AI project. The first part of this 
phase will be to collect the initial data. Identify which data are relevant to the 
project and then describe the data in detail, preferably using a data dictionary, 
which is essentially a formalized description of all of the data that can be used 
to discuss the data among team members who may have different backgrounds. 
Once the data have been collected and described, then it is important to explore 
the data. Often this task is guided by the marketing objectives, so the process 
revolves around trying to identify what factors of the data are associated with 
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the objectives. For instance, how many conversions are we making per day and 
what is the average value of those conversions? Usually, this exploration is best 
handled by visualizing the data to illustrate and explore patterns. At this time, 
it is also useful to verify data quality. This involves checking to make sure that 
there is not any missing data or that the data actually make sense.

Data Preparation

Data preparation is where most time is spent on a Marketing AI project; 
even more than on the modeling efforts. The first part of this phase is to select 
the data, which means choosing exactly which data need to be incorporated into 
the Marketing AI solution both for development and testing. The data will often 
need to be cleaned at this point. Cleaning involves making sure that all of the 
data look similar in structure. This could involve removing data, that is, miss-
ing values, or normalizing the data to enable easy comparison between differ-
ent types of data. Besides cleaning the data, it may also be necessary to add to 
it. In some cases, the raw data are inappropriate for modeling and it is better 
to construct new data, which is often done by constructing derived values from 
the raw data, for instance, taking textual data and tokenizing it.44 It may also be 
necessary to integrate data. For instance, if the data are spread over many files 
with different columns, it may be easier and may in fact provide new insights to 
bring all those data together into one table or repository. After those data have 
been properly integrated, the final step in data preparation involves formatting 
the data appropriately. If using an off-the-shelf AI tool, such as Keras, then it is 
often the case that the data need to be formatted in a specific way.45

Modeling

When many people think of creating Marketing AI, this is the phase that 
they are actually thinking of. How do we build the model that will help us make a 
decision automatically? The first aspect will be to identify the modeling technique 
or techniques. This involves figuring out which approach—from neural nets to 
decision trees to ABM to linear regression—best solves the problem being exam-
ined. In some cases, the answer is to explore multiple modeling methods and then 
assess which one performed the best. Once the techniques have been chosen, the 
next step is to generate the testing criteria. How will the model be assessed? Often 
this involves taking a set of data and holding it out and identifying a metric of 
performance that will be used to assess the model. Unlike statistical models, it 
is often the case that Marketing AI models are built on one set of data and then 
tested on another. This additional dataset is sometimes called a hold-out set or 
a test set. The idea is that if the model generalizes from another dataset (often 
called the training dataset) to the testing dataset, then it is more likely that it will 
also turn out to be useful in data that have not been seen.46 A dataset is either 
split into two datasets, a training and testing set, or into three datasets, a training, 
validation, and testing set. There is no general rule on the best way to split up the 
data because of several factors that influence the performance such as the sam-
ple size, signal-to-noise ratio, the number of hyperparameters, and the general 
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complexity of a model.47 We often see a split of about 50% to 90% to training 
data, and about 10% to 50% to testing or validation and testing data. Given 
enough data, one approach is to use a learning curve, which plots the size of the 
training set against the accuracy of the model to help determine a suitable train-
ing set size.48 Often, we are searching for the optimal bias-variance composition.49 
Bias is an error measure of how much the model systematically differs from true 
results, while variance is an error measure of how different the model results are 
from each other. The bias-variance trade-off is about finding the right amount of 
model complexity to achieve the best prediction accuracy and to minimize these 
sources of error. At times, a model might be too simple when it has very few 
parameters and a low variance, that is, the predictions are all very similar, but 
the predictions are systematically off of the true value, that is, there is a high bias 
and the model underfits the data. A solution is to increase the complexity of the 
model, in which case the predictions might now be more accurate on average, 
however more spread out, that is, there is a higher variance and the model poten-
tially overfits the data. Overfitting occurs because along with the underlying pat-
tern, the model fits the noise, or outliers, in the data. An optimal bias-variance 
trade-off aims for a high prediction accuracy that does not overfit or underfit the 
data. Once the size of the verification and validation sets have been determined, 
the next step is to build the model using the training set and, in some cases, to 
fine-tune it on the validation set. After the model has been built, it can then be 
assessed by examining its performance on the testing set. This is the standard by 
which the Marketing AI solution will be assessed. It is important to note that this 
is an iterative process. After assessment, the model can be adjusted and re-trained 
for improvement and then re-assessed again until the results are satisfactory. It 
is also common for Marketing AI projects to go through the steps of data under-
standing, data preparation, and modeling multiple times, because sometimes ML 
can help to understand or prepare the data, even before a full model is built to 
help solve the business problem. For example, a first-level ML model can be pre-
trained on offline data, sometimes unrelated to the project, for it to learn to rec-
ognize patterns or make predictions about the complex data formats that the final 
model will be examining. Subsequently, this pre-trained model is then used to 
prepare data or make predictions on new data that will be used in a second-level 
model that helps to solve the business problem. For instance, a neural network 
could be used for identifying concepts in images, and then those concepts can be 
fed to another model that relates those concepts to some final outcome, such as 
engagement with the image.

Evaluation

Now that we have a model and we have assessed its performance, it is 
time to evaluate the results. Have we in fact met the goals that we laid out in the 
first step of this project? As part of this phase, it is often useful to review the pro-
cess that was used to arrive at this model and determine whether all the data are 
still available and can be made available in a way to facilitate deployment of the 
model; finally, determine next steps. Is there more to be done or is this it? If we 
have met our goals, then it is time to move on to actually deploying the solution.
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Deployment

The final step is to deploy the Marketing AI solution in a way that will 
actually increase business value. As part of this, it is necessary to plan deploy-
ment to understand exactly when and how the tool will be implemented. 
An important aspect of any major change is also to plan how to monitor and 
maintain the tool. If this process has been carried out correctly, then the tool 
should be well designed at this stage, but it may become less accurate over time 
and that needs to be monitored and assessed on a regular basis. A final report 
should also be put together and the whole process should be reviewed and 
takeaways for future similar projects should be discussed and actions should 
be taken to make sure the process improves every time. One of the things that 
is very different about Marketing AI, as opposed to traditional data mining, is 
that when deployed, a Marketing AI can be set up to continually update itself 
using new data. In the example below of the WOM decision support systems 
(DSS), the simulation model could be improved automatically after each mar-
keting campaign to reflect the newest results; while in the example of image 
selection, the Marketing AI could continually update what aspects of an image 
are important.

In a common visualization of CRISP-DM, these phases are featured as 
flowing into each other, but as you can see from Figure 1, there are some back-
ward arrows as well. For instance, early on, it is often necessary to iterate back 
and forth between business understanding and data understanding. As more (or 

Figure 1. Illustration of the CRISP-DM process.

Note: CRISP-DM = Cross-Industry Standard Process for Data Mining.
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less) data are found than the modelers had anticipated, then it may be useful to 
revise the scope of the project up or down. Another backward arrow exists 
between data preparation and modeling, since it may be necessary to extract addi-
tional features from the data to facilitate modeling. Finally, once the model has 
been built and is being evaluated, it is necessary to make sure it fulfills the goals 
laid out in the business understanding phase. In many cases, even after the whole 
process is finished, that is not the end. Instead, the whole process will start back 
over with a new Marketing AI problem, building on the learning from the last 
project.

These arrows indicate the standard flow for the CRISP-DM process, but at 
times it is necessary to move back and forth between different stages for other 
reasons. We have highlighted a few of those in the examples below and illustrated 
them in the accompanying diagrams with dashed arrows.

The Examples

Now that we have described how to use the CRISP-DM framework to 
implement a Marketing AI project at an abstract level, we provide some exam-
ples of how this process can be carried out using three distinct, real projects that 
are on the leading edge of AI applications in marketing.

A DSS for WOM Programs

WOM is a powerful force for marketing50 but managers and marketers 
in an organization need to know how to design and implement their market-
ing policies using a WOM program to achieve their business target objectives. 
Some examples of WOM programs and decisions include the following: balanc-
ing WOM with traditional marketing investment51; designing influencer strate-
gies on Instagram or Twitter52; and harnessing the positive effects of promotions 
and incentivization campaigns.53

It is difficult to know, in advance, whether a WOM campaign will actu-
ally result in increased WOM and viral effects. This is why many companies 
have started to use DSS54 to help marketers test out WOM programs before the 
program launches. These DSS can use simulation to provide feedback to mar-
keters and guide them on how best to deploy their marketing strategy. By 
using a DSS, marketers can explore and test a wide variety of WOM programs 
and marketing campaigns, observe their impact in a simulated market, and have 
more knowledge about the market before starting program implementation.

In this case study, we were approached by a massive online freemium 
app that was interested in knowing what would be the best way to incentivize 
customer conversions using a WOM campaign.55 To help them answer their 
questions, we created a DSS that used an agent-based model designed to simu-
late WOM dynamics. We then combined this with an ML algorithm, specifi-
cally a genetic algorithm, to fit the model to the actual data. Once the model 
was constructed, we could then use the validated model to explore a wide 
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variety of marketing policies to determine the optimal policy. We used the 
CRISP-DM framework to create an AI-based DSS for this system as illustrated 
in Figure 2.

Business understanding. As background, the online game’s main revenue stream 
is from premium conversions of users who can buy items and extra functionality 
online.56 Basic users can freely access and play the game and interact with other 
users, but premium users receive additional benefits such as weekly in-game cur-
rency allowances, the ability to adopt virtual pets, access to all the avatars, and pre-
mium-only adventures.

The managers of the organization wanted to know whether WOM played 
a significant role in the adoption of premium services by freemium users and, 
based on this knowledge, whether they could potentially design a reward-based 
marketing campaign to maximize the spread of positive WOM about premium 
membership, which might, in turn, increase overall adoption rates and revenue. 
These marketing campaigns involve WOM incentivization of users by rewarding 
policies (e.g., bonus features for the app or gifts).

The DSS would need to provide answers about which app users to target: the 
most likely to convert to premium, just random users, or those who are already 
premium.

Figure 2. Diagram showing the main steps for the WOM DSS example.

Note: Analyze the data, design the model, evaluate, and deploy it in a cyclic process. This is a constant cycle 
since the deployment of each campaign provides better data for improving the model. Dashed arrow shows an 
additional link between steps 4 and 5 in this case with respect to the standard CRISP-DM cycle. WOM = word-
of-mouth; DSS = decision support systems; CRISP-DM = Cross-Industry Standard Process for Data Mining.
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Involving stakeholders of the organization at this stage is important and 
the modeler should spend enough time to understand the business questions. 
Otherwise, the next steps of the CRISP-DM process will not meet business objec-
tives and decisions might have to be revisited. This project will be judged as suc-
cessful if:

 • The model replicates, using the real data from the company, the network of 
consumers of the app and their behaviors (including the diffusion models of 
premium adoption).

 • The overall system is able to evaluate incentivization policies and their effect 
on premium conversions.

Data understanding. When all the goals are defined, it is important to under-
stand the availability and meaning of the relevant data. The organization (in 
this case, the company that created the online freemium app) provided infor-
mation about some WOM programs they are interested in exploring, data 
about the actual consumers and their behaviors, data about consumer rela-
tionships within the game, and the global key performance indicators of their 
business.

Specifically, the data provided by the company had three different dimen-
sions: first, the app use behavior by the users such as daily logins, time from a 
freemium subscription to acquiring premium subscription, and activity time log; 
second, information about the friends (contacts) of the app users and activity 
between these network connections; and, finally, a historical time series of pre-
mium conversions as well as new user’s registry. The initial data consisted of a 
dataset of 1.4 million users, with almost 10 million connections between the users 
(the game supports the idea of “friending” another user). A user was only allowed 
to have at maximum 100 connections. The dataset was from June 2010 to 2012, 
and 6.32% of them were premium or became premium during the time of the 
study.

Data preparation. In the next stage, we carried out exploratory analysis to under-
stand the data. The output of this stage is used to create a DSS that better rep-
resents the market reality. The main steps to prepare the available data are the 
following:

 • First, we calculated the conversion rate from freemium to premium. Those 
active accounts (i.e., users playing for more than 10 days) had a premium 
conversion rate of 16%.

 • We tracked the weekly use of the app and we distinguished two kinds of 
days: weekdays and weekends. During weekdays, users are not as active as 
during the weekends because the app is a game for kids and they have more 
time during the weekends to play with. Also, we observed seasonality during 
holidays, but the overall trend was stable.
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 • The average number of friends of the users (average degree of the social net-
work) is 11.8. Premium users have twice as many friends as free users do. 
Premium users are also more likely to be friends with other premium users.

 • The degree distribution of the social network of users is heavily bimodal. 
There is a group of users who have very few friends, and another group clus-
tered under the upper limit of friends, with fewer users in between these 
extremes.

 • Finally, as the DSS is used for planning short-term campaigns, we extracted 
periods of time of 2 to 3 months from the total number of weeks to create 
and validate the behavior of the DSS in the next phases instead of consider-
ing large periods of time (e.g., 1 or 2 years of tracked data).

Modeling. The data preparation of the previous stage is closely related to the 
modeling stage where mathematical and computational tools are employed to 
create the DSS. As said, the process is cyclic and there is a feedback between 
them: modeling requires a specific data preparation while the output of the ana-
lyzed data also conditions the modeling techniques to use. The modeling tech-
niques we use in this stage can be grouped as follows:

 • An ABM framework57 that generates artificial agents to be the real users of 
the app. Each agent has a set of behavioral rules58 that control their activity 
with the app or subscription state.

 • A social network59 that provides the environment in which the agents oper-
ate. It was important to make sure that the network replicated the degree dis-
tribution of the real app. To do this, we employed an algorithm that randomly 
generates links between the agents of the ABM framework until the artificial 
social network has a given degree distribution.60 In this case, the algorithm 
generated a bimodal distribution, as found through the data analysis on the 
real pool of users of the app. This bimodal distribution was most likely a prod-
uct of the friend upper limit that the app imposed.

 • We included a diffusion mechanism to define and simulate the adoption of 
premium contents by the users of the app. Given the importance of the social 
dimension for premium conversions observed in the data analysis, this diffu-
sion mechanism is integrated, together with the activity rules of the agents, as 
part of the reasoning of the agents. Concretely, two mechanisms of diffusion 
were modeled: the agent-based Bass model61 and a complex contagion.62

 • The framework is also enriched with an automated calibration using genetic 
algorithms,63 which is an AI-based optimization procedure. This calibration 
is also related to the evaluation of the model (next CRISP-DM stage) because 
it searches for the best set of values for the parameters of the model to fit 
the key performance indicator that outputs the model with the real histori-
cal data (conversions from freemium to premium). In addition, it also helps 
with the sensitivity analysis of the model and behavioral tests needed for its 
validation.
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Evaluation. It is necessary to evaluate and show the system goodness to guaran-
tee its business success and acceptance by stakeholders. In our case, we exam-
ined whether the simulation model captures the reality of the market. It is also 
important that the system can generate realistic outcomes of a WOM program 
as the goal is to identify campaigns that minimize the cost of the campaigns and 
maximize their revenue by means of new premium adopters. A difficulty found 
when evaluating the deployed system was how to compare the obtained results 
after applying the policies with respect to the application of other strategies. 
This is clearly a common problem and therefore we need to rely on simulations’ 
results and past real system behaviors to assess the success of the applied market-
ing policies.

By using the model built in the previous stage, we evaluate how (by cali-
brating the parameters with the automated calibration) the output of the model 
fits with the reality. Deviation measures such as the mean absolute percentage 
error (MAPE) or the root mean square error (RMSE) are used to quantify the 
distance of the model with respect to real premium conversions. We follow a 
train-test approach when calibrating the system: the automated calibration uses 
around 80% of the period data and leaves 20% for testing the generalization of 
the model for the data that were not used during the calibration. For instance, to 
calibrate the model, 60 days of historical premium daily conversions was used as 
a training set and then 31 days was used for the test dataset.

However, automated calibration is not enough to evaluate the behavior of 
the system, and techniques such as sensitivity analysis and validation tests are also 
carried out to study the output of the system. The modeler needs to use auto-
mated calibration methods judiciously and in iterative and controlled way in 
order to manually filter the different alternatives.64 Otherwise, if modelers blindly 
accept the calibrated parameters without studying them, these values will be 
forced to match the historical behavior, with the subsequent risk of treating the 
model as a black box.

Automated calibration is only a step within model validation and should be 
considered as part of the model building and validation process. Other useful steps 
to consider to ensure empirical validation are stress tests and sensitivity analysis 
(i.e., quantifying how “sensitive” the model is with respect to its input parame-
ters). The latter techniques help us explore parameters that are not working prop-
erly or missing features of the modeling. We also employed case studies of 
incentivization campaigns for users that were premium in order to see how they 
spread the positive WOM and the implications for increasing the pool of premium 
users in the artificial market. Sometimes, it became clear that the model needed 
to be revised and modified (as shown in Figure 2 by the additional dashed arrow 
between evaluation and modeling). If this was the case, then a previous stage of 
the CRISP-DM process should be revisited to change the model and evaluate it 
again.

In addition, the evaluation and first use of the system may also create new 
questions for the users and modelers about their marketing campaigns (i.e., the 
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business understanding step). In this case, again the ongoing cycle of the 
CRISP-DM approach will lead to the modification of the modeling, analysis of 
new data, or creation of new models or sub-models for the DSS. Thus, it is possi-
ble to view the CRISP-DM process not as a one-shot process but rather an ongoing 
cycle that will consider new needs and objectives that are generated every time 
the process is carried out.

Deployment. Once the DSS is validated, it could be integrated with the marketing 
department and a periodic tracking of the obtained premium conversions, new 
users, and their activity is incorporated to the DSS to continuously update and 
calibrate the system. Managers can then ask questions about the WOM programs 
and apply them to the system, collecting their outputs and comparing them with 
the results in the real market (i.e., an in-market validation). These questions 
were related to the number of targeted users by incentivization policies and how 
to select them (the most likely to convert to premium, random users, etc.). Hav-
ing a DSS with on-the-fly recommendations for managing WOM decisions was 
a real achievement for the managers of the app because they can anticipate and 
test their marketing ideas with minimal risk.

A manager’s questions can be explored by changing or incorporating new 
initial conditions to the model (e.g., increasing the incentivization of the influ-
ences to spread positive WOM), running the models included in the DSS, and 
comparing with the baseline strategy (not carrying out the campaign or using the 
standard one). One important finding during this stage was that increasing social 
influence between users by rewarding users who adopt premium content has a 
positive nonlinear impact on increasing the number of premium adopters of the 
app (i.e., referrals can be quite successful). We also observed how the lift in addi-
tional premium members does not demonstrate linear behavior when the social 
influence is increased by rewarding users at the time of adoption. This observation 
facilitated the managers’ understanding of the dynamics of the premium conver-
sions and will guide future directions for testing and applying their app marketing 
policies.

Automatic Scoring Images for Digital Marketing

In this project, we used visual analytics and AI to understand the role of 
images in the decision-making process of consumers booking hotels online. The 
hotel images are important tools to achieve marketing purposes such as creat-
ing brand awareness on social media platforms or to facilitate sales. Currently, in 
many companies, the image selection is done on the basis of “expertise” or a “gut 
feeling” decision. Brand managers often determine based on their creativity and 
experience what image to select. Recently, a large global online travel agency 
was interested in automating this process with AI. So, we applied a combination 
of multiple CNNs and a support vector regression to score hotel images based on 
their potential to be clicked on and our algorithm automatically selects the image 
with the highest potential. In addition, we used the information from our regres-
sion model to understand the role of the image in the consumer decision-making 



CALIFORNIA MANAGEMENT REVIEW 00(0)18

process. The main goal for this project was improving the CTR, but it turns out it 
is not limited to an increase in CTR. First, by automating the process, we saved 
marketing managers’ time. Second, as a consequence of modeling the impact of 
images on consumer decisions, we now understand what aspects of an image 
drive engagement online. Third, image scoring and the selection algorithm 
can also be offered as a service to hotels. This example will explore the use of 
CRISP-DM for this Marketing AI project and is illustrated in Figure 3.

Business understanding. The thumbnail, or “champion image,” is the first image 
of a hotel that a consumer encounters, which makes it an important piece of 
the consumer decision-making process. The “champion image” is currently 
still randomly chosen and the online travel agency is interested in automating 
its selection. The technologies from computer science make it easier to extract 
information from images at a large scale. The information extracted can then be 
related to the images’ success measures. The agency wanted to use these technol-
ogies to create an image scoring tool that scores images based on their predicted 
success in engaging consumers. In this section, we will illustrate the process of 
creating such a tool using the CRISP-DM framework.

As part of this project, the goal was to develop an image scoring tool to 
increase the CTR for hotels on the website of the online travel agency. We aimed 
to create a framework that can be used to automatically extract information from 

Figure 3. Diagram showing the main steps for the image scoring example.

Note: Analyze the data, design the model, and evaluate and deploy it in a cyclic process. Data understanding, 
data preparation, and modeling happen twice in the process, first for extraction of image information and then 
image selection. This is illustrated by the additional dashed arrows.
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images at a large scale and relate the information extracted to the CTR of the hotel 
listings. This would then be used to create an image score to automatically select 
the image with the highest chance of success.

The project will be judged as successful if:

 • We can determine the aspects of an image that make it successful in a way 
that is reusable for the creation and promotion of future images.

 • The CTR related to the images increases after selecting images based on the 
image score.

As mentioned, the data are provided by a global online travel agency, so 
there is plenty of click-stream data and hotel data available. The most important 
aspect is to have access to the images and to be able to relate them to the consum-
ers’ decision-making process for hotel bookings. Since, as is often the case, these 
datasets were stored in different locations, we had to work with the company’s 
database specialists to obtain the data from different sources.

Data understanding. Images are very different from traditional relational data. 
They are a rich source of information, which cannot easily be broken up and 
stored in a table. It requires special modeling techniques and algorithms to turn 
images into variables used for analysis. Images in this example consist of 480 × 
480 pixels described by an R, G, and B channel with numbers ranging between 
0 and 255, that is, 480 × 480 × 3 = 691,200 numbers representing a single 
image. After processing, we are able to map these data to a series of features that 
describe the image.

The CRISP-DM framework requires exploration of the data to create an 
understanding. Images require complicated modeling techniques to extract useful 
information, which makes data exploration before preparation difficult. We use 
pre-trained CNNs to extract a rich feature set from the images. Essentially, we use 
these CNNs to make a prediction about what is portrayed in the image and use 
that prediction as input for our models. In this Marketing AI setting, the Data 
Understanding and Data Preparation are a combined process, and even in the 
early stages, different modeling techniques are evaluated to make the most accu-
rate prediction about the images. First, we follow data understanding, data prepa-
ration, and modeling steps to understand the images and then we follow the same 
three steps again for the image selection process. This process is illustrated in 
Figure 3 with the additional dashed arrows between steps 2, 3, and 4. These 
dashed arrows reflect necessary deviations from the standard CRISP-DM 
framework.

We gathered the “champion” images for all hotels. The “champion” image 
is the thumbnail that is presented next to the hotel information on the search 
result page after searching for a destination. We also gathered other hotel infor-
mation, including aggregate clicks from search result page to hotel page, price of 
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the hotel, number of stars, average customer review, distance to downtown, and 
related fixed effects. In addition, we gathered customer-level click-stream data 
that consist of individual searches of consumers on the website. A customer can 
decide to click on a hotel listing or use one of the actions to sort or filter the search 
result to set preferences. Naturally, we follow the data exploration step here as 
well to try to gain an understanding of the behavior of consumers on the 
webpage.

Data preparation. We extract two types of information from the images: visual 
complexity and semantic information. Visual complexity captures the complexity 
of an image, which reflects the overall variation of several aspects of an image. 
Semantic information covers what is depicted in an image.

The visual complexity of an image is measured by examining the variation 
at a pixel level. For example, we look at how much variation there is between 
every pixel in the image for the colors and brightness. The amount of detail in an 
image is captured by finding the edge density and by the visual clutter of an 
image.65 The last element of visual complexity that we consider is the number of 
objects. We use a CNN to detect the objects and then we simply count how many 
there are in the image.

For the semantic information of images, we classify images by using two 
CNNs. The first one66 returns a distributional representation of 1,000 common 
objects detected in the image, such as cars, people, and animals, while the second 
one67 identifies scene categories, such as beach, hotel room, and library. Once this 
is done, we have all the information we need from the images ready for analysis 
and it is time to connect the information from the images with the related meta-
data. We want to understand the incoming online travelers and understand what 
information they come across but most importantly what images they see and 
what makes them click on hotel listings. We connect the weblogs, hotel informa-
tion, and the images to construct the final dataset.

Modeling. Data preparation and modeling go hand in hand, as some essential 
steps in understanding the success of images require extracting the information 
from the image. The next step is to understand the aspect of images that make 
them successful and to use this information to select the “best” image. There are 
three stages in the modeling process. First is to model the historic data that we 
have already gathered. We use these historic data to understand what drives the 
clicks after the search result for hotel bookings. Second, we use the historic data 
to train our model to recognize the image with the highest potential for success. 
Third, we use the trained model to score new incoming images and predict their 
success.

A regression model allows us to understand the relationship between the 
CTR and the images. We control for other factors by adding the other variables in 
our dataset that also impact CTR for online travel search. The second step requires 
us to create image scores. We can use the results from the regression model and/
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or a separate ML model to assign weights to different aspect of images to deter-
mine their importance. The ML algorithm will then determine the optimal images 
to show for an incoming search to maximize CTR.

Evaluation. To test the effect of image score on a particular hotel and as a general 
model, we need to carry out an experiment. This can be done in an experimental 
setting where for a certain location or a certain type of booking, we randomly 
split incoming searches into two possibilities using an A/B test: (A) control 
group with no changes and (B) treatment group where we show the optimal 
image based on the image score and keep the rest the same. We are then able to 
determine whether there is an increase in the CTR for this particular hotel. An 
increase in CTR means the image scoring method works.

This study highlights some of the aspects of images that make them suc-
cessful. For instance, are more colors better? Depending on the destination, do 
consumers like images of beaches or pools better? This information can be used 
for image design purposes and can help create more effective images. As the 
images that are used get better and data are collected about CTR on those images, 
then those data can be used to improve the model even more, creating a model 
which improves itself over time. We constantly make predictions about what 
images and what aspects of images work best for an incoming consumer, and with 
the immediate feedback (clicked or not clicked), we could continuously update 
the model.

Deployment. A successful deployment of the data mining results requires inte-
gration of the model onto the website of the global travel agency and this 
requires the right flow of data. First, it requires the web developers to inte-
grate the image scoring model into the website, such that for every consumer 
coming in the right images for the right hotels are shown. It is also essential to 
have continuous improvement of the model and the weights that determine 
the importance of the aspects of images to ensure the image selection stays 
optimal and up-to-date. The deployment should lead to a significant improve-
ment in CTR.

A successful implementation of this automatic image selection would 
also mean that after going through the different steps of the CRISP-DM frame-
work, the system itself becomes a self-sustainable mechanism. In other words, 
a true AI image selection tool should be able to go through the data, model-
ing, and evaluation steps with little human guidance. It would automatically 
optimize the system and it should make for easy human judgment to comple-
ment all the predictions. That is, in many ways, the true goal of Marketing AI.

Prioritizing Customer Service on Social Media

Social media is an important marketing channel for companies to directly 
engage with consumers and is serving an increasingly important role in customer 
service.68 Rather than merely listening, many firms directly engage with the 
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consumers through social media platforms. This has led to an increase in direct 
interactions between the firms and individual consumers that has revolution-
ized customer relationship management (CRM), creating a type of social CRM.69 
Firms are deploying resources to help respond to these concerns, but most firms 
do not have the resources to respond to every customer service comment that 
comes in over social media, so it is important to prioritize these issues. To effec-
tively determine which users to respond to on social media, we need to deter-
mine which features are important and whether we can accurately detect these 
characteristics.

Ma et al. showed that it was useful to respond to customers on social media, 
but that responding to them may encourage future negative WOM.70 Thus, being 
able to identify which users should be responded to and allocate the resources to 
engage with these consumers is very important. This requires building a tool that 
can identify these users in near real time and provide a more efficient allocation 
of time and resources. The general goal of this project was to develop a Marketing 
AI tool to help prioritize customer service requests on social media and is illus-
trated in Figure 4. This marketing AI tool consists of analyzing and summarizing 
the social media users into a Markovian-like model and building a supervised 
learning model to classify and prioritize the users. Unlike the previous examples, 
this project was undertaken without a focal firm, but instead as a general tool 
development project.

Figure 4. Diagram showing the main steps for the social media customer service example.

Note: Analyze the data, design the model, and evaluate and deploy it in a cyclic process. Data understanding, 
data preparation, modeling, and evaluation happen twice in the process, first for collecting and formatting the 
Twitter data, then applying the model to characterize and prioritize the users.
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Business understanding. To break down the overall perspective of prioritizing social 
media users, it was first necessary to consider what aspects of a user would mean 
that they are a higher priority. After examining the business objectives at hand, 
it appeared that there were three features of the users that could be ascertained 
from social media that could help determine their value to the firm:

 • Are they geographically relevant customers, for example, are they in a mar-
ket where the firm’s product/service is sold?

 • Do they have a potentially high CLV?

 • Will they provide an overall increase in positive WOM about the brand?

The first characteristic reflects whether the user can even be a customer of 
the firm. If a user cannot be a customer due to geographical constraints, then the 
only potential value is related more to brand building than actual sales (geogra-
phy). The second characteristic focuses on the user’s potential to be a high CLV 
consumer (CLV). A wealthy user has the possibility of being a valuable customer. 
The third feature is an estimate of the user’s effect on the firm’s digital WOM. It 
has been well documented that the digital WOM affects the firm’s marketing 
effects and sales71 and is an important feature to include when prioritizing users.

The project will be judged as successful if:

 • We can accurately classify social media users into their appropriate groups 
based on the user’s profile information and behavior.

 • We can use that classification to prioritize social media customer service 
requests in a manner that optimizes a company’s resources.

Data understanding. This Marketing AI application focuses on Twitter. Twitter was 
chosen because it is one of the most active platforms where consumers voice 
their opinions about brands.

Firms are able to directly respond to users’ complaints and concerns on 
Twitter, and many users take advantage of this capability.72 For each one of these 
users, there are many variables to consider that can be extracted from social 
media. The approach presented in this example uses only publicly available social 
media content. Using only publicly accessible data ensures that any firm can col-
lect the data and implement these methods.

For the initial development of the project, we decided to focus on the two 
types of data that seemed to have the best potential for helping with classification: 
profile information and behavioral data. Profile data are data available on the pro-
file of Twitter public accounts and include information such as the number of 
tweets, the number of followers, and the number of Twitter accounts who follow 
the user. The behavioral data for a user is their activity on Twitter over time. The 
benefit of using these data as the independent variables to determining the clas-
sification of a user is that these variables can be collected and formatted for 
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analysis at close to real time, which was important for the business context 
explained above. The ability to collect these data at near real time allows for the 
customer service to quickly collect the data, apply the model, and prioritize users.

Data preparation. To prepare the data, both the profile information and the Twit-
ter timeline of the users need to be formatted. Using the Twitter API, these 
datasets can be collected and formatted relatively quickly, minimizing the time 
between the initial customer service interaction and the firm’s response.

The profile information includes six variables of interest. These variables are 
as follows: number of tweets by the user; number of followers; number of followees, that is, 
the number of Twitter accounts that follow the user; number of statuses favorited by the 
user; whether the user is verified, that is, a user that Twitter has confirmed that the 
user is who they claim to be; and the number of times the user is listed, that is, appears in 
a public Twitter list. These profile variables are not only publicly accessible, but they 
are also required for all users. Thus, all of the users being investigated will contain 
these variables. These variables can be used as the independent variables to build 
models to classify the users into the latent groups: CLV, Location, and WOM.

The API gives companies the ability to quickly collect the timeline of the 
last 3,200 tweets from a user. Using these tweets, we format the data into time 
series, consisting of whether or not a user tweeted during a two-hour window. 
Once all of these data are formatted, the next step is to develop the model.

Modeling. Once the data are formatted, we can apply the AI methods to classify 
the users based on the features of interest. In the end, the decision was made 
to use two separate learning algorithms for the two types of data, profile and 
behavior data, and then combine the results into an ensemble model to clas-
sify the user. Combining the two types of data improved the performance of the 
methods compared with a single model.

For the profile information, it was decided to use a traditional logistic model 
since there was a discrete class output and static independent variables. For the 
behavior data, a relatively new technique known as Causal State Models (CSMs) 
was used. CSMs have been selected to model the time series as opposed to other 
time-series models such as ARIMA (Autoregressive Integrated Moving Average) 
models, because CSMs provide a clear easy interpretable model. The resulting 
CSM provides an exact model where the researcher can determine the current 
state of the user based on the previous events. The CSMs for each user are con-
structed through the Causal State Splitting and Reconstruction algorithm,73 which 
produces a CSM that is minimally complex while maintaining the maximum pre-
dictive power.74 Once the CSMs are constructed for a user, we apply K-Nearest 
Neighbor method to classify the user into the appropriate level. Using a distance 
metric based on the differences between the probabilities of events occurring 
between the two models, we are able to find the K-nearest CSMs from the train-
ing set of users. The user is then classified by the majority of these K-nearest 
neighbors.
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The final classification of the user, which accounts for both of these types 
of model, is a weighted average of the results of these two models. This weighted 
average improves classification accuracy of the users while accounting for the two 
different types of data.

Evaluation. To evaluate the proposed methods, 4,776 users, who reached out 
to a company on a specific day, were investigated. For each one of these users, 
their profile information and Twitter timelines were collected. These users 
were selected because each one of these users directly tweeted at a firm using 
the official Twitter handle of that firm (called mentions and replies on Twitter), 
on a specific date. The collection of these user’s timelines and profile infor-
mation were collected on the same day in order to ensure the same research 
time frame for each user. These data were collected seven months after the 
initial tweets to the firms. This seven-month delay was necessary so we could 
determine what the activity of the user would be after their initial contact with 
the firm. To assess the performance of the models in all cases, the dataset was 
divided into a training set and a testing set, with 5/6  of the users in training 
set and the remaining 1/6  users being in the testing set. The models were built 
on the training set, and the testing set was used to determine the performance 
of the models.

Each of these users was labeled into their appropriate classes for each of 
the three characteristics of interests. As stated earlier, the three prioritizing latent 
characteristics investigated by this study are the location of the user, the cus-
tomer’s lifetime value, and the brand WOM of the user. The success of the clas-
sification method is dependent on which feature was being predicted. The model 
had the most success in predicting the location of the user and the Internet brand 
WOM of the user. The model struggled with predicting the customer’s lifetime 
value. Despite the lack of success in predicting the customer’s lifetime value, 
being able to detect the user’s brand WOM and location of the user provides the 
firm with useful information when deciding which users to respond to on social 
media.

Deployment. A successful deployment of this system would involve integrating the 
model into customer service systems. The brand’s Twitter account would have to 
collect the user’s content whenever multiple users reach out to the firm on Twit-
ter. The model will then help classify the user according to the latent character-
istics described above. Based on these latent classes and company information, 
a final tool could be developed that would present customer service representa-
tives with a list of users assigned to them for response prioritized by this infor-
mation. Each firm might prioritize different aspects of the classes, for example, 
one firm might want to prioritize high CLV over WOM and geography. Similar 
methods could also be developed for other classes of interest besides CLV, Geogra-
phy, and WOM, if the firm was interested in those classes. The exact same models 
would not be used, but new models could easily be generated using the same 
basic framework.
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Conclusion

We have shown how the CRISP-DM framework can be utilized to develop 
AI solutions to marketing problems. We have illustrated this idea with three 
novel and interesting case studies that are significant advances in Marketing AI 
themselves and have elucidated a number of principles and concerns that mar-
keting managers should address when carrying out Marketing AI projects.

There are a few lessons that we would like to highlight for future efforts in 
Marketing AI. We will break them down by the relevant phase:

 • Business understanding: Involving stakeholders of the organization is important 
and the modeler should spend enough time to understand the business ques-
tions to answer. There should be a clear understanding of what the business 
problem is, why it is an important problem to solve, and what a good solution 
will look like. Otherwise, the next steps of the CRISP-DM process will not be 
adequate, and previous decisions and steps might need to be revisited again.

 • Data understanding: Our understanding of data has become more complex as 
we have developed ways to deal with new forms of data, such as images, text, 
and video. Often these data forms require going through some of the CRISP-
DM steps twice. First, we follow the data understanding, data preparation, 
modeling, and evaluation steps to make predictions about the unstructured 
data and turn this into features and representations that we can use in our 
models, and then we follow the same steps again using these new features to 
actually build our Marketing AI solution.

 • Data preparation: One of the most important aspects of data preparation is 
constructing and enhancing the data. Many modeling forms work better 
when the raw data have been transformed in some way. For instance, CSMs 
require discretized data, and the logistic models of the image selection exam-
ple needed some aspects of the images to be transformed into arrays of Bool-
ean variables to work properly. If this process is carried out correctly, it is 
possible to transform data that were not usable into something that can help 
increase the success of marketing outcomes.

 • Modeling: The Marketing AI process is cyclic and there is a feedback between 
the phases. Modeling requires a specific data preparation while the output of 
the analyzed data also determines which modeling technique is best to use. 
In addition, modeling is often required to make predictions about complex 
data formats, which in turn is used as input again into another model.

 • Evaluation: Calibration is only a step within model validation and should be 
considered as part of the model building and validation process. Other useful 
steps to consider to ensure empirical validation are stress tests, case studies, 
and sensitivity analysis.

 • Deployment: The whole CRISP-DM process might be thought of as a never-
ending cycle. Each iteration creates new questions and new possibilities, 
which can be addressed in the next cycle. The goal of Marketing AI is to auto-
mate as much as possible the continual refinement of the previous models, so 
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that even as the models themselves answer more and more questions, they 
are also answering them better and better over time.
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