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The standardized residual sum of squares index was proposed to examine the significant merit of a given
color-difference formula over another with respect to a given set of visual color-difference data [J. Opt. Soc.
Am. A 24, 1823–1829, 2007]. This index can also be employed to determine intra- and inter-observer variability,
although the full complexity of this variability cannot be described by just one number. Appropriate utilization of
the standardized residual sum of squares index for the assessment of observer variability is described with a view
to encourage its use in future color-difference research. The main goal of this paper is to demonstrate that setting
the F parameters of the standardized residual sum of squares index to 1 results in a loss of essential properties of
the index (for example, symmetry), and is therefore strongly discouraged. © 2011 Optical Society of America

OCIS codes: 330.1690, 330.1730.

1. INTRODUCTION
In a previous paper [1], the standardized residual sum of
squares (STRESS) index was proposed as an appropriate mea-
sure of the performance of a color-difference formula with
respect to a given set of visual data. This index can also be
employed to determine the statistical significance of the dif-
ference between performances of two color-difference formu-
las with respect to the same visual data. Color-difference
formulas are designed to provide a numerical description
of color pairs, under fixed viewing and illumination condi-
tions, such that the numerical value closely correlates with
the magnitude of the visually-perceived difference.

The STRESS index can also be employed to determine ob-
server variability, which is a well-known influential factor in
most color-difference experiments [2]. In experimental stu-
dies, two types of observer variability are usually described:
observer accuracy or inter-observer variability (deviation
between mean results from each observer against the mean
results of a panel of observers), and intra-observer variability
or observer repeatability (deviation among results of a given
observer in replicated trials in an experiment). Recent reports
have included well-controlled studies involving small supra-
threshold color differences, indicating surprisingly large inter-
and intra-observer variability [3–5] while the discrepancy
between average visual results and predictions made by cur-
rent advanced color-difference formulas was also relatively
large (∼30%) [6,7]. Fortunately, the STRESS index can be
used to compute and compare both observer variability and

performance of a color-difference formula. In practice, this
comparison is very useful since any effort garnered to im-
prove a color-difference formula and reduce its STRESS value
beyond the corresponding observer variability STRESS values
may be futile.

TheSTRESS indexhas beenemployedbydifferent research-
ers [4,8–12], but, in somecases, in the computation of intra- and
inter-observer variability, the F parameters included in
STRESS definitions have been assumed to be equal to 1. Since
many visual experiments employ the same visual scale for all
observers (for example, a given anchor pair, or gray scale), it
may be plausible to think that F parameters are only arbitrary
scaling factors in the calculation of intra- and inter-observer
variability. However, as shownhere, this assumption is not cor-
rect andF parameters are factors that are designed tominimize
the STRESS index. The main goal of this report is to demon-
strate that setting the F parameters of the STRESS index to
1 results in a loss of essential properties of the index, and it
is therefore strongly discouraged. Moreover, the results of a
visual experiment employing 31 color-normal naïve observers
who assessed a set of 10 color pairs on two separate occasions
[13] confirmed that the average values of the F parameters
for the calculation of intra- and inter-observer variability are
sometimes significantly different from 1.

2. STRESS DEFINITIONS AND PROPERTIES
Let us suppose that we are given a set of n objects, and a meth-
od of determining the dissimilarity in any given pair. Metric
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multidimensional scaling (MDS) is a procedure that can be
employed to obtain a configuration of n points in a p-
dimensional space, usually Euclidean, such that each point
uniquely represents each object, and, for all pairs of objects,
the Euclidean distance between two points approximates the
corresponding dissimilarity. For a given configuration, the
approximation error in representing the dissimilarity between
two objects can be defined. A loss function is a weighted (and
possibly normalized) sum of squares of the approximation
errors for all pairs of objects. Raw STRESS is the most ele-
mentary MDS loss function, as it simply accumulates the total
squared representation error. One of the most frequently
employed loss functions is the normalized STRESS, or
Kruskal’s STRESS [14,15].

The normalized or Kruskal’s STRESS can be applied to the
conventional color-difference domain, where the main goal is
to achieve a color-difference formula whose results corre-
spond to visually perceived color differences, for a given
set of i ¼ 1;…; N color pairs, under fixed illumination and
viewing conditions. Specifically, for the color pair i, we can
designate the visually perceived color difference (i.e., the
response of the human visual system) by ΔVi, and the com-
puted color difference (i.e., the result provided by a color-
difference formula) byΔEi, defining a normalized percentage
STRESS index [1] as follows:

STRESS ¼ 100

�PðΔEi − F1ΔViÞ2P
F2
1ΔV2

i

�
1=2

with

F1 ¼
P

ΔE2
iP

ΔEiΔVi
: ð1Þ

As reported in [1], the next Eqs. (2) and (3) lead to the same
results based on Eq. (1), and therefore, they can be considered
as alternative definitions of STRESS

STRESS ¼ 100

�PðF2ΔEi −ΔViÞ2P
ΔV2

i

�
1=2

with

F2 ¼
P

ΔEiΔViP
ΔE2

i

¼ 1
F1

; ð2Þ

STRESS ¼ 100

�PðΔEi − F3ΔViÞ2P
ΔE2

i

�
1=2

with

F3 ¼
P

ΔEiΔViP
ΔV2

i

; ð3Þ

where Fiði ¼ 1; 3Þ are three different scaling factors, which
will be designated here as F parameters.

As proved in Appendix A, the F parameters shown in
Eqs. (1)–(3) are not only arbitrary scaling factors to correlate
perceived and computed color differences, but specific para-
meters that minimize their corresponding STRESS functions.
Therefore, it is clear that by assuming that F1 ¼ F2 ¼ F3 ¼ 1,
the STRESS definition would be strongly modified with
adverse practical consequences, as indicated below.

The STRESS index defined in Eqs. (1)–(3) can be also used
to determine intra- and inter-observer variability in a given
experiment. Specifically, for the assessment of intra-observer
variability, ΔVi and ΔEi must be replaced by the visual

responses of a given observer in two different assessment
sessions. If several trials are conducted, the mean observer
response from all trials may be compared against responses
from individual trials. For the assessment of inter-observer
variability,ΔVi andΔEi must be replaced by the mean assess-
ment responses of one observer and the mean responses
obtained from all observers. The final values for intra- and
inter-observer variability would thus be the mean values from
all observers participating in the experiment. Additionally, the
standard deviation of these values can be used to express
variability among observers. Incidentally, if raw visual re-
sponses are grade points based on standard gray scales, these
values must be converted into visual differencesΔVi using an
appropriate fit. It must be noted, however, that the arrange-
ment of gray pairs in the current scales used in the ISO [16]
and AATCC standards [17] is not perceptually linear, and
neighboring contrast pairs contain color differences that do
not progress in an arithmetical fashion; rather the differences
are perceptually geometric [18]. For this reason, often a poly-
nomial fit has been employed to correlate gray scale grade
points against a color-difference formula, usually CIELAB [19].
The development and application of a perceptually linear
scale, for use in a manner similar to that of the ISO or AATCC
Gray Scale, was reported recently that showed a statistically
significant reduction in assessment variability among
observers[20].

Among important properties of the STRESS index [1] are its
limitation in the range of 0–100 (the value 0 indicating perfect
agreement between visual and computed results, as desired in
practical applications) and its symmetry: swapping ΔVi and
ΔEi does not influence the index. However, by setting F1 ¼
F2 ¼ F3 ¼ 1 to compute intra- or inter-observer variability,
the following three undesirable consequences are noted:
(1) The upper theoretical limit for STRESS values is no longer
set to 100; (2) the STRESS values from Eqs. (1) and (3) are not
identical; (3) STRESS changes when swapping ΔVi with ΔEi

(i.e., the STRESS index becomes asymmetric). This last con-
sequence is particularly unacceptable when determining intra-
or inter-observer variability since the same intra-observer
variability must be obtained regardless of which two trials
from each observer are considered as ΔVi or ΔEi; also,
the same inter-observer variability must be obtained whether
the mean results from a group of observers are considered as
ΔVi or ΔEi. In summary, by assuming that F1 ¼ F2 ¼ F3 ¼ 1
and using the STRESS formulas given in Eqs. (1) and (3), two
different “pseudo-STRESS” indices (one for F1 ¼ 1 and an-
other for F3 ¼ 1) are obtained, while the true STRESS index
proposed by multidimensional scaling is lost.

Sources of intra- and inter-observer variability can be
separated into several categories, but in general they are
due to systematic and random errors. In some studies,
pseudo-STRESS (F1 ¼ 1) has been used to express the com-
bination of the two sources of error. In visual assessment
studies, systematic variation may originate from consistency
in the use or interpretation of the scale employed. Hence,
STRESS and F values of each observer may be useful when
comparing observers’ variability. To make the results from
different experiments comparable, they must be evaluated
in the same manner, however.
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3. VISUAL EXPERIMENT
In this section, a practical example is provided to demonstrate
the results and issues associated with setting the F para-
meters in STRESS definitions to 1 in the computation of
intra- and inter-observer variability.

The results of an experiment involving visual assessment of
10 color pairs by a group of 31 nonexperienced observers with
normal color vision in two separate sittings were reported pre-
viously [13]. These 10 color pairs were provided to examine
the performance of the most recent CIE-recommended color-
difference formula, CIEDE2000 [21]. In this experiment [13],
visual assessments were performed in a GretagMacbeth
SpectraLight III viewing cabinet using a five-step gray scale
(ISO 105-A02). This viewing cabinet operated with a good D65
simulator constituted by two 750W tungsten halogen lamps,
with measured correlated color temperature of 6263K and
general color rendering index of 95 [22]. In different days,
each observer performed two assessments for each color pair.

Using the average results of all observers, the STRESS va-
lues for the CIEDE2000 color-difference formula (28.4) and
the intra- and inter-observer variability (48.3 and 35.4, respec-
tively) were determined. These results indicate a relatively
good performance for the CIEDE2000 formula as well as large
observer variability, in agreement with previous literature
[3–7]. More specifically, because of the lower STRESS value
for the performance of CIEDE2000 formula than those corre-
sponding to intra- and inter-observer variability in this experi-
ment, it is concluded that modification of the CIEDE2000
formula, to improve its correlation with visual responses, may
not be warranted. Table 1 shows the average and standard
deviation of F1 and F3 parameters for each observer in this
experiment, as well as the results based on testing the F1 ¼
1 and F3 ¼ 1 hypotheses using a two-tailed one-sample t test.
Based on results shown in Table 1, at a 95% confidence level,
it can be concluded that in this experiment the hypothesis
F1 ¼ 1 is rejected, although the hypothesis F3 ¼ 1 is not.

Assuming ΔEi and ΔVi represent the first and second
trials, when F1 ¼ 1 and F3 ¼ 1, pseudo-STRESS values of 62.5
and 55.2, respectively, are obtained for the intra-observer
variability. Analogously, considering ΔEi as the results from
a given observer and ΔVi as the average results of the group,
when F1 ¼ 1 and F3 ¼ 1, two pseudo-STRESS values of 46.5
and 43.5, respectively, are obtained for inter-observer variabil-
ity. Bearing in mind that the STRESS values for intra- and
inter-observer variability were 48.3 and 35.4, respectively, it
can be concluded that in this experiment the pseudo-STRESS

(which we consider not useful) and STRESS values (which we
consider useful) are considerably different. Moreover,
pseudo-STRESS values greater than 100 were obtained for
three observers in the computation of the intra-observer
variability, and for two observers in the computation of the

inter-observer variability. In summary, the results based on
the assumption of F1 ¼ 1 or F3 ¼ 1 lead to pseudo-STRESS

indices, which are considerably different from those using
the true STRESS index shown in Eqs. (1)–(3) and therefore
are not recommended for use.

Table 2 lists the inter-observer variability results of 31 ob-
servers who took part in this experiment [13]. It can be seen
that the mean pseudo STRESS (F1 ¼ 1) value of 46.5 is larger
than the mean STRESS value of 35.4. In the calculation of the
STRESS index, the F1 value for observers varies from 0.69 to
2.04, with a mean of 1.17. Observers 3 and 12 exhibit low
STRESS values (19.8 and 22.2, respectively) and Observer
6, a high STRESS value of 59.8. In addition, although Obser-
vers 16 and 4 performed well in one of two assessments, they
show high STRESS values and can be considered inconsistent.
Figure 1 plots visual assessment results of Observers 3 and 14
against the mean results calculated from all 31 observers.
Both observers gave similar inter-observer variability perfor-
mance (approximately 20 STRESS units) but they significantly
vary in terms of distribution of their response around the
mean. This suggests that while the STRESS index is very use-
ful in providing an objective measure of determining variabil-
ity among groups of observers as well as individual observer’s
repeatability of assessments, it does not exhibit the full com-
plexity of observer behavior during visual assessments.

Table 1. F1 and F3 Values for Intra- and Inter-Observer

Variability in Experiment Described in [13]; p Values

Indicate Result of Testing Hypotheses F1 � 1 and F3 � 1

F1 F3

Average
Standard
Deviation

p
value Average

Standard
Deviation

p
value

Intra-observer 1.33 0.61 0.006 0.94 0.29 0.246
Inter-observer 1.17 0.34 0.007 1.00 0.31 1.000

Table 2. Inter-Observer Variability for Each

Observer in Experiment Described in [13]

Observer STRESS Pseudo-STRESS (F1 ¼ 1) F1

1 26.5 39.9 0.69
2 22.2 25.0 1.12
3 19.8 20.0 1.03
4 50.5 51.0 1.08
5 24.3 24.3 1.00
6 59.8 102.3 2.04
7 44.1 56.5 1.39
8 45.9 46.6 0.91
9 26.9 27.4 0.95
10 39.8 48.9 1.31
11 30.2 31.8 0.89
12 22.2 22.8 1.05
13 49.5 49.8 1.07
14 19.7 41.8 1.38
15 22.1 22.6 1.05
16 50.2 50.3 1.03
17 22.6 32.4 0.76
18 38.7 59.3 1.49
19 32.7 33.3 1.06
20 29.5 95.5 1.95
21 21.1 21.5 0.96
22 33.0 43.4 1.30
23 52.6 52.8 1.05
24 20.2 20.9 0.95
25 68.4 69.4 0.84
26 20.3 90.3 1.90
27 60.8 62.0 1.15
28 48.3 54.3 1.28
29 38.2 80.4 1.77
30 31.1 32.6 1.10
31 27.3 31.2 0.84

Mean 35.4 46.5 1.17
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4. CONCLUSION
The STRESS index [1] can be employed to evaluate the per-
formance of any color-difference formula with respect to a gi-
ven set of visual data, and to measure intra- and inter-observer
variability in color-difference experiments. Efforts to achieve
color-difference formulas with lower STRESS values than
those corresponding to intra- and inter-observer variability
should be considered meaningless. The F parameters in
STRESS definitions are the result of a minimization process,
and not arbitrary scaling factors between perceived and com-
puted color differences. Therefore, fixing F1 ¼ F2 ¼ F3 ¼ 1 in
STRESS definitions in Eqs. (1)–(3) implies a radical change in
the definition and properties of the STRESS index, which is
unacceptable when a proper measurement of intra- or inter-
observer variability is desired. It may also be useful to com-
pare each individual observer’s STRESS and F1 values to
obtain a better understanding of variability among observers.
Although some authors have employed F1 ¼ 1 in a few recent
papers, we do not feel that our current results imply that all
research previously done must be revised. In particular, we
can state that the STRESS values provided in [7] for the
experimental data sets employed at CIEDE2000 development
are correct, and derived from the corresponding values (not 1)
of the F parameters involved in STRESS definition. Current
research on color differences must probably deal with more
interesting problems such as the reliability of the experi-
mental data employed to develop and test new color-
difference formulas [23], including color-difference formulas
for complex images (CIE TC8-02). Anyway, in using STRESS,
the assumption of F1 ¼ F2 ¼ F3 ¼ 1 must be avoided in the
future.

APPENDIX A
Let

A ¼
X

ΔE2
i ; B ¼

X
ΔEiΔVi; C ¼

X
ΔV2

i : ðA1Þ

From the STRESS definition in Eq. (1), it can be seen that

STRESS2 ¼ 104
�PðΔEi − F1ΔViÞ2P

F2
1ΔV2

i

�

¼ 104
�
1þ A − 2F1B

F2
1C

�
: ðA2Þ

Minimizing STRESS2 with respect to F1 results in

∂STRESS2

∂F1
¼ 0 ⇒ 104

−2BF2
1C − 2F1CðA − 2F1BÞ

F4
1C

2 ¼ 0 ⇒

F1 ¼
A
B
: ðA3Þ

The F1 obtained in Eq. (A3) is simply the one shown in
Eq. (1). Finally, it can be proved that using F1, the STRESS2

function achieves a minimum:

∂2STRESS2

∂F2
1

�
A
B

�
¼ 2B2

CA
> 0: ðA4Þ

Analogously, it can be proved that the F2 and F3

parameters minimize their corresponding STRESS functions
defined in Eqs. (2) and (3).
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