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Abstract: ThisSpecial Issue presents the latest advances in research and novel applications of speech
and language technologies based on the works presented at the sixth edition of the IberSPEECH
conference held in Granada in 2022, paying special attention to those focused on Iberian languages.
IberSPEECH is the international conference of the Special Interest Group on Iberian Languages
(SIG-IL) of the International Speech Communication Association (ISCA) and the Spanish Thematic
Network on Speech Technologies (Red Temática en Tecnologías del Habla, or RTTH for short). Several
researchers were invited to extend the contributions presented at IberSPEECH2022 due to their
interest and quality. As a result, the Special Issue is composed of 11 papers that cover different
research topics related to speech perception, speech analysis and enhancement, speaker verification
and identification, speech production and synthesis, natural language processing, together with
several applications and evaluation challenges.

Keywords: Iberianlanguages; speech production; speech synthesis; speech recognition; speaker
identification; speech enhancement; summarization; semantic representations; natural language
processing; neural networks; deep learning; evaluation challenge; audiovisual database

1. Introduction

Research on speech technology for Iberian languages has a meeting point at Iber-
SPEECH, a biannual conference originally conceived to bring together academia and
companies from Spain and Portugal. However, in recent conferences IberSPEECH commu-
nity has expanded to researchers and practitioners from other European countries with a
shared interest in Iberian Languages. While research in speech and language technologies
has the potential to yield very innovative outcomes, converting them into viable busi-
ness ventures requires bridging the gap between academia and business. One way to
achieve this goal is to create meeting points for industry and academia. With this aim,
IberSPEECH2022, a three-day event that brought together the XII Jornadas en Tecnologías
del Habla and the VIII Iberian SLTech Workshop, joined researchers, practitioners and en-
trepreneurs in speech and language technology to promote their interaction and discussion.
In addition, and following the success of previous editions since 2006, the sixth event of
the series also included a special session titled Albayzín Evaluations, which consisted of
four challenges focused on evaluating different speech technologies over TV and radio
broadcast data, with corpora provided by Radio Televisión Española (RTVE), Corporació
Catalana de Mitjans Audiovisuals, and Corporación Aragonesa de Radio y Televisión.

This Special Issue presents the latest advances in research with novel applications
of speech and language processing, paying special attention to those focused on Iberian
languages, based on works presented at the 2022 edition of the conference held in Granada,
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Spain [1]. The Special Issue is composed of ten high-quality papers containing extended ver-
sions of the conference contributions selected by the Technical Program Committee, together
with a paper that summarizes the results of the 2022 Albayzín Evaluations. The main high-
lights of these works are described in this Editorial paper grouped in four main research topics.

2. Contributions
2.1. Natural Language Processing

Natural language processing (NLP) is a very dynamic and diverse field. The special
issue showcases the breadth of research within NLP with papers covering important topics
including summarizing, topic classification, chatbots, and datasets.

In the age of information overload, the ability to identify key points in vast textual
sources is crucial. The article by González et al. (contribution 1) focuses on extractive
summarization, which involves selecting and extracting the most important information
or key sentences from a given document or set of documents to create a concise summary.
The authors present the Attentional Extractive Summarization framework, which exploits
the attention mechanisms of Siamese hierarchical networks to learn the relations between
documents and summary sentences. Following their innovative approach, it is no longer
required to perform sentence labeling and oracle extraction, a laborious process involved
in state-of-the-art approaches. The experimentation with two corpora of newspaper sum-
marization shows it is possible to obtain high quality summaries.

Natural language understanding is also a key aspect in the interaction with chatbots.
In particular, open-domain chatbots have the ability to maintain a conversation with
users in a wide range of topics. This entails multiple challenges, as the chatbot must
be able to manage an interaction in which topics vary over time, but the information
provided must be consistent with the history of the dialogue and the conversation topic.
In (contribution 8) Rodríguez-Cantelar et al. present novel Zero-shot approaches to
accurately identify the topic and subtopic of the conversation at every moment, and the
automatic estimation of inconsistent responses as a first step to endow chatbots with the
ability to avoid contradictory responses to variations of semantically similar user inputs.
The evaluation results show a good efficacy in both tasks with several dialogue datasets
with up to 18 distinct topics.

Underlying the wide range of NLP topics, current advances in the area would not be
possible without large high-quality resources for training and testing language models.
Gutiérrez-Fandiño et al. (contribution 10) present the massive multilingual crawling corpus
esCorpius-m. esCorpius-m contains data in 34 languages different from English, with a
strong focus on Spanish. One of the most prominent characteristics of the dataset is that it
is cleaner than other state-of-the art corpora thanks to a novel cleaning and de-duplication
pipeline, and that it maintains document and paragraph boundaries, and incorporates
traceability to the source documents. The deduplicated and cleaned corpus, shared in
HuggingFace, has a size of 2.5 TB, with 645,772,362 paragraphs and 242,248,582,193 tokens.

2.2. Automatic Speech Recognition

Automatic Speech Recognition (ASR) is a technology that transforms human speech
into readable text. This field has grown exponentially over the past decade, with ASR
systems popping up in popular applications we use every day such Google Meet or Zoom
for meeting transcriptions, and many more. Originally, ASR was focused solely on acoustic
cues. Visual Speech Recognition (VSR) allows the development of complementary and/or
alternative approaches to ASR to transcribe speech without the need for acoustic informa-
tion, becoming instrumental to address those challenges posed by noisy communication
environments as well as to develop silent speech interfaces for people with speech im-
pairments, for instance. However, the interpretation of visual speech presents specific
challenges such as visual ambiguities, the sensibility to changes on lighting conditions and
the effect of inter- and intra-speaker variability, among others.
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The article coauthored by Gimeno-Gómez and Martínez-Hinarejos (contribution 2)
proposes the adaptation of end-to-end VSR systems to a specific speaker by introducing
two adaptation techniques based on the so-called Adapters [2] to implement the fine-tuning
module after speaker identification. The experiments conducted on the Spanish LIP-RTVE
database [3] show that, on the one hand, both methods obtain similar recognition rates to
those from state-of-the-art alternatives; a result especially relevant when a limited amount
of speaker-dependent training data is available. On the other hand, the authors highlight
the scalability of their approach with respect to the full-model fine-tuning techniques,
reducing the training time and storage costs by up to 80% –thanks to the reduction of the
number of learnable parameters–, but at the cost of a slight worsening their word error rate.

A study on classifying phones (speech sound) using electromyographic (EMG) sig-
nals obtained from the Spanish ReSSInt-EMG database is presented by Salomons et al.
(contribution 3). This database is part of the ReSSInt project [4], which aims to restore
speech for laryngectomees using an EMG-based Silent Speech Interface (SSI). Compared
to previous studies on this topic, in this paper the authors revised the linear discriminant
analysis (LDA) feature reduction procedure, which resulted in changing the number of
LDA features from 28 to 21. This features reduction helps to reduce the training time and
the complexity of the model, but the accuracy obtained remains similar.

The new study is conducted including new sessions and extending the experiments
with different modalities regarding speaker and session dependency. Instead of a bagging
classifier, a neural network is used as a classification method. The results obtained suggest
that the development of an EMG-based SSI with sufficient performance for real-world
applications requires a large and diverse database.

In the paper by Penagarikano et al. (contribution 5), a semisupervised speech data
extraction method is presented and applied to create a new dataset designed for the
development of fully bilingual Automatic Speech Recognition (ASR) systems for Basque
and Spanish. The data collection are from plenary sessions of the Basque Parliament and
is used to train domain-adapted models. Also, the main features of a fully bilingual ASR
system for Basque and Spanish are presented. This system is based on the integration of
acoustic, lexical and language models.

The presented ASR system is able to deal with code switching [5] events (in bilingual
communities, speakers sometimes mix languages and jump spontaneously from one language
to another) in a natural and computationally efficient fashion. Performance results, Word
Error Rates (WER), show a considerable reduction compared with the used baseline system.

2.3. Speech Synthesis

Voice cloning techniques aim to generate synthetic speech that resembles the voice of
a particular speaker. The article by González-Docasal et al. (contribution 4) reflects on the
relevance of considering the most appropriate input speech corpora from the target speaker
as a key factor of the voice cloning process when applying deep learning. The approach
focuses on selecting the most-suitable corpus subset considering the lower heterogeneity
in terms of phonetic coverage and utterance speed, as well as the lower signal-to-noise
ratio, as a means of obtaining cloned speech with higher synthetic quality. This quality is
measured by computing two estimators of the well-known Mean Opinion Score (MOS),
named NISQA and MOSnet, avoiding the need of including human perceptual evaluations
in the selection process. The paper also presents an algorithm to calculate the sentence
alignment of the synthesized audio at the character level in the process. The experiments
consider both low and high-quality speech corpora, being the latter used as a reference,
for evaluating the proposal on the Tacotron-2 text-to-speech voice-cloning framework.
The results suggest that introducing a robust pre-training step when developing voice-
cloning based on deep learning can significantly reduce the amount of data needed for
training. It is worth mentioning that the authors found that training a voice-cloning model
with only 3 h of speech data (even in a different language) from a pre-trained model
resulted in similar synthetic quality to training the voice-cloning approach from scratch
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with larger datasets, thus, making the training process of this kind of techniques based on
deep learning more efficient.

From a different perspective of those approaches considering deep learning techniques,
speech can be also generated from articulatory-based models. Recent advances on the
production of voice through 3D-based vocal tract geometries using numerical simulations
have been able to generate speech signals such as vowels and diphtongs, among other short
utterances. For techniques based on the source-filter model, the estimation of both the
glottal source and the vocal tract transfer function becomes instrumental, being particularly
challenging when trying to improve expressiveness of current approaches.

In the work conducted by Freixes et al. (contribution 7), the authors compare the
performance of current state-of-the-art glottal inverse filtering (GIF) techniques, devoted to
decompose the glottal source from the vocal tract, on a common reference dataset. The per-
formance of different variants of iterative adaptive inverse filtering (IAIF) and quasi closed
phase (QCP) approaches are implemented and evaluated on OPENGLOT’s Repository I [6]
extended with female vowels. Several standard GIF error metrics are computed to evaluate
the obtained glottal flow signals. As a result of the conducted benchmarking on both male
and female synthetic vowels with different phonation types and F0s, the authors argue that
QCP-based approaches outperform their IAIF-based alternatives for almost all error metrics
and evaluated scenarios, besides behaving more stable across sex (male-female), phonation
type (from lax to tense: whispery, breathy, normal, and creaky), F0 values (from 100 to
360 Hz with steps of 20 Hz), and vowels. Moreover, the results show that applying GIF on
female vowels is more challenging than on male vowels, presenting a general decrease in
main errors when moving from tense to lax phonations.

2.4. Affective Computing and Applications

Speech Emotion Recognition (SER) plays a crucial role in applications involving
human-machine interaction. These systems still struggle to accurately discern the emotional
state of their users, which is a fundamental aspect of human communication. However,
the scarcity of suitable emotional speech datasets presents a major challenge for accurate
SER systems. Most datasets include artificially simulated emotions and feature a small
number of audio samples and speakers. To enhance the overall performance and gen-
eralization capabilities of subsequent systems, researchers have employed a technique
known as cross-corpus or joint training. This approach involves amalgamating multiple
datasets during the training phase. Cross-corpus or joint training has been utilized in
certain SER systems as a means to overcome the challenges posed by the aforementioned
dataset limitations, for example see [7].

In the paper by Pastor et al. (contribution 9), authors explore the cross-corpus strategy
as an extension of the training set and investigates the cross-corpus strategy in greater
detail. They explore additional language variability by incorporating a dataset in a different
language, and they evaluate the system’s performance by gradually increasing the amount
of matched data in the training set. Furthermore, another self-supervised (SS) representation,
WavLM [8], is assessed, considering its favorable performance in previous studies. The ob-
tained results show that combining databases, even when they encompass different languages,
can enhance the system’s performance. Moreover, The study presented in this paper reveals
that the WavLM representation outperforms other representations in the SER task.

Prosody is one of the essential characteristics of human voice communication, with
prosody we can communicate everything from emotions to the purpose of a sentence.
Through automatic speech processing, it is possible to analyze prosody and extract prosody
characteristics that can be used in a variety of speech-related applications. In particular,
by analyzing prosody characteristics, it is possible to identify differences between the voices
of typical speakers and individuals with Down syndrome (DS) [9].

A study to obtain prosody features to detect problems in individuals with Down
syndrome is carried out in contribution 11. By means of these features it is possible to
help therapists to design training therapies adapted to the particular problems of each
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user. These prosodic features have been extracted from a speech corpus from individuals
with Down syndrome. The corpus was obtained through the use of a tool (a video game)
designed to train prosody and pragmatics in individuals with Down syndrome.

2.5. Albayzin Evaluations

Following other similar evaluation initiatives to share and compare recent advances
on speech technologies, the Albayzin evaluation campaign was launched in 2006 supported
by the RTTH. The Albayzin evaluation series have become a well-known and established
framework for the Iberian speech research community, especially for Spanish.

As reported by Lleida et al. (contribution 6), the challenges considered for the 2022
edition were the following ones: speech-to-text transcription, speaker diarization and
identity assignment, text and speech alignment, and search on speech. When compared
to previous editions, it is to note that the IberSpeech2022 related edition included two
main novelties. On the one hand, a text and speech alignment challenge was included in
the Albayzin evaluation series. And, on the other, new and more challenging databases
from broadcast media content were released for all the evaluation tasks, being some of
them such as the RTVE (Radio Televisión Española) and the Basque Parliament databases
specifically created for the corresponding challenges. The paper summarizes the main
characteristics of the evaluation databases, as well as the evaluation tasks, detailing the
metrics considered. Moreover, the paper describes the main features and discusses the
results obtained by the approaches of the different research teams that participated in each
one of the challenges and sub-challenges, improving the results obtained with respect to
those reported in previous challenges.
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The following abbreviations are used in this manuscript:
ASR Automatic Speech Recognition
EMG Electromyography
GIF Glottal Inverse Filtering
IAIF Iterative Adaptive Inverse Filtering
ISCA International Speech Communication Association
LDA Linear Discriminant Analysis
MOS Mean Opinion Score
NLP Natural Language Processing
QCP Quasi Closed Phase
RTTH Red Temática en Tecnologías del Habla
RTVE Radio Televisión Española
SER Speech Emotion Recognition
SIG-IL Special Interest Group on Iberian Languages
SS Self-Supervised
SSI Silent Speech Interface
VSR Visual Speech Recognition
WER Word Error Rate
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