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Abstract 15 

This paper explores the transformative role of ChatGPT in enhancing bibliometric research 16 

methodologies across various stages of academic study. It discusses the application of 17 

ChatGPT in bibliometric studies across five core research stages: preparation and consultation, 18 

data processing, data analysis, results interpretation, and scientific writing. Highlighting 19 

ChatGPT's versatility, the paper showcases its utility in streamlining data handling, enhancing 20 

analytical depth, and facilitating scholarly communication. With capabilities ranging from 21 

querying external APIs to customising responses for specific research needs, ChatGPT may aid 22 

the efficiency and efficacy of bibliometric research. Ethical considerations are also discussed, 23 

advocating for the integration of ChatGPT to uphold high ethical standards and improve 24 

research integrity. 25 
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1. INTRODUCTION 49 

1.1. Large Language Models: transforming artificial intelligence  50 

Since the release of BERT (Bidirectional Encoder Representations from Transformers) by 51 

Google in 2018 and GPT-3 by OpenAI in 2020, large language models (LLMs) have 52 

revolutionised the field of artificial intelligence (AI) and natural language processing. BERT 53 

pioneered the use of bidirectional transformers, which understand words by considering 54 

context from both sides, enabling a better grasp of natural language (Devlin et al. 2019). GPT-55 

3 advanced this technology further with 175 billion parameters, providing unprecedented 56 

capabilities in text generation and comprehension (Frantar et al. 2023). These models are 57 

trained on vast amounts of textual data using deep learning techniques that capture complex 58 

patterns and structures of human language. In analysing text sequences, LLMs use the 59 

transformer architecture for deep learning networks, allowing models to attend to different 60 

parts of the text simultaneously, thus enhancing the coherence and relevance of the generated 61 

responses. This capability enhances generative AI by helping it to create contextually 62 

appropriate content. 63 

 64 

The transformer architecture was introduced in the seminal paper "Attention is All You Need"  65 

(Vaswani et al. 2017). It demonstrated how self-attention mechanisms could outperform 66 

traditional recurrent neural networks in natural language processing tasks. This significantly 67 

improved the accuracy and efficiency of language models and laid the groundwork for 68 

subsequent developments. The power of this architecture has been popularised by the success 69 

of a new generation of conversational bots. In particular, the Generative Pre-trained 70 

Transformer (GPT) chat implementation called ChatGPT was created for conversational AI 71 

challenges (Roumeliotis and Tselikas 2023). It can engage in interactive conversations, answer 72 

questions, and simulate natural interactions (Wu et al. 2023). 73 

 74 

The use of LLMs has swiftly expanded across multiple fields, driven by their versatility. Many 75 

sectors are being impacted by this technology. For example, in the business sector, these 76 

models may enhance technical support through advanced chatbots, automate report generation, 77 

and facilitate data analysis (George and George 2023). In Education, LLMs can aid in creating 78 

personalised educational content and developing intelligent tutoring systems (Cooper 2023). 79 

In Medicine, they may assist with clinical documentation, medical report generation, and 80 

preliminary diagnostics (Dave, Athaluri, and Singh 2023).  81 

 82 

LLMs and generative IA have already been investigated for various Library and Information 83 

Science applications. First, in text processing, LLMs may automate and improve the accuracy 84 

of classifying large volumes of textual information (Brzustowicz 2023). Second, information 85 

retrieval systems, such as commercial databases like Scopus, are incorporating these models to 86 

advise users on search strategies (Elsevier Scopus Blog 2024). Additionally, native products 87 

like Elicit provide new tools for searching and analysing scientific literature, such as by 88 

offering summaries, question answering, and trend analysis based on large data corpora 89 

(Whitfield and Hofmann 2023). In libraries and information centres, LLMs might enhance user 90 

services through intelligent chatbots and recommendation systems, optimise query 91 

management, and provide personalised assistance (Aboelmaged et al. 2024). One of the fields 92 

most actively discussing the arrival of ChatGPT is the academic and research sector (Peres et 93 

al. 2023). 94 

 95 

In the chatbot market, major technology companies have presented their own solutions. 96 

Google's Bard, now known as Gemini, is an alternative to ChatGPT (Google DeepMind 2024). 97 
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Microsoft has embedded ChatGPT into Bing and Microsoft 365, branding it as Copilot 98 

(Adetayo, Aborisade, and Sanni 2024). Other notable examples include IBM's Watson 99 

Assistant and Facebook's BlenderBot.  100 

 101 

1.2. Features and functionalities of ChatGPT 102 

ChatGPT is a generative text system that uses machine learning to closely mimic human 103 

writing. The current iteration, version 4o released in May 2024, is equipped to deal with a broad 104 

spectrum of specialist tasks. It is accessible online and through a mobile application. Interaction 105 

with ChatGPT is primarily managed through one or more user prompts, which facilitate the 106 

entry of specific questions and requests by users. The accuracy of the prompt formulation is 107 

essential, as vague prompts can lead to poor results (Giray 2023). The art of prompt engineering 108 

has become a specialist skill for ChatGPT users (White et al. 2023). 109 

 110 

In addition to processing text, ChatGPT 4o is multimodal, meaning it can analyse multiple 111 

types of data, including images, Excel spreadsheets, and PDF documents. Furthermore, the 112 

mobile application version of ChatGPT 4o supports voice commands. ChatGPT users can also 113 

create their own GPT bots tailored to specific tasks or knowledge bases1. One of the most 114 

powerful features of ChatGPT is its own API for automating its use. It can also be integrated 115 

with external APIs and third-party services, facilitating connections with external data and 116 

tools. Beyond these capabilities, ChatGPT incorporates ethical safeguards, such as mechanisms 117 

to prevent the generation of harmful content. Its theoretical potential for facilitating academic 118 

writing, data analysis, and even conducting complex research activities suggests that it may 119 

play a role in advancing academic research. 120 

 121 

1.3. Potential of ChatGPT for research and objectives 122 

The potential of ChatGPT for research has been discussed by UNESCO, suggesting that it can 123 

help the processes of design, data collection, data analysis, and the subsequent publication stage  124 

(United Nations Educational, Scientific and Cultural Organization 2023). Discussions centring 125 

on various health fields have also tended to emphasise the potential of ChatGPT. For example, 126 

a review of biomedical studies about ChatGPT found that its benefits were mentioned in 51 of 127 

the 60 studies analysed (85%), and these included: (1) improvements in scientific writing (Graf 128 

and Bernardi 2023) and an increase in the equity and versatility of research; (2) the efficient 129 

analysis of data sets, code generation, and literature reviews (Sallam 2023). Additionally, 130 

various experiments have been conducted, simulating patient populations in biomedical data 131 

and testing its effectiveness in drafting paper (Macdonald et al. 2023).  These uses have led to 132 

discussions about co-authorship with ChatGPT in scientific articles (Stokel-Walker 2023). 133 

 134 

Generative AI also raises ethical and copyright issues, such as who owns the rights to the 135 

generated text since it is partly derived from the uncredited authors of the texts use to train the 136 

models (Lund et al., 2023). In addition, it can be difficult to detect ChatGPT-authored text 137 

within academic papers, which is a problem for journals and conferences that ban it (Odri and 138 

Ji Yun Yoon 2023; Sadasivan et al. 2023). As Gao points out in the case of ChatGPT's capacity 139 

to generate believable scientific abstracts (Else 2023). In this regard, to avoid plagiarism, it has 140 

 
1 GPT enables users to explore and develop personalized versions of ChatGPT. This feature allows for the 

customization of the AI model by combining specific user instructions, integrating enhanced knowledge bases, 

and incorporating a variety of skills. Users can tailor their version of ChatGPT to suit specific tasks or industries, 

optimizing the AI's responses and functionalities to better meet their needs. The online version of ChatGPT 

includes a GPT search tool, allowing users to easily find and access different versions of ChatGPT tailored to 

specific needs. 
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been proposed that the detection of ChatGPT and similar technologies should be integrated into 141 

academic platforms to catch plagiarism and safeguard the rights of researchers and writers 142 

(Qasem 2023). The increased use of generative AI may also cause a decrease in critical thinking 143 

and challenges with effectively evaluating the generated text (Rahman and Watanobe 2023), 144 

including the detection of hallucinations, that is, incorrect or nonsensical information. This 145 

problem might be reduced or exacerbated by custom GPTs that connect and make use of 146 

controlled sources, such as the Dimensions GPT for scientific information search. 147 

 148 

The use of ChatGPT is being debated across numerous fields, serving both as a writing tool 149 

and a research instrument (Torres-Salinas and Arroyo-Machado 2024). Notably, the field of 150 

Library and Information Science has been the subject of discussion in academic research 151 

libraries (Houston and Corrado 2023), where it is posited to significantly enhance information 152 

retrieval and user interactions (Lund, Khan, and Yuvaraj 2024). Although this study focuses 153 

on bibliometrics, libraries have long integrated AI into their operations, with numerous 154 

applications predating the emergence of ChatGPT. These include expert systems for reference 155 

services and personalized information retrieval (Tian 2021), chatbots to enhance services and 156 

attract users (Choukimath, Shivarama, and Gujral 2019), and improvements in collection 157 

management and internal activities (Das and Islam 2021). The advent of generative AI and the 158 

democratization brought about by tools like ChatGPT have now magnified and accelerated 159 

these existing applications (Arroyo-Machado and Torres-Salinas 2024). ChatGPT may also 160 

support fundamental services such as cataloguing and reference (Brzustowicz 2023) or research 161 

assistance (Oyelude 2023) with potentially far-reaching implications for all areas that rely on 162 

these services (Cox and Tzoc 2023). It may be especially useful in areas where analysis, 163 

reporting, and research of large data sets are necessary. This is why one of the key areas of 164 

application could be bibliometrics and scientific evaluation, where there have already been 165 

some interesting results. For instance, ChatGPT-4 can produce plausible document summaries 166 

and quality evaluation rationales that align with the REF criteria (Thelwall 2024).  167 

 168 

This chapter explores ChatGPT's potential applications in bibliometric studies, organised into 169 

five key areas: (I) preparation and consultation, (II) data processing, (III) data analysis, (IV) 170 

results interpretation, and (V) writing. These areas, detailed in Table 1, encompass various 171 

tasks we will elaborate on to demonstrate ChatGPT's capabilities. We argue that integrating 172 

ChatGPT into bibliometric studies and other Library and Information Science fields can 173 

enhance efficiency and output quality. We will break down the functionalities outlined in Table 174 

1, providing a clearer picture of effective integration. Finally, we will critically review 175 

ChatGPT's ethical, legal, and creativity-related issues. 176 

 177 

 178 

 179 

 180 

 181 

 182 

 183 

 184 

 185 

 186 

 187 

 188 

 189 

 190 



This is the preprint version of a book chapter 

5 

 

Table 1. Tasks where ChatGPT could be used in bibliometrics. 191 

Project stage Detailed activities 

Preparation and consultation 

Establishing bibliometric goals and 

consulting relevant literature 

Review of manifestos and ethical and methodological guidelines. 

Design and preparation of contextualised case studies. 

Translating the goals of an analysis into a bibliometric strategy. 

Data processing 

Retrieving, cleaning, and 

combining bibliometric data 

for accurate analysis 

Identification and selection of relevant data sources. 

Extraction and downloading of data from multiple sources. 

Data cleaning, transformation, and normalisation. 

Guidance on database structuring. 

Data capture through APIs and process automation. 

Documentation and metadata description of datasets. 

Data analysis 

Analysing bibliometric data to 

identify trends and patterns 

Conducting descriptive and exploratory data analysis. 

Application of advanced statistical techniques. 

Development of data visualizations for interpretation. 

Calculation of bibliometric indicators and impact metrics. 

Consultation on the selection and application of indicators. 

Implementation of Topic Modelling and content analysis. 

Results interpretation 

Interpreting data to understand 

bibliometric impacts and 

relationships 

Critical interpretation of the obtained results. 

Validation of results through statistical methods. 

Writing 

Drafting the report 

summarising bibliometric 

findings and conclusions 

Critical review and editing of scientific texts. 

Writing of reports, articles, and presentations. 

Making recommendations based on the bibliometric results, if applicable. 

Summarising the limitations of the bibliometric approach used. 

Translation of scientific documents into multiple languages. 

 192 

2. APPLICATIONS AND EXAMPLES 193 

This section discusses potential bibliometric applications of ChatGPT as a starting point for a 194 

discussion of its value, irrespective of whether there is any evidence that it is useful or ethical 195 

in the suggested roles. 196 

 197 

2.1. Preparation and consultation 198 

Table 2 highlights three ways in which ChatGPT could help in the preparatory phases of 199 

bibliometric analyses.  200 

 201 

To give a practical example, we used ChatGPT in the initial consultation phase of a bibliometric 202 

study into the impact of open access policies (Figure 1) and then asked for help with the 203 

recommended software (Figure 2). Whilst the first example output might be plausible to a non-204 

expert, the recommended strategy is too general to be valid and recommends the widely 205 

discredited h-index. Similarly, whilst the second output seems helpful, it would be risky to rely 206 

on it rather than the official software documentation in case ChatGPT has guessed incorrectly.  207 
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Table 2. Utilising ChatGPT in preparation and consultation: tasks, descriptions, and real-case scenarios.  208 

Task Description Example 

Review of ethical 

and 

methodological 

guidelines 

Assists in analysing 

and summarising key 

points from relevant 

documents to ensure 

adherence to best 

practices. 

ChatGPT facilitates the examination and summary of the 

DORA declaration and CoARA recommendations, enabling 

researchers to integrate these considerations into their 

publication strategies and repository selections. 

Design and 

preparation of 

contextualised 

case studies 

Provides support in 

structuring and drafting 

case studies that reflect 

specific research 

contexts. 

ChatGPT assists in designing a methodology for evaluating 50 

scientists in accordance with evaluative principles, detailing the 

steps such as criteria selection, data collection methods, and 

analysis techniques for objective assessment. 

Translating the 

goals of an 

analysis into a 

bibliometric 

strategy 

Assists in defining and 

structuring bibliometric 

analyses to align with 

specific research 

objectives. 

ChatGPT aids in outlining a bibliometric approach to track the 

evolution of research on open access over the last decade, 

including the identification of key journals, authors, and trends 

in publication strategies. 

 209 
Figure 1. In the following example, a prompt is shown requesting guidance for a bibliometric study, and the 210 

output is displayed in table format.  211 

1 Suggested prompt to receive a bibliometric study suggestion in a specific format 

I need a table that summarizes the methodology and peer review process for a 

bibliometric analysis project, including evaluation criteria with specified weights, 

data collection methods mentioning specific databases and metrics, detailed analysis 

techniques identifying the software used, and a structured peer review process with 

defined steps and their importance. Please ensure the table provides a clear and 

comprehensive overview suitable for academic and research purposes. 

 

2 Table generated by ChatGPT outlining the various elements of the study 
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Figure 2. Ask ChatGPT with a VOSviewer image to define the indicators and help us understand them.  212 

 

 

1 In this instance, you were working with the VOSviewer software, and I 

want to know specific details about the functionalities and concrete indicators 

from the menu, particularly regarding normalisation aspects. I'm asking 

ChatGPT to describe them for me, and I'm attaching a small screenshot of 

the menu in the prompt. 

 

                                                 

 

 

2 In the response, we see how 

ChatGPT can identify the 

different indicators included in 

the menu image and enlighten 

us on their use. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In the VOSviewer software, normalisation is a critical feature for adjusting raw data to 

account for size-related differences among items, making comparisons more meaningful. The 

normalisation methods included in the menu are likely as follows: 

● No normalisation: This option means that the raw data will be used without any 

adjustments. It's a straightforward approach that may be suitable when all items 

are of similar size or when size differences are not expected to distort the 

analysis. 
● Association strength: This normalisation method adjusts the data based on the 

strength of the association between items. It's often used in co-citation or co-

authorship analysis, where it's important to understand how strongly items (such 

as documents, authors, or journals) are related, relative to the overall network 

structure. 
● Fractionalization: This method typically divides the count for each instance by 

the number of all instances that share a characteristic. It's used, for instance, in 

collaboration networks, where a publication co-authored by multiple authors may 

have its 'weight' divided equally among them to avoid over-representation of 

collaborative works. 
● LinLog/modularity: This might refer to a specific combination of linear and 

logarithmic normalisation or to a modularity-based approach often used in 

community detection within networks. It helps to fine-tune the visualisation by 

focusing on the modularity of the network, which can highlight the strength of 

clusters within the data. 
These normalisation methods help users perform bibliometric analysis by adjusting data to 

reveal underlying patterns that raw counts might obscure. The choice of method will depend 

on the research question and the characteristics of the dataset. 

 

 213 

2.2. Data processing 214 

ChatGPT may help with at least six data processing tasks (Table 3). All of these are sensitive 215 

actions in the sense that errors could invalidate a study and so expert oversight would be needed 216 

to check the results. To help with this, ChatGPT might be prompted for explicit reasons for its 217 

choices or supporting information (Figure 3). It is not clear whether the ChatGPT outputs 218 

would tend to be a helpful timesaver or a problematic distraction for these tasks.  219 

 220 

 221 

 222 

 223 

 224 
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 225 

 226 

 227 

 228 

 229 

 230 

 231 

 232 

 233 

 234 
Table 3. Utilising ChatGPT in bibliometric data processing: tasks, descriptions, and real-case scenarios.  235 

Task Description Example 

Identification and 

selection of 

relevant data 

sources 

Suggests databases, 

journals, and platforms 

for data collection. 

Asking ChatGPT to identify the most appropriate database for a 

study on social sciences in Spanish might lead to the suggestion 

of Scopus or Web of Science due to their extensive coverage 

and language support. 

Extraction and 

downloading of 

data from multiple 

sources 

Automates the process 

of retrieving data from 

identified sources. 

Using ChatGPT to automate the extraction of data from 

PubMed and arXiv for a review on neurodegenerative diseases. 

Data cleaning, 

transformation, 

and normalisation 

Refines raw data into a 

usable format, 

addressing 

inconsistencies and 

preparing for analysis. 

ChatGPT could assist in scripting for data cleaning routines, 

such as standardising author names and affiliations from 

different citation styles. 

Guidance on 

database 

structuring 

Advice on organising 

data in a structured 

manner conducive to 

analysis. 

ChatGPT offers insights on how to structure a relational 

database for storing bibliometric data, emphasising the 

relationships between authors, publications, and citations. 

Data capture 

through APIs and 

process 

automation 

Uses APIs for efficient 

data retrieval and 

employs automation 

for repetitive tasks. 

ChatGPT aids in creating scripts to query the Crossref API for 

real-time citation data, enhancing the dataset's currency and 

accuracy. 

Documentation 

and metadata 

description of 

datasets 

Creating detailed 

records about the 

dataset, ensuring clarity 

and reusability. 

ChatGPT helps draft comprehensive documentation for a 

dataset, outlining its scope, methodology, and potential 

limitations, ensuring future researchers can understand and 

utilise the data effectively. 

 236 

 237 

 238 

 239 

 240 

 241 

 242 

 243 

 244 

 245 
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Figure 3. Example of assistance for choosing a bibliographic database and comparison.  246 

RESPONSE 1 PROMPT 1 

 

In this prompt, we define an analysis scenario 

with specific typologies, areas, and functions 

to obtain the best possible recommendation. 

 

PROMPT 2 RESPONSE 2 

As it returns two tools, we ask for a simple 

comparative table to be generated. 

 

 
 247 

 248 

ChatGPT may be particularly useful for programming tasks if the bibliometrician is not an 249 

experienced programmer. This might include constructing API queries. Figure 4 provides an 250 

example where ChatGPT constructs a Python program to normalise author names as part of the 251 

data preparation phase. The script employed regular expressions to identify and standardise 252 

common variations in author names (e.g., "J. Doe" vs. "John Doe") and affiliations (e.g., "Univ. 253 

of Example" vs. "University of Example"). It also included a function to match and merge 254 

records that, after processing, were identified as belonging to the same individual or institution, 255 

despite the initial discrepancies in how their names were presented. This application might 256 

improve the quality of the dataset, enabling more accurate analyses of publication patterns, 257 

collaborations, and institutional affiliations within the field of study. A competent Python coder 258 

should be able to check that the code works, saving time in comparison to identifying the 259 

appropriate functions to write the code themselves (Figure 4). 260 

 261 

 262 

 263 

 264 

 265 

 266 

 267 
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 268 
Figure 4. Example of a prompt in ChatGPT to request a Python routine that allows for the 269 

normalisation of author names and institutions in a dataset 270 

 271 
 272 

Similarly to the above example, Figure 5, illustrates ChatGPT's ability to construct a 273 

specific format of API query, with an explanation that can be checked. This can save 274 

the programmer the time to look up all the components of the query in the API 275 

documentation. 276 

 277 

 278 

 279 

 280 

 281 

 282 

 283 

 284 

 285 

 286 
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 287 

 288 

 289 

 290 

 291 
Figure 5. Example of a prompt for constructing a query to the Crossref API. 292 

 293 

 294 

2.3. Data analysis 295 

ChatGPT could be used to analyse data (e.g., uploaded in a spreadsheet), suggest a data analysis 296 

strategy or write code for a particular analysis (Table 4).  Relying on ChatGPT to process the 297 

data is particularly problematic because the researcher then no longer has the oversight to check 298 

that the processing steps are correct. Since bibliometric processing often has many steps and 299 

some require expert input, relying on ChatGPT’s guesses is unethical and potentially 300 

disastrous. This type of analysis should therefore never be used unless substantial evidence 301 

accrues from multiple sources that the results are reliable. 302 

 303 

 304 

 305 

 306 

 307 

 308 

 309 

 310 

 311 

 312 
 313 
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Table 4. Using ChatGPT in data analysis: tasks, descriptions, and real-case scenarios.  314 

Task Description Example 

Conducting 

descriptive and 

exploratory data 

analysis 

Involves summarising 

the main characteristics 

of a dataset to uncover 

patterns or anomalies. 

ChatGPT aids in scripting preliminary data analyses, guiding 

researchers through the process of identifying trends within 

their bibliometric data. 

Application of 

advanced 

statistical 

techniques 

Utilises complex 

statistical methods to 

interpret data and draw 

conclusions. 

ChatGPT suggests appropriate statistical methods for complex 

data sets, such as regression analysis or factor analysis, to 

uncover deeper insights in bibliometric studies. 

Development of 

data visualisations 

for interpretation 

Creates visual 

representations of data 

to facilitate 

understanding and 

communication of 

findings. 

ChatGPT assists in selecting the most effective data 

visualisation tools and techniques for showcasing bibliometric 

findings, such as network graphs or heatmaps. 

Calculation of 

bibliometric 

indicators and 

impact metrics 

Computes measures to 

assess the impact and 

quality of research 

outputs. 

ChatGPT helps outline the steps for calculating key bibliometric 

indicators like the impact factor, ensuring accurate assessment 

of research impact. 

Consultation on 

the selection and 

application of 

indicators 

Advises on the most 

suitable metrics for 

specific research 

evaluation needs. 

ChatGPT provides insights on the pros and cons of various 

bibliometric indicators, helping researchers choose the most 

relevant metrics for their analysis. 

Implementation of 

Topic Modelling 

and content 

analysis 

Employs algorithms to 

discover the thematic 

structure of a large 

corpus of text. 

ChatGPT guides the setup and interpretation of Topic 

Modelling, facilitating the exploration of predominant themes in 

scholarly publications. 

 315 

To illustrate descriptive and exploratory data analysis, we provided ChatGPT with a tabulated 316 

Web of Science file (Figure 6). The GPT Data Analyst2 is an AI-driven feature, equipped to 317 

handle, interpret, and provide insights from datasets by executing various statistical analyses, 318 

identifying trends, generating visualizations, and summarizing key findings. In this case, we 319 

see how a file containing publications allows us to directly perform basic analyses on scientific 320 

production and indicators, in this case, Henk Moed, from which a metrics table and various 321 

descriptive analyses (themes and co-authors) are derived. 322 

 323 

ChatGPT can execute various programming languages, including Python. It can integrate with 324 

Python’s ecosystem of libraries to perform detailed data analysis and create interactive data 325 

visualisations. For data analysis, it can use libraries such as Scikit-learn for machine learning 326 

and statistical modelling. For visualisations, ChatGPT can use libraries such as Matplotlib and 327 

Plotly. These libraries enable the creation of a diverse range of visualisations, from simple bar 328 

charts and line graphs to more complex scatter plots and heatmaps. This capability is 329 

 
2 The "GPT Data Analyst" is a tool leveraging the GPT framework to perform data analysis. It automates statistical 

analysis, trend identification, and the generation of visualizations, streamlining data insights with minimal human 

input. This tool is part of GPT applications or available from GPT library or store. 
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particularly valuable for analysing trends, displaying statistical information, and making data 330 

more comprehensible. If the programming code can be seen and checked then this is a valid 331 

use, especially if a statistician can verify whether the graphs are appropriate for the data. Figure 332 

7 demonstrates ChatGPT's ability to generate visualisations directly from data files; in this 333 

instance, a conventional bibliometric file in Excel format, developed from data from the Journal 334 

Citation Reports (JCR). It is essential to specify the code and libraries used in the creation 335 

process to produce these charts. This detail is crucial because the graphs must be carefully 336 

reviewed to ensure their accuracy, which sometimes involves revising the code. Thus, 337 

familiarity with the relevant code and libraries is necessary. Additionally, the process can be 338 

replicated manually for more controlled use, ensuring that every step is understood and 339 

verified. 340 

 341 
Figure 6. Example of an exploratory analysis of an author's file downloaded from Web of Science and analyzed 342 

with the GPT "Data Analyst".  343 

1 The image displays a specialized GPT model 

designed by OpenAI specifically for data analysis. 

We can see that a file containing Henk Moed's 

publications downloaded from the Web of Science 

has been attached. The prompt instructs the model to 

carry out some basic calculations. Although the tasks 

set out here are fundamental, the GPT Data Analyst 

has the capability to perform much more complex 

analyses. 

 
 

2 In the following image, we see the response provided, which 

promptly delivers an overarching view. 

 

 

 

3 Next, we see how we can ask all kinds of exploratory questions 

about the dataset. 
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 344 
Figure 7. Example of creating visualisations with ChatGPT from a file directly downloaded from the JCR. 345 

 

 

1 In the following example, we 

input a basic prompt along with a file 

extracted from the Journal Citation 

Reports (JCR) containing six 

indicators, and we request ChatGPT 

to create various visualisations. 
 

File with original data 
 

 

2 Before generating the graphics, ChatGPT explains, on one hand, the 

methodology it will follow, the programming language, and libraries 

(2a), and then briefly describes the four graphics that it will produce (2b) 

2b 

 

 

2a 

 

3 Finally, here we have an image of the visualisations generated directly through ChatGPT   

   

 346 

2.4. Results interpretation 347 

ChatGPT may be used to help interpret and validate results through statistical methods (Table 348 

5). It may help by suggesting conclusions and by finding ways of framing these insights within 349 

the context of prior research, which may be checked. 350 
 351 

Table 5. Utilising ChatGPT in results and interpretation: tasks, descriptions, and real-case scenarios. 352 

Task Description Example 

Critical 

interpretation of 

the obtained 

results 

Engages in-depth 

analysis to understand 

the significance and 

implications of 

research findings. 

ChatGPT facilitates a discussion on interpreting complex 

bibliometric data, assisting in drawing meaningful conclusions 

about research trends and patterns. 

Validation of 

results through 

statistical methods 

Uses statistical 

techniques to confirm 

the reliability and 

accuracy of the study's 

conclusions. 

ChatGPT advice on selecting and applying robust statistical 

tests to validate bibliometric findings, ensuring their credibility 

and contributing to scholarly discourse. 

https://docs.google.com/spreadsheets/d/1ag3IDkEMAJa8s00AfoVNWBStXpkT0mh7/edit?usp=sharing&ouid=115157181632482848350&rtpof=true&sd=true
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In the realm of validating results, ChatGPT provides guidance on employing statistical methods 353 

to ensure the accuracy and reliability of the research conclusions. It advises on the selection 354 

and application of appropriate statistical tests, such as chi-square tests for categorical data or t-355 

tests for comparing means, which might be useful suggestions if they can be checked by the 356 

researcher. For example, ChatGPT might guide a researcher through the process of validating 357 

a hypothesis about the correlation between the number of citations and the impact factor of 358 

journals, but statistical expertise would be needed to check that the correct type of correlation 359 

was used (e.g., Spearman or Pearson). 360 

 361 

2.5. Writing 362 

Since ChatGPT is fundamentally a language model, and thus, it may be effective for scientific 363 

report writing. Although ChatGPT can generate text that is grammatically correct and 364 

semantically coherent, it does not possess true comprehension and may generate inaccurate or 365 

hallucinated content. Effective utilization of ChatGPT for academic writing demands 366 

meticulous prompting, training, and verification of its outputs. Additionally, while ChatGPT 367 

can be beneficial for tasks such as outlining, brainstorming, and editing, it should not be 368 

considered a substitute for the intellectual and creative efforts required by the writer (Lingard 369 

2023). 370 

 371 
Table 6. Utilising ChatGPT in writing: tasks, descriptions, and real-case scenarios. 372 

Task Description Example 

Critical review and 

editing of scientific 

texts. 

Involves the evaluation 

and refinement of 

scholarly manuscripts to 

improve clarity and 

accuracy. 

ChatGPT assists in reviewing a draft article, suggesting 

improvements in structure and argumentation, and identifying 

sections that require further clarification. 

Writing of reports, 

articles, and 

presentations. 

Facilitates the creation of 

various scientific 

communication 

materials. 

ChatGPT aids in drafting a conference presentation, 

structuring the content to convey research findings effectively 

and engagingly. 

Making 

recommendations 

based on the 

bibliometric 

results, if 

applicable 

Analyses bibliometric 

data to derive actionable 

insights and 

recommendations that 

can guide future research 

directions, policy-

making, or academic 

discourse. 

ChatGPT aids researchers in identifying significant trends 

within publication data, suggesting potential areas for further 

research or areas needing more substantial funding. For 

example, after analysing data on renewable energy research 

outputs, ChatGPT could recommend a greater focus on 

emerging but under-researched technologies like biofuels, 

providing strategic insights useful for shaping research 

agendas and funding policies. 

Summarising the 

limitations of the 

bibliometric 

approach used 

Critically assesses the 

bibliometric methods 

used to identify potential 

biases or limitations in 

data collection, analysis, 

or interpretation. 

 ChatGPT assists in drafting sections of research papers that 

outline the limitations of bibliometric analyses, such as 

emphasising the predominance of English-language sources in 

the dataset. This summary helps maintain the credibility of the 

research by transparently addressing its methodological 

constraints and the potential impact on the understanding of 

global research trends. 

Translation of 

scientific 

documents into 

multiple languages 

Enables the broader 

dissemination of research 

by translating texts into 

different languages. 

ChatGPT supports the translation of a research paper from 

English to Spanish, ensuring the technical terminology is 

accurately conveyed. 
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 373 
In Table 6, we have illustrated how ChatGPT can assist in various tasks encountered during 374 

the writing of scientific papers. This model may improve grammar, support literature reviews, 375 

and suggest professional knowledge, which are crucial for crafting high-quality documents. It 376 

may also enhance manuscripts by strengthening their structure, bolstering arguments, and 377 

clarifying ambiguous sections. ChatGPT can also convert papers into well-structured slides 378 

that the author can tailor, saving time compared to writing all the slides unaided. Moreover, 379 

ChatGPT may be particularly useful for translating scientific documents from other languages. 380 
 381 

3. LIMITATIONS, ETHICAL, AND LEGAL CONSIDERATIONS 382 

The deployment of AI in bibliometric analysis introduces a complex array of ethical issues that 383 

stem from the inherent limitations and critical points in various project stages (Table 7). One 384 

of the fundamental ethical challenges arises from the potential for misinterpretation or non-385 

compliance with ethical and methodological guidelines during the preparation and consultation 386 

phase. This can lead to ethical dilemmas when AI systems, despite being designed to operate 387 

within certain ethical frameworks, reinforce biases or lack representativeness in case selection 388 

due to an inadequate understanding of the guidelines. Moreover, the reliance on AI for data 389 

processing and analysis, including data cleaning and the application of advanced statistical 390 

techniques, introduces risks of perpetuating or even exacerbating existing biases. These biases 391 

may not only affect the accuracy of the bibliometric analysis but also raise ethical concerns 392 

regarding fairness and equality in scientific research dissemination. Additionally, the ethical 393 

responsibility of ensuring accurate and sufficient metadata description, along with the critical 394 

interpretation of obtained results, underscores the need for transparency and accountability in 395 

AI-assisted bibliometric research. As AI technologies continue to evolve, addressing these 396 

ethical issues necessitates ongoing dialogue among researchers, ethicists, and technologists to 397 

develop and adhere to comprehensive ethical standards that safeguard against potential harms. 398 

 399 

On the legal front, the use of AI like ChatGPT in bibliometric analysis brings to the fore 400 

significant legal considerations, particularly concerning data privacy, intellectual property, and 401 

compliance with regulatory frameworks. The collection, extraction, and processing of data 402 

from multiple sources involve navigating complex legal landscapes to ensure adherence to data 403 

protection laws, such as GDPR3 in Europe, which impose strict requirements on data handling 404 

and privacy. Moreover, the dependency on APIs for data capture and process automation 405 

presents legal risks related to the terms of service and copyright laws, which may limit the 406 

scope of permissible uses of data. Intellectual property rights also pose a legal challenge, as the 407 

creation and use of bibliometric databases and analyses must respect the copyright and 408 

ownership of original research materials. In addition, the automation of data analysis and report 409 

generation by AI systems necessitates a careful consideration of the legal implications of 410 

automated decisions, especially when they influence research funding, publication, and 411 

reputation. Ensuring compliance with these diverse legal requirements demands a thorough 412 

understanding of both domestic and international laws and underscores the need for legal 413 

expertise in the design and implementation of bibliometric projects. Addressing these legal 414 

challenges is crucial for maintaining the integrity and credibility of bibliometric analysis and 415 

for fostering trust in AI-assisted research methodologies. 416 

 417 

 
3 The General Data Protection Regulation (GDPR) is a comprehensive data protection law in the EU that sets 

guidelines for the collection and processing of personal information from individuals within the European Union 

and the European Economic Area. 
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 418 
Table 7. Limitations and risks in the main tasks where ChatGPT could intervene or be utilised in bibliometrics. 419 

Project stage Detailed activities Limitations and critical points 

Preparation 

and 

consultation 

  

Review of manifestos and ethical and 

methodological guidelines. 

Potential for misinterpretation or non-compliance due 

to limited understanding of guidelines. 

Design and preparation of contextualised 

case studies. 

Risk of bias or lack of representativeness in case 

selection. 

Translating the goals of an analysis into 

a bibliometric strategy. 

Risks of misalignment between translated objectives 

and actual outcomes. 

Data 

processing 

  

  

  

  

  

Identification, comparison, and selection 

of relevant data sources. 
Limited availability of relevant data sources. 

Extraction and downloading of data 

from multiple sources. 

Technical errors or data format inconsistencies may 

occur. 

Data cleaning, transformation, and 

normalisation. 
Risks of errors or biases during data cleaning. 

Guidance on database structuring. Inadequate database structure may hinder analysis. 

Data capture through APIs and process 

automation. 

Dependency on APIs may entail risks of non-

compliance or discontinuation. 

Documentation and metadata description 

of datasets. 

Inaccurate or insufficient metadata may hinder data 

interpretation 

Data analysis 

  

  

  

  

  

Conducting descriptive and exploratory 

data analysis. 

Risk of overlooking important patterns due to 

overreliance on descriptive statistics. 

Application of advanced statistical 

techniques. 

Risks of misapplication leading to erroneous 

conclusions. 

Development of data visualisations for 

interpretation. 
Ineffective visualisations may mislead interpretations. 

Calculation of bibliometric indicators 

and impact metrics. 

Risks of oversimplification in calculations leading to 

misinterpretation. 

Consultation on the selection and 

application of indicators. 

Inappropriate indicators may misrepresent research 

impact. 

Implementation of Topic Modeling and 

content analysis. 

Results may be influenced by subjective choices or 

biases. 

Results 

interpretation 

  

Critical interpretation of the obtained 

results. 
Risks of biased interpretations. 

Validation of results through statistical 

methods. 

Statistical validation may not capture the full 

complexity of the data. 

Bibliometric 

reporting  

Critical review and editing of scientific 

texts. 

Inadequate reporting may compromise transparency 

and reproducibility. 

Writing of reports, articles, and 

presentations. 
Poor communication may lead to misunderstandings. 

Making recommendations based on the 

bibliometric results, if applicable. 

Recommendations may be limited by analysis scope or 

quality. 

Summarising the limitations of the 

bibliometric approach used. 

Failure to acknowledge limitations may undermine 

credibility. 

 420 

Finally, as we contemplate integrating tools like ChatGPT into bibliometrics and other Library 421 

and Information Science domains, we must thoroughly assess the significant shifts they might 422 

trigger in our cognitive processes. Scholars have expressed concerns about employing AI 423 

technologies in academia, particularly highlighting AI's shortcomings in mimicking human 424 

reflexivity and its potential to erode the foundation of original scholarship (Lindebaum and 425 
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Fleming 2024) with the generation of unsupervised “botshit” (Hannigan, McCarthy, and Spicer 426 

2024). They contend that AI's dependence on data patterns does not equate to real 427 

understanding or critical thinking, which poses a threat to the quality and integrity of academic 428 

research. These authors urge caution against allowing the efficiency of AI to overshadow the 429 

indispensable human capacities for creativity and critical analysis, which are vital for 430 

cultivating insightful and innovative scholarship. 431 

 432 
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