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Abstract

A general frame for Bernstein-type operators that preserve derivatives is given. We introduce
Bernstein-type operators based in the weighted classical Jacobi inner product on the interval
[0, 1] that extend the well known Bernstein—Durrmeyer operator as well as some other types
of Bernstein operators that appear in the literature. Apart from standard results, we deduce
properties about the preservation of derivatives and prove that classical Jacobi orthogonal
polynomials on [0, 1] are the eigenfunctions of these operators. We also study the limit cases
when one of the parameters of the Jacobi polynomials is a negative integer. Finally, we study
several numerical examples.

Keywords Bernstein-type operators - Classical Jacobi polynomials - Extended Jacobi
polynomials
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1 Introduction

In 1912, Bernstein [5] provided a constructive proof of the Weierstrass Approximation Theo-
rem, that states that every continuous function defined over a closed interval can be uniformly
approximated by polynomials. In fact, Bernstein introduced the so-called (classical) Bern-
stein polynomials as

B0 =Y £(5) pusco, (.1

k=0

for f € C[O, 1] and p, x(x) = (Z)xk (1 - x)"’k. The above expression can be seen as an
operator transforming continuous functions into polynomials of limited degree, and can be
extended to a wide class of functions defined on [0, 1].
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According to Lorentz (1986), Bernstein operators are the most important and interesting
concrete operators on a space of continuous functions. Many properties about this kind of
polynomial approximants were established (see, for instance Lorentz 1986), and Bernstein
polynomials have been a fundamental pillar in Approximation Theory since then. The eigen-
structure of the classical Bernstein operator was studied in Cooper and Waldron (2000), but
it depends on the index n.

Very soon, several authors tried to extend and/or modify the Bernstein polynomials in
different directions to improve or obtain some particular properties. On the one hand, several
papers have devoted their study to the extension of this kind of polynomials to non-closed
intervals (such as the Szasz—Mirakyan operators, see for instance, Szdsz (1950), Berdysheva
and Al-Aidarous (2016)), or to the extension to several variables (see Derriennic 1985;
Waldron 2006, among others). Another kind of modifications are given by substituting the
values of the function in (1.1) for other mean values (Kantorovitch 1930; Durrmeyer 1967;
Derriennic 1981; Berens and Xu 1991; Gupta et al. 2009; Berdysheva 2015, and many other
papers). In both cases, the main properties of the classical Bernstein operator are inherited
by the modifications.

As far as we know, modifications by means of piecewise integrals of the function were
introduced in the pioneering paper by Kantorovitch (1930). Later, Durrmeyer (1967) defined
the modified Bernstein operator given by

noopel
Mu(f,x) = +1) Z/o S @) pnk(D)d1 py i (x), (1.2)
k=0

for integrable functions, and was deeply studied by Derriennic in Derriennic (1981). In that
paper, several properties analogous to the properties of the classical Bernstein operator were
proved. Observing the expression (1.2), the mean values of the function can be read as

<f’ pn,k)

1
(n+ 1) / FO pui(t)dt = ,
0 (1, pni)

where ( f,g) = fol f(t)g(t)dr denotes the classical Legendre inner product. Unlike the
classical Bernstein operator, the author obtained a complete set of eigenfunctions independent
of n, given by the classical Legendre polynomials.

Later, Sablonniere (1981) extended Durrmeyer’s operator introducing the classical Jacobi
weight function as

n

( f7 DPn.k >ot,/3
BeP (fox) =) 2Bl (), (1.3)
kg(J (17 DPn.k >ot,/3 ,

where ( f, g)a,p = fol f®gt)* (1 — 1Bds, for a, B > —1.Fora = B = 0, the Dur-
rmeyer operator appears. This time, classical Jacobi orthogonal polynomials on [0, 1] are the
eigenfunctions of the operator (1.3). Moreover, a new property appears, the preservation of
the derivatives, in the sense that

d

dx
for a differentiable function f. In Gupta et al. (2009), the authors studied simultaneous
approximation by a type of Bernstein-Durrmeyer operator that preserves the derivatives.

This work intends to provide a general frame for Bernstein-type operators related to
classical Jacobi polynomials and preserving derivatives in the above sense. In particular, we
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define an operator based on the Jacobi inner product, that comprises a much wider class of
operators than those studied by Durrmeyer and Derriennic, Sablonniere, and Gupta, among
others. Apart from the standard properties satisfied by a Bernstein-type operator (uniform
convergence, conservative properties, Voronowskaja type theorem, etc.), our new operator
has two important properties: it admits a complete set of eigenfunctions independent of » that
are the Jacobi orthogonal polynomials on [0, 1], and preserves the derivative of the function.
Moreover, although the standard Jacobi parameters are given by o, § > —1 to assure the
convergence of the integrals, we will extend the definition of the Bernstein-type operators
for non-standard values of « = —/, for/ = 1, 2, .. ., obtaining that the so-called generalized
Jacobi polynomials (Szegd 1975, p. 64) are the eigenfunctions of the operator. In this paper,
we collect some useful properties satisfied by Jacobi polynomials transforming expressions
in Abramowitz and Stegun (1972) and Szeg6 (1975) from the interval [—1, 1] to [0, 1].

This paper is organized as follows: In Sect. 2, we define the Bernstein-Jacobi-type operator,
and we include the first properties, and the convergence results. The eigenfunctions of the
operator are analysed in Sect. 3. In Sect.4, we study the derivative properties, proving the
preservation of the derivatives. Sect.5 deals with the relation of the Bernstein—Jacobi-type
operator with the classical Durrmeyer-Derriennic operators. Section 6 focuses on the study
of the limit case « = —1, introducing non-standard values of the Jacobi parameters. In this
section, we will prove that the operator introduced in Gupta et al. (2009) is a particular case
of our Bernstein—Jacobi-type operator. The case B = —1 is also considered. Moreover, we
show that generalized Jacobi polynomials are the eigenfunctions of the Bernstein—Jacobi-type
operator, and that this operator also preserves the derivative properties.

In Sect.7, we analyse the extension of our results to the general non-standard case o =
—I, forl = 1,2, ..., dealing with a non-standard Bernstein-Jacobi-type operator. Finally,
numerical experiments for test functions contained in Surjanovic and Bingham (2013) are
analysed.

2 Bernstein-Jacobi-type operators
In this paper we will work with the classical Jacobi inner product that we will review here.

Let w*#(x) = x*(1 —x)#, x € (0, 1), @, B > —1, be the Jacobi weight function on (0, 1),
and let

1
(f:8ap =/0 f@ gy wP (@) dr, 2.1

be the corresponding Jacobi inner product, for f, g € sza, 510, 1] = Lgi ﬂ[O, 1]. When the
involvement of the parameters o and § is clear from context, we will omit them.
For 0 < k < n, the basic Bernstein polynomials

n
pn,k(x) = <

k)xk(l —x)" % k=o0,...,n,

where x € [0, 1]. For mathematical convenience, we will consider p, x(x) = 0, fork < 0
or k > n. The set of basic Bernstein polynomials of degree n,

{Pni(x):0 <k <n},
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forms a basis of I, the linear space of polynomials with real coefficients of degree less than
or equal to n. Moreover, 0 < p, x(x) < 1 and

n
Y paxx) =1, x€[0,1], n>0.
k=0

Several useful properties will be collect in the next lemma.

Lemma 2.1 The following formulas hold,
(1) ForO <k <n,

mM\I'tk+a+DI'—k+B+1)
(1, pn,k)ot,ﬁ = < ) IB (22)
k 'h+a+B+2)
) ForO<r <mn,
. n! d i
D pn,k(x>=m§0(—1) () prrasit. (2.3)
where D" means the standard r-th derivative.
3) ForO <r <n,
nl _(r\N—k—r+j+B+ 1,
D [pp i ()w(x)] = > =1y ,( ) ’
’ (n—r)!4 j m—k—r+j+1),_;
j=0 / T
k—j+a+ l)j
— Py ki (XDw(x).
(k—j+1)_/ Pn—r.k /( Jw(x)
ForO0 <r <mn,and a, B > —1, we define
S @p) _ n! F'n4+a+B+2) _ n—r+1), 2.5)

T =)\ T4r4+a+p+2 m+a+pB+2),
where (a)g = 1, (@), = a@a+1)---(a+n—1),a € R, n > 0, denotes, as usual, the
Pochhammer symbol.
Notice that 0 < )L,(f}ﬂ) <1; )Li,of;ﬁ) =0forr > n; )L;‘f(‘)ﬂ) = 1forn > 0, and
; (a,) _
nEToo }"n,r - l’

for 0 < r < n. Moreover, for « = —1 and/or B = —1, expression (2.5) is also well defined.
An inductive reasoning allows us to prove that

lim n[)\l(l‘f‘;ﬁ)—l]=—r(r+ot+ﬁ+l), r=0,...,n.

n——+4oo

Now, we define the Bernstein—Jacobi-type operator.

Definition2.2 For 0 < r < n,and f € Li, ﬁ[O, 1], the Bernstein—Jacobi-type operator is
defined as follows

(s Putrier)
’ +r.k+r/a,
LR (fx) =243 Mo Pngrktrief o, (v
k=0 (1, Pn+r,k+r>a,ﬂ

(2.6)

n—r rl
F (O Pt rr WP (1) dt
= )‘510,(}/3) Z fO LSk DPn—rk(X),

1
i Jo Prrkar@w®P (1) dt
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where )»,?f}ﬁ) is defined in (2.5).

The Bernstein—Jacobi-type operator (2.6) can be written as
n—r
L8P (f,x) = MDY G () paer i ().
k=0

where we define the constants
(. paidap  Jo SOPux@w*F () dr
(1, Pnic)a.p fol Pk OwP () dt
_f()l f(t)tk+ot(1 _ t)il—k+ﬂ dt
fol tk+0‘(1 _ t)n—k+ﬁ dr

il () =

2.7)

for k = 0,...,n. We must observe that ufﬁ,’f)(f) is well defined for k + « > —1, and

n—k+p>—1.

The above operator is linear, positive and transforms integrable functions into polynomials
of degree less than or equal ton — r.

Analogously to the classical Bernstein operators, we prove that the Bernstein—Jacobi-type
operator preserves the degree of the polynomials, and we can give its explicit expression in
this case.

Lemma 2.3 Form > 0, we get

n—r

k 1

LD (", x) = 2P CtrdatDn 2.8)
' ot r ot Bt 2)m '

and

m
—r—k+ Dk Dm—
gn(,‘);’ﬂ)(xmﬁ):)‘f;f}ﬁ)Z(n;) (n—r—k+ Dik+r+otDmr g 2.9)
P (n+r+a+B+2m

As a consequence, the Bernstein—Jacobi-type operator preserves the degree. Moreover,

LD (1, x) =250, (2.10)
n—ryx+r+a+l
n+r+oa+p+2

F=Dax2 42— +a+2)x+ T +a+1)

(n —
p(a.p) 27 — 3 @p) 2.12
(7 X) = A (n+r+a+p+2)0 @12

2@ (x, x) = 2P : (2.11)

We must remark that expressions (2.8)—(2.9) are also valid when « = —1 and 8 = —1.

Proof Expression (2.8) is a direct consequence of the Beta function and the Pochhammer
symbol. A straightforward induction on m allows us to prove

> ket @ prrix) = ('Z)(n —r — k4 Dk +a)pm—i x*,
k=0 k=0

and the result follows. Computing directly on the explicit expressions, we can get (2.10),
(2.11) and (2.12). O
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When f € C[0, 1] is a continuous function we prove the uniform convergence by
using the Korovkin Theorem (Lorentz 1986) and Lemma 2.3, since Zn(oiﬂ ) (x™, x) and
.i”n(f);’ﬁ)(xm, x)/}\,(ﬁ’}ﬂ) converge uniformly to x™ form =0, 1, 2.

Theorem 2.4 Forr > 0and f € C[0, 1],
Jim 5P (f. 0 = f@0)llee =0,

and

lim

n——+00

=0.

o0

w LD (fox) = f(0)

Following the proof given in Sablonniere (1981), we stablish the order of convergence in
terms of the modulus of continuity w(f, 8), for f € C[0, 1]. Given § > 0 the modulus of
continuity is given by

o(f,8) = sup |f(x)=fOI. x.yel0 1]

[x—yl<é

Theorem 2.5 For f € C[0, 1], there exists n(r, «, B) € N such that forn > n(r, a, B) we
have

W 5L 0 = f(x)

|
<2w ( f, —) .
[e.¢] ﬁ
Proof On the one hand, for all § > 0, we get the following property

It —

() = FO < o(f It —x]) < <1+ x|>w(f,8). 2.13)

On the other hand, by the convexity of x > x? and the Cauchy—Schwarz inequality we

have
2
[t = X Pagr kr Ow(?) dt
|:Z fO n+r,k+r pn_r,k(x)
k=0 fo DPntr k+r (Ow(t) dt
t—x)? Hw(r)dr
Zfo( )2 Prr ke (DW(E) ) = T o),
k=0 f() Pntr k+r (Ow() dt
where
a2 ) = <a 5 [ 2976 0 =25 24P (e + 57, 2.14)

is a polynomial of degree less than or equal to 2, where (2.14) was obtained using (2.10),
(2.11), and (2.12).
Therefore, using the explicit expression of the operator, and the fact that

— otk (DW(2) dt
FO) = FO Y pura) = (x)ZfO Prirktr QUOL o,
k=0 =0 Jo Prtrktr (Hw(t) dr
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we get

LEeP (fx) — fx)

(a,p) 710"
n,r

n—r rl
-y Jo 1F(@ = fO) par kesr (Ow(t) d I

= Jo Putrir@w(e) de
(@h) 1

<[t hrBolo (1 ).

where we substituted (2.13) with § = -

N
T(a’ﬂ ) (x), it can be verified that

n,r,2

From the explicit expression of

L@h) _ n—Q2r+a+p+3)r+a+1)+r
P =42+ (drta+ B+ 2@+ B+3)

is a maximum of Tn(oi’g) (x), and

1
nT(a’ﬂ)(x(“'B)) — =

n,r,2 \n,r 2'
Therefore, there exists n(r, «, 8) such that nTn(oig) (x) <1forn > n(r,a, B). O

Finally, as Voronowskaja did for the classical Bernstein operator, an asymptotic formula
for the Bernstein—Jacobi-type operator can be proved.

Theorem 2.6 (Asymptotic formula) Ler f € Lg’ P [0, 1], and suppose that the second deriva-
tive f"(x) exists for x € [0, 1). Then,

1
; (. B) _
lim n |:A(alﬂ) ,fn,r (f,x) f(x)i|

n——+oo (2~15)
=x(1-x)f"C)+r+a+1—Qr+a+p+2)x]f(x).
Proof The Taylor formula of second order of f at the point x is given by
1
FO = [+ [0 =)+ 200 =) +hit = ) = x)?, (2.16)

where 4 is an integrable and bounded function on [—x, 1 — x], and verifies that 2(u) — 0
when u — 0. Applying the Bernstein—Jacobi-type operator to (2.16) we have

1
P

1
LGP0 = @+ O @ + 5 01,55 @) + i 4P 6.0,

P

where g(t, x) = h(t — x)(t — x)% and by (2.10), (2.11), and (2.12),

1 1—-(2 2
T ) = g [209P ) — x| = LA SRR PR
i Aeh) : n+r4+oa+p+2
1
Tn(zg)(x) = W [fn(f’j’ﬁ)(xz, X) —2x f,ff’j’ﬂ)(x, x) —|—x2] .
n,r

Multiplying the above explicit expressions by n, and taking the limit when n — +o00, we
get (2.15) plus the term

n
; (@f)
pAm [Aff‘;ﬁ) L (8 x)} '
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We are going to prove that this term vanishes. Fixed € > 0, there is some § > 0 such that if
lu| < §, then |h(u)| < €. We divide the interval in two parts

A={te[—x,1 —x]:|x—t] <8}NIO, 1],

and
B={te[—x,1—x]:|x—1t|>38}N][O0,1].
Then,
Pl /g)(g Z fA h(t —x)(t _x) Prtr k+r (D)W (1) dtp (x)
) —r.k
)‘Elo.,{;ﬂ) " ' (1, pn+r,k+r>o¢,ﬁ nr
g h(t = x)(t = X)? pursrr (Dw(e) di
+ Pn—r k(X)
Z (1, pn+r,k+r>a,ﬂ "
< Zf() t_x) Pn+r, k+r(l)w([)dtp L ()
(1, pn+r,k+r)a,ﬂ e
Z fo (t —x)* Pntr der (D w(t) di @)
—r,k
1 pn+r,k+r>a,ﬁ Pn=r
M
=70 @ + HTIH W,
where

(o, ) k k , 4—k
AL (aﬂ) Z( D ( > LR @ ),
l’l r
and M is the bound of the function /. A straightforward computation allows us to show that
TR (x) = 0™,

and using (2.14), we conclude

@.B) Mo (@.B) €

niﬁo |:A(oz B) f(a Pg, x)i| <e hm [nTnoi 5 (x)] + 2 nBT [nT,,O; 4 (x)] 5
O
We must remark that the classical Jacobi polynomial shifted to the interval [0, 1], Pn(“”s ),

is a solution for the second order differential equation
x(1=x)y" +[(a+D—(@+B+2x]Y +n(n+a+p+1)y=0. 2.17)

Thus, the Voronowskaja-type formula is related to classical Jacobi polynomials.

3 Eigenfunctions

In this section, we prove that the Bernstein—Jacobi-type operator (2.6) admits a complete set
of eigenfunctions. These eigenfunctions are the classical Jacobi polynomials shifted to the
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interval [0, 1], writing by P,fa’ﬂ)(t) = }?,fa’ﬂ) (2t — 1) as the classical Jacobi polynomials on
[—1, 1], orthogonal with respect to the inner product (2.1) such that

1 F'h+a+DIm+B+1)
2n+a+p+1 n'n+a+pB+1)

1

]’l,(f’ﬂ) _ / [Prfa’ﬁ) (Z)]2 u)a’ﬁ(l‘) dr =
0

3.1)

To prove that classical Jacobi polynomials are eigenfunctions of the Bernstein—Jacobi-type
operator, we need some lemmas.

Lemma3.1 ForO <k <n—r,anda, B > —1, we get
(e, ) (a+r,B+r)
'un+r,k+r(f) =My_rk ().

Proof Observe that

1 —
WB ()= (fo Pntrdar)ap  Jo FOFTTEA — oy +Pds
n+r,k+r (1, pn+r,k+r>a,ﬂ f()l [k+r+a(1 _ t)"_k+/5dt
= pnrhesnisn i p)

1, pn—r,k>a+r,ﬁ+r
[m}

Lemma 3.2 The Bernstein—Jacobi-type operator (2.6) is symmetric with respect to the Jacobi
inner product (-, -)otr g+r, that is,

(LB (f 20, Qasrpir = LEP (@ D awtr -

Proof Using the definition (2.6) and Lemma 3.1, we compute

n—r
<fv Pn+r.k+ ) 5
(LD S0, Qakrprr = M Y L (k)

k=0 <1 s Pn+r.k+r )ot,ﬁ

n—r

— 3 @p (s Pn—r kdatr.p+r
" k=0 <17Pn7r,k>a+r,ﬂ+r

(Pn—rk» g>a+r,ﬂ+r

n—r

(Pntrk+rs 8)a,
(f, pn—r,k)a+r,;3+rnr—raﬁ
k=0 (1, Pn+r,k+r>a,ﬂ

= (f. 2% (. X)) asr por-

=P

m}

Theorem 3.3 Forn,r > 0, the eigenfunctions of the Bernstein—Jacobi-type operator are the

Pn(la+r,/3+r)

classical Jacobi polynomials { Ym=0. Moreover,

zn(f:;,ﬁ)(P’gx+r,ﬁ+r)7 x) = )‘Eg;fj—)m Pn(1a+r,ﬂ+r) (x),

where
n—r—m+ 1Dy

)”Ezo,t;’/j-)m ={(n+a+p+ 2)r+m
0 if m > n.
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Proof Since the Bernstein—Jacobi-type operator preserves the degree by Lemma 2.3, there
exist constants a;" such that

m
fn(’o;,ﬂ)(})’gld-i-r,ﬂ—&-r)! X) — Zalm Pi(a+r,/3+l‘) ()C),
i=0
where
. (zgz,ﬂ)(Pygla+r,ﬁ+r)’ x)7 Pj(uz—&-r,ﬁ-kr)>

a; = (Pi(ot+r,/3+r)’ Pi(ot+r,}3+r)>

a+r,f+r
a+r,f+r

By Lemma 3.2, the Bernstein—Jacobi-type operator is symmetric, and by Lemma 2.3 pre-
serves the degree. Therefore, by the orthogonality of the Jacobi polynomials we get
(fn(,o;,ﬁ)(Pr;a—}—r,ﬁ+r)’ x), Pi(a+r"3+r)>a+r,ﬁ+r

= (BFT P, 2P (BT )k par =0,
fori =0,1,...m — 1. Therefore,

gn(?;ﬁﬂ)(p’;aﬂ,ﬂﬂ)’ x)=a" P,ff‘Jrr’ﬁH)(x),
and the value of a! can be deduce from (2.9). O

Using the eigenfunctions, we can express the operator in terms of the Jacobi polynomials.

Corollary3.4 Let f € L, 4,10, 1]. Then
n—r (a+r.p+r)
@p) _ N en P Yartr ftr (atr. )
LD (fx) =) a5E T P (x),
k=0 k

(a+r,B+r) _ (a+r,B+r) (o+r,B+r)
hy = (P, , Py )

where atr,p+r Was defined in (3.1).

Proof Since Zn(o;ﬁ ) (f,x) e II,,—, we can express it in terms of Jacobi polynomials as

n—r

LD ) =Y Yk (DR (),
k=0

where

(LEP (fox), PO
(Pk(a+r,ﬁ+r)7 Pk(oz+r,ﬁ+r)) :

Yo—rk(f) =

oa+r,B+r
From Lemma 3.2 and Theorem 3.3, we deduce that
(LD (f, 200, PET D) oy g = (L LD BET D ) atr pr

. +r. B+
= )Lflcfri)k(fa Pk(a P r))a+l‘,ﬂ+r7

and we get the result. O

Using the expression of the operator in terms of the eigenfunctions given in Lemma 3.3,
and a similar reasoning as in Theorem 3 in Sablonniere (1981) the convergence when f is a
integrable function holds.

Theorem 3.5 Let f € L§+r,ﬂ+r [0, 1]. Then .,Sf,,(f)f’ﬁ)(f, Xx) converges to f on L5+r,/3+r[0’ 1]
ifl<p<oo
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4 Derivative properties

In this section, we study the derivative properties of the Bernstein—Jacobi-type operator (2.6).
We denote Df (x) =d/dxf(x) = f'(x), x € [0, 1].

Lemma 4.1 Forn > 0 and a differentiable function f(x), we have

«.p) (@.B) 1 (@.p) _
:““nk ) - '““nk 1(f) m n+1/<(Df) k=1,...,n 4.1)

Proof We write
M,(la;{ﬁ)(f) . Sla ;‘i)l(f) (1, pn,k—])(f» pn,k) — AL, pu.i)(f, pn,k—l>’
’ (1, pug){1, pni—1)
and we compute the numerator N (n, k, f) fork =1, ..., n. Using (2.2), we get
n! Frk+o)fn—k+p+1
(k—D!(n—k)! F'n4+a+B+2)
! n—k+p+1 k+o
)| ——————— ) — —— —1( t)dt
X/Of()[ k1 Pk (1) Pk 1()}111()
1 n! Fk+a)fn—k+B+1)
n+1)k—1D!(n—k)! 'h+a+B+2)

1
X/o FOD [payrx®w(®)] dt

N, k, f)=

where in the last equality we have used (2.4). Integrating by parts we have that
1 1
/0 FOD [prrrx®w®)] dt = — /0 Df (1) pus1x(Dw(r) dr,

because pn+1,k(t)w(t)|(l) = (. Therefore, we get

(@.B) (@.) 1 (@.)
'unk f)— M,,k ()= n+a+'3+2 n+1k( Df),
and the result follows. ]

Theorem4.2 Let f : [0, 1] —> R be a function such that D* f (x) exists, Vx € [0, 1] and
s > 1. Then for each n,r € N such thatn > r + s and x € [0, 1], we have
D LD (f,x) = LGP (D f ). 4.2)

n r+s

Proof We will first prove the identity (4.2) for r = 0, fixing n > 1, and by induction on s.
For s = 1, using (2.3) and (4.1), we get

DL (f,x) = Zui‘ff’(f)l)pn,ux)

—n[Zu“””(f)pn ko1 (X) — Zu(“ ﬁ)(f)pnl,k(x):|

k=0

=0 Y[ = P D] a0

@ Springer f DMAC



277 Page 12 0f30 D. Lara-Velasco, T. E. Pérez

n

- Z Miﬁ&-l?)k(Df)Pn—l,k—l (x)

n+o-+ ﬂ +2 -
" —1
(a.p)
= m Z Mn+1,k+1(Df)Pn—1,k(X)

= 2,57 (0f 2.
which means that the identity is satisfied for s = 1. Let us suppose now that the result holds
for s, i.e.,
D2 P (fx) = L&D (DY f ),

such that s > 1 and n > s + 1 and we will prove it for s + 1. In fact, using again (2.3) and
4.1),

Dly+1°?iz(,()(()ﬁ)(f’ x)=D I:Dsgrf.o([)ﬂ)(f’x):l — Do%fxs'ﬁ)(Dsf, x)

=@n- S)}";(f_‘vﬂ) Z I:/Lflif)k+s (D°f) - 'u’iz(if)k«l»s l(DS f)] Pn—s—1k—1(xX)
k=1

_ n—s (@.8) s+1
= Tsrarprans Zunw,kﬂw? FIPams—1e1 ()

n—s—1

=l Z it iers O D pumso16) = Z5H D f ).

In this way, we complete induction over s.
Finally, if g : [0, 1] — R such that D" g(x) = f(x),Vx € [0, 1], > 0,and r + s < n,
then

D 2P (f,x) = DL %P (D g, x) = D' D" 2P (5. %)

n,r
=D 2P g0 = 250D g x) = £, GL(D fLx).
]

Definition 4.3 Let f € C*[0, 1], for s > 0. We will say that f is s-convex if D’ f(x) > 0,
Vx € [0, 1].

Notice that the concept of s-convex functions generalize the increasing and convex func-
tions for the cases s = 1 and s = 2, respectively. Using the derivative property (4.2) and the

fact that .,iﬂn(o;ﬁ )isa positive operator, the preservation of the s-convexity holds.

Corollary 4.4 Let f : [0, 1] —> R be a function. For s > 1, if f € C*[0, 1] and s-convex,
then fﬁ’ﬂ) (f, x) is s-convex.

Using (4.2) and Theorem 2.5, we deduce the uniform convergence for the derivatives.

Corollary 4.5 Let f € C°[0, 1], for s > 1. Then for each r € N, we have

D'Z%P (f,x) =D f(x)| =0.

oo

lim
n—+0o0o
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5 Relation with the Durrmeyer-Derriennic operators

The Bernstein—Jacobi-type operator defined in (2.6) generalizes a wide class of Bernstein-
type operators. In this section we will analyse two types of Bernstein operators based on
Jacobi inner products that appeared in the literature.

First of all, we analyse the so-called Durrmeyer—Derriennic operator (Durrmeyer 1967;
Derriennic 1981). This operator was defined as

noal
M) =@+ DY [ FOpas® pusto), (5.1)
k=0

for f € L?[0, 1]. Several properties satisfied by this operator were deduced in Durrmeyer
(1967) and Derriennic (1981). From the definition (2.6), we must observe that

My (f ) = L850 %0,

since [ pui(dt = 1/(n + 1).

In 1981, P. Sablonniere extended the above operator by introducing the Jacobi weight
function, w® B (1) = 1*(1—1)#, fora, B>—1l,and f € Lg’ﬁ[O, 1]. He defined the Bernstein-
Jacobi operator as

1

n a . ﬂ
BeA (. x) :Zfo ]:(t)]?n,k(f)t (1 —nfdt
iz Jo Pra@re(1 —n)Pdr

Observe that Bernstein—Jacobi and Durrmeyer—Derriennic operators are related by

Pk (X). (5.2)

My (f,x) = BLOf, x).

Moreover, Bernstein—Jacobi operator is a particular case of the Bernstein—Jacobi-type
operator (2.6) since

BeP (f,x) = 24P (f,x),

n,

and then, the Durremeyer—Derriennic operator is also related in the form

Mu(f.x) = BOO(f, 0 = 250 (f, ).

As a consequence, a complete set of eigenfunctions can be obtained from Theorem 3.3,
as was obtained in Derriennic (1981) and Sablonniére (1981).
Corollary 5.1 The classical Jacobi polynomials {P,,(f‘ P
Bernstein—Jacobi operator, that is,

tm=0 are the eigenfunctions of the

B'(la,ﬂ)(Plffl,ﬂ)’ x) = )Lfit’f) Plfla,ﬂ)(x),
and the Legendre polynomials {Pp}u>0 = {Pn(10,0)}m20 on [0, 1] are eigenfunctions of the

Durrmeyer-Derriennic operator; that is,

My (P, x) = )\(0’0) P,(x).

n,m

From Lemma 3.1, another relation between the Bernstein—Jacobi and the Bernstein—Jacobi-
type operators can be established.
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Proposition 5.2 For 0 < r < n, we have
. _ s (otr,B+r)
’%n(f):"ﬁ)(fv xX) = )‘ito,lrﬁ) Bn—rr ' (f, x).

Using the above relations, we can recover the properties of the Durrmeyer—Derriennic
(5.1) and the Bernstein—Jacobi operators (5.2). In addition, new properties satisfied by the
derivatives can be proved.

Lemma5.3 Let f € Lg’ﬂ[O, 1] such that D" f exists for r > 1. Then,
DrBl(lol-ﬂ) (f’ x) = "E/ﬂn(f);yﬁ)(Drf, x).

Proof Using (2.3), (2.2), and (2.4), we get

D" BEP(f, x) = Z 1P (F)D” pu(x)

r), Z Prr () Z( it ,( ) whoh

= (=1 k(“ B Z FOD" [ psrir Ow(t)] dt

1 Pn+r, k+r>(x B

Pn—r.k ()C ) .
Integrating by parts r times we deduce

1 1
/0 FOD" [ pnirirr@Ow®)] dr = (—1)" /0 D" f(t) putrk+r w(t) dt.

and thus

DVB(Ol ﬁ)(f ) = )\(oz 8) Z fO D" f(t)pn+r kr (Hw () dt Py ()
k=0

(1, pn+r,k+r>a,ﬂ
= 25D f ). (5.3)
O

From (5.3) in Lemma 3.1, we deduce the following derivative property satisfied by the
Bernstein-Jacobi operator and then, for the Durrmeyer—Derriennic operator (5.1).

Theorem 5.4 The following relation hold
D' B (f,x) = 2@ BT P (prp ), 0<r <.

As a consequence,

D" My (f,x) =200 B (D f ).

6 Thecasea = —1

In this section, we focus on the study of the limit case « = —1 and 8 > —1, introducing non-
standard values of the Jacobi parameters. We will prove that the operator introduced in Gupta
et al. (2009) is a particular case of our Bernstein-Jacobi-type operator. The case 8 = —1 and
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a > —1 is also considered. Moreover, we show that generalized Jacobi polynomials are the
eigenfunctions of the Bernstein—Jacobi-type operator, and that this operator also preserves
the derivative properties. We point out that the function w=#(r) = r=1(1 — nf, g > —1,
t € (0, 1), does not define an inner product.

ForO<r <n,and 8 > —1, let

k(]ﬂ) n! Fn+p+1)  (n—r+1),
n—rT+r+p+1) (m+B+1),

that is well defined for all n, r > 0 being integers, and § > —1. As before, A ﬁ >0,

lim A( 1/3)—1

n—+00

forO0 <r <n, andk( 1’3)_1 n>0.
Using the exphclt expressmn 2.7),forr > 1and 0 < k < n — r, the coefficient

I e s Y
f()l tk+r71 (1 _ t)"*kJrﬁ dt H“n+r 1L k+r— l(f),

exists since the involved integrals are convergent, and, similarly, the following also exists

o FOAT A= o)
fltk—l(l Z)”_k+ﬂ dr = My 1,k— l(f) 1 <k<n.
0 —

( 1.B)
Hptr ktr (f)=

P =

Definition 6.1 For 0 < r < n, and f € L%’ﬁ[o, 1], we define the following Bernstein—
Jacobi-type operator

U r)y i1 (1 — pn—k+B g

Z" Jo
0) pn n s =0,
T Qo)+ = [ R = kB ds Prk(), 7

L P (f,x) =

f@®) th+r—1 (1- )n—k+ﬂ dt
i ”’)Zfo Puri(). 1 >0.
tk+’ 1 (1 —1)n— k+B dt

6.1)
Using the Jacobi inner product, we can express the above operator in the form
P =LB) (fs Pn—1k=1)0,8
o (LX) = FO)paox) + Z oo e g Prke):
' DPn—1,k=1)0,8
LD (fx) =200 Z Vo Putrotktr= 008 0y,
(1, Pntr—1,k4r—1)0,8
and defining uzjol’ﬁ )( ) = f(0), (6.1) can be written as the compact form
n—r
_ - -1,
L0 =0 G R () k), = 0. (6.2)

k=0
This operator is linear and positive, and, a direct computation as in Lemma 2.3 shows that
the Bernstein—Jacobi-type operator .i”n(;l’ﬁ )(f ,x), for 0 < r < n, preserves the degree of

polynomials, and expressions (2.8)—(2.9) hold by taking « — —1.
The Bernstein—Jacobi-type operator with « = —1 also preserves derivatives.
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Theorem 6.2 Let f be defined on [0, 1] and s > 0 such that D* f (x) exists Vx € [0, 1]. For
r > 0such thatn > r + s, we have

DGO (fox) = 2D ). 6.3)

Proof The result for s = 0 is trivial. Now, the conditions n > r + s and s > 1 imply that
n > 1. For r > 1, Theorem 4.2 holds by taking « — —1 in formula (4.2). Therefore, we
need to prove the result for r = 0.

—1, _ s
D2 P (fox) = LD L),
for fixed n > 1 and induction on s. For s = 1, we use (2.3), obtaining

DL G P (f ) = =nf O pur0@) +1Y w P pnc1k-1(0) = puo1a(0)]
k=1

= nlus P () = FO)Ipa—1.0(x)
n—1
0 Yl ) = i P Ol ).
k=1

We can use expression (4.1) in this case, since the involved integrals are convergent, obtaining

DL P (o) = n [ P ) = F O] pacro)
n—1

n (-1.B)
o Do, .
tTor B+1 I;/Ln+l,k+1( ) Pn—1,4c(x)

Using integration by parts, and the explicit expression for the Beta function, we compute

— -1.B ! p. LYY
! — 1) Pn1 (1)1 1 —1)Pdt

M;,lly )(f) -t )(Df) ﬁ) Jj() 1() ( )
fo Pn,l(t)l 1(1 — t)ﬂd[

n—+ '3 + 1“’n+1,1
_ ! fol SO ppsr 111 = 1)Pdr
n+p+l fol P11 (O (L —1)Bds

1
=(n+ B) / Foa - ar
0

1

- / fla—o"Par
0
=£(0),

which means that the expression is satisfied for s = 1. For s > 1, let us suppose that (6.3)

holds for s, such that n > s + 1, and we will prove it for s 4+ 1. In fact, by the induction

hypothesis and (6.3) for r = 0, we get

-1, R -1, - R
D 2P x) =DID 2P (f 0l = DLSPDE f L x)
_ -1,
=2 P f).x0) = 2, (D ).

]

The Bernstein—Jacobi-type operator with « = —1 also admits a complete set of eigen-
functions. For r > 1, Theorem 3.3 can be applied.
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Corollary 6.3 For n > r > 1, the eigenfunctions of the operator are the classical Jacobi
. (r—1,r+p8)
polynomials { Py, tm=0

gn(;l,ﬁ)(P’;r—l,r+ﬁ)’ X) = 3 LA P(r LB (x),

n,r+m
where
—r—m+1 .
R [l L
)‘nrer - (n+ﬁ+l)r+m
0 if m>n.
In the case r = 0 and « = —1, we can not use the classical Jacobi polynomials nor the

above results. In this case, the method will be different from that used in the Corollary 6.3.
Following Szeg6 (1975), the explicit expression of the classical Jacobi polynomials over
[0,1] is given by

n
n+ao\ n+p —k X
PPy =" < L ) (n B k) x" 7K (x = Dk (6.4)
k=0
For n > 1, expression (6.4) defines a polynomial of exact degree n when « = —1, and
satisfies
POy = PEE  ph (6.5)
n

forn > 1 and Pé_l’ﬁ)(x) = 1. The family of polynomials {P,,(_l’ﬁ)}nzo, called generalized
Jacobi polynomials on [0, 1], are not orthogonal with respect to the inner product (2.1), and
appear, for instance, in Szegd (1975, p. 64).

Now, we compute in this case the application of the operator to x™.

Lemma6.4 Forn>0,8 > —1,anda = —1,
2P, =1,
Erf;)l’ﬂ)(xm,x) —x %P~ 1)( =y, m>1.

n,l

Proof Using the definition (6.1), we get

2P =1
Forn,m > 1,r =0, and « = —1, expression (2.9) is also valid, and we can compute
m
_ —k+ Dy (k)
921( Ol,ﬁ)(xm’x) _ (m) (n + Di (K)m—k Xk
’ =1 k m+B+Dn
m—1
—(k+1 1 k+1)u—
=XZ< m >(n (k+1) 4+ Digr (K4 Dy k+) &
k+1 (n+B+ D
m—1 |
Z m! (n =K1 (k+ D1 ok
O(k—i-l)!(m—l—k)! m+B+ Dn
—1
_ . < )(n—k)k(k+2)m1k %
n+ﬂ+1k:0 (n+B+2m1
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=x ,iﬂlff]fﬁfl)(xmfl, x).

[m}

Using the above lemma, we obtain the eigenfunctions of the Bernstein—Jacobi-type oper-
ator forr =0 and o = —1.

Theorem6.5 Forn > 0, B > —1, and a« = —1, the eigenfunctions of the Bernstein-
Jacobi-type operaz‘or.,iﬂn(;)l’/3 ) are the generalized Jacobi polynomials{P,ﬁL_l’ﬂ )}mzo on[0, 1].
Moreover,

-1, _ _ _
Lo P BTHP ) = P BT ),

where
- 1
“Lp) w if m<n,
)"n,m, = (n+ /3 + l)m
0 if m > n.

Proof Let suppose that the explicit expression of the generalized Jacobi polynomials in terms
of the monomials is given by

— 1
PCLA (1) = Z“( B ok

where a,(;,i’ﬁ ) are real numbers with a,(,,f,#ﬂ ) # 0, and, in the same way,

m
L,
P,Ell’ﬂ)(x) = Z ar(n’,f}) x, a,g,‘ﬁ) # 0.

From (6.5), we know that the first sum starts for k = 1, and the coefficients are related by

ar(n_’,:’ﬂ):L_l—'B (1.5) k=1,2,...m.

a ,
m m—1,k—1

Using the linearity of the operator, and Lemma 6.4, we get

m
-1, — 1,
zn(,() ﬁ)(Pn(z l,ﬁ)’x) Z ﬂ)z( ﬁ)(x )
k=1
m
-1, 0,6—1 _
—x Y P £GPk )
k=1
1 0,—1
) 1 ) 2Ok
k=1
=xm+/3$<05 DpA (e, x)
m

m"‘ﬁk(w 1)P(1ﬂ)( ).
m

where the last equality is justified by Theorem 3.3. Now, using (6.5) again, we get
—1, — - _
gn(’O ﬁ)(Prgl l,ﬂ)! X) — )\‘I(l(,);’l"lB 1) Pn(1 l,ﬂ)(x),

and A0 =2, o
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As a consequence,

Proposition 6.6 (i) For f € L} ;. 4[0,1],
n—r (r—L,r+p8)
-1, <f, Pk >r—1,r+ﬁ (r—=1,r+p)
’S’ﬂn(,r ﬂ)(f’x) = Z h(r—l,r+ﬂ) Pkr (x)’
k=0 k
where h,((r_l’rﬂg) is given by (3.1).
@) Forp > 1, r > 1,and f € LY [0, 1], then Z,,(:l’ﬂ)( , X) converges to f on
r—1,r+p s
LYy, 40,11,

Similar proofs as in the standard case allow us to deduce the uniform convergence and a
Voronowskaja-type formula.

Proposition 6.7 (i) For f € C[0, 1], .Z,,(;l’ﬁ)(f, x) converges uniformly to f.
(ii) There exists ng € N such that for n > ng we have

1

Wﬁé;"“(ﬁ x) = f)

()

o0

(iii) For f € C*[0, 1], we get

. 1 s cp(—1,B) s
nllllloo WD fn,r (f, .X) —D f(x) =0.

o0

(iv) For f € L(z)yﬁ[O, 1] such that " (x) exists for a fixed x € [0, 1], then,

lim n|: (_11 ﬁ)gn(rw(f,x)_f(x)} =x(1—x)f"(x)
N

n,r

+lr — Q2r+ B+ Dx]f'(x).

As above, we must point out that using the explicit expression of the generalized Jacobi
polynomials, it can be proved that they are solutions of the second order differential (2.17)
witha = —1.

Finally, we remark that the Bernstein—-Durrmeyer operator defined in Gupta et al. (2009)
given by

n 1
Pno@) fO) +7 ) pui(x) /0 Pn-1k—1(0) f(dt,  r=0,

k=1
Pur(f,x) =

(n—r+1) = !
W/;)Pn—r,k(x) /0 Prtr—Lk+r—1(t) f(@)dt, r >0,

is a particular case of the Bernstein—Jacobi-type operator (6.2) since

Par(fox) = Z5H0(f, ).
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An analogous analysis can be done for § = —1, defining the Bernstein—Jacobi-type
operator in the form

t tk+a 1= n_k_ldt
Zfo It z+a ( - )H k@) + £ (D) pun (). r =0,
g(a,fl)(f x) = k=0 t (-1 dr
" )\(Ol,—l)n rfo f@) thtrta a- t)n—k—l dr

n,r 1 . pn—r.k(x)v r>0,
=0 fO thtr+a (1 =1 k=1 dr¢

for0 <r <n, f e L2,[0, 1], and A\ " defined in (2.5).

The results for = —1 are analogous to the previous case « = —1. Apart from the
convergence results, this operator also preserves the derivatives, and has the generalised
Jacobi polynomials {Pn(1r+ot,r71)}m20 as eigenfunctions.

7 Thegeneralcasea = —I,1 e Z+

In this section, we study Bernstein—Jacobi-type operators for the general non-standard case
a =—I,l € Z*,and B > —1. In this case, derivative properties as described in the above
sections are satisfied, and also the Bernstein-Jacobi-type operators have the generalized Jacobi
polynomials as eigenfunctions. The case « > —1 and 8 = —I, [ € Z™, will be analogous.

For 0 <[ < n being integers, » > 0, and 8 > —1, we consider

k<lﬂ) n! Fn—1l+p+2)  (m—r+1),
m—mNTm+r—I1+B+2 wm—I+B+2),

that was defined in (2.5).

Using the explicit expression (2.7) for max{0, [ — r} < k < n — r, the coefficient

f()l f(t) tk+r—l (1 _ t)n—k+ﬁ dr _ op
fOl thtr—l 1- [)n—k+ﬁ dt 'un—&-r 1 k+r— Z(f),

exists since the involved integrals are convergent.
Looking at the form of .Z,,(;l’ﬁ ) , we can deduce that the generic operator should have [ + 1
pieces in its definition, for 0 < r <[, and the derivative property should be

D LGP (fox) = 20 (D0 £ ), (7.1)

( L.B)
n+r k+r(f)

for adequate functions.
We define the generic Bernstein—Jacobi-type operator .,‘fn(;l’ﬂ )

constants that we will determinate later.

Definition 7.1 Forn,l e N,0 </ <n,and f € L2 ﬂ[O 1], we define

in a compact form, with

I—r—1

"%1( rl ﬂ)(f’x) = Z Ar k (f) Pn—r k(%)

k=0
n—r
+ Ar - (f) Z ,un+r 1 kr— 1) Pr—r k(X), O0<r=i-1,
k=Il—r
LD x) = ro(f)Z/Ln+, Lkir—t (F)Par k(). I<r<n,
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(7.2)
where the constants A, x(f) depends onn, [, r, k, B and f.

Now, we will find the values of the constants involved in (7.2) by imposing the derivative
property.

Lemma 7.2 The constants A, x(f) are given by

I—r—k—1

(l—r—k—1 D' £(0)
Ari(f) = Arir(f) ) (—1)’< . ) ,
= i n=I0l+r+p+2),;

for0 <r +k < 1. Choosing Ap(f) =1, then
Arir(f)=250P0 r=0,...L
Proof We have to impose the following / conditions
DL (fox) =2 (Df 0, r=0,...1-1. (7.3)

First, we compute the left side of (7.3) using (2.3),

I—r—1

DL P(fox)y=m—r) Y Ark(F) [Prr1x1(X) = pur—1.4(x)]
k=0

+ = A (f) Y 1 ()
k=Il—r
[pn—r—l,k—l(x) - pn—r—l,k(x)]
[—r—2

=m—r) Y [Arkr1() = Ark(H)] par1x(x)
k=0

(1= 1) [Ari—r DI 0D = Arimr =t (D] Partimr-1 ()
R el
n—Il+r+p+2

n—r—1

0,
Z Nfl+fr3)_[+lyk+r_[+1 (Df) pn—r—1,k(x),
k=l—r

Ar,l—r (f)

and we write the right hand side of the (7.3),
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l—r—2
LVDF ) = Y A1 k(D) pu—r—1.4 (1)
k=0
n—r—1 0
Attt (D) Y 1 11 (D) a1 i ().
k=l—r—1
Imposing (7.3) and since {p,—r—1x(x) 1k =0,...,n —r — 1} is abasis of I1,_,_1 we get
A1k (D) = (n = 1) [Ara1 () = Ari(S)], k=0,...,1—r=2, (7.4)
At DO D) = 0= 1) [ A (DI o) = Arieri (D]
(7.5)
A (Df) = ——— A1 () (7.6)
r+1,0—r—1 = n—1l+r +ﬂ 12 r,—r 5 .
for 0 <r <1 — 1. If we substitute (7.6) in (7.5) and compute A, ;——1(f),
_|,©0p 1 ©.8)
Ari—r—1(f) = |:M,,+r,1,0(f) - mun+r71+]’o(Df)] Ari—r(f)
=fO)Ar1— (f). (1.7)
Now, we substitute A, ;2 (f) in (7.4) for k =1 —r — 2 and compute (7.7),
1
Ari—r=2(f) = Ari—r—1(f) — EAr+1,l—r—2(Df)
Df(0)
= fO)A 1 (f) — nfiArJrl,lfrfl(Df)
Df(0)
= 0)— ——————— | A - (f).
[f( ) n—l+r+ﬂ+2] d-r(f)
We are going to prove by induction on d the following equality
! d—1 D' £(0)
Ay j—r_ = A, D" . : , 7.8
J=r—d(f) = A (f)§< )( ; >(n_l+r+ﬂ+2)i (7.8)

ford=1,...,landr =0,...,l —d.Ford =1, 2, we have already proved it. We assume
that (7.8) is holds for d — 1 and we compute A, ;_,_z—1(f). Since d > 1, we can apply the
formula (7.4) and, in addition, we will use (7.8) and (7.6) respectively,

1
Ar—r—d-1(f) = Arj—r—a(f) — EArJrl,lfrfdfl(Df)

d—1

- Cfd—1 D' f(0)
—Ar,lfr(f)ig(:)( l)< i )(n—l+r+ﬂ+2)i

d—1 i
X ,' d—1 D"Hf(o)
— EAr+l,l—r—l(Df) g(_l) ( i >(n—l+r+ﬂ+3)i
d—1 i
B (d—1 D' f(0)
=Ar -+ (f) [,;(_1) ( i ) n—Il+r+p+2);
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S }

n—l+r+p+24 i Jm—=14+r+pB+3)

= Arir(f) [g(—l)i (d ; 1) (n—1 iirff)ﬂ +2);
S

= Ari—r(f) [g(—l)i (d ; 1) n—1 iirff)ﬂ +2);

d—1 D' f(0)
+Z( D( 1)(n—l+r+,3+2):|
~ (d D'f(0)
_A,,H(f)g—l) (l.>(n_l+,+ﬂ+2)i-

Thus, we finish the induction on d and we have proved (7.8). If we denote k = —r — d, we
have d = [ — r — k from where

I—r—k—1

—k—1 D' £ (0
Ari(f) = Ari—r(f) Z (—1>( rl. )(n_lﬂfil)gﬂ)»

for0 < r+k <. Let’s observe that all coefficients depend on the main diagonal A, ;—(f).
We can choose the coefficient Ag ;(f) so that it is independent of f, thatis, Ao ;(f) = Ao,
and then, using the formula (7.6),

Arir () =2 P Aor, =0, 1

In particular, if Ag; = 1 we obtain the desired result. m]

Notice that in order to define this operator, the existence of D! f@O)fori=0,...,1—1
for f € L% ﬂ[O 1] is required.

We will denote by H! B [0, 1] the linear subspace of L2 ﬁ[O 1] of functions whose first /
successive derivatives exist at x = 0.

Theorem7.3 Letn,l e N,O <[ <n,and f € H,lg [0, 1]. There is a unique operator of the
form (7.2), which satisfies the derivative property (7.1) and with Ay (f) = 1 is given by

k—1

1 ey L —r—k—1 D £(0)
(=1.B) —
A(—Lﬁ)‘iﬂw (f %) = Z[ Z = D( i )(n—l+r+ﬁ+2)i:|

n,r k=0 i=0

n—r
0,
X Pn—rk(x) + Z Mf,+€)_[’k+r_1(f)Pn—r,k(x)y 0=<r<l,
k=l—r

S0 = Zu;‘i";‘i,,k“,l(f)pn_r,ux), l<r<n.

>
o

,r
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7.1 Eigenfunctions

Our next objective is to prove that the eigenfunctions of (7.9) are the generalized Jacobi
polynomials with parameter « = —I. When r > [, we use Theorem 3.3. On the other cases,
we prove that formula (2.9) also holds for (7.9).

Proposition 7.4 For ! < r < n, the eigenfunctions of the operator are the classical Jacobi
polynomials {P,ﬁ,"”’*ﬁ)}mzo,

,zﬂ,f;l’ﬁ)(P,fl’_l”Jrﬂ),x) — P PULIHB) (v,

n,r+m * m

Now, we study the cases r = 0, ...,/ — 1. Following the reasoning of (6.5), we have for
0<r=<li,

—-n), m—(=r)+r+B+Dir 1y pa-rrip)
P P = m—U—=r)y+ 1), * er*(rlir) (). (7.10)

We compute the application of the operator to x™.
Lemma?75 Forn,l,rrmeNO0<r<l<nm>I1—randp > —1, we have

(m)(n—r—k—i—l)k(k+r—l+1)m_k «
k m+r—=I1+B8+2)n '

m

LB gy = 2 7.11)
k=0

Proof We let f,,,(x) = x™ for x € [0, 1]. Then if i > 0, we have
lifm=i,
Oif m#i.
Ifi =0,....,.1—r—k—1,thenm >1>1-1 ZiandforthesereasonDifm(O),for
i=0,...,] —r —k —1. Thus,

D' f,,(0) = {

n—r
_ — 0,
LD 3y =2 ST WO ) P i (),
k=l—r

and in order to prove

n—r m m X
Dkt =l D purk ) = Y00 —r ket Dilh b r =L+ D x,
k=l—r k=0

we just have to take into account that (k+r —1+1),, =0ifk =0, ...,/ —r — 1 and follow

the same reasoning as in (2.3) witha =r — [ 4 1. O
Lemma7.6 For0 <r <1 <n, we have

.iﬂn(;l’ﬂ)(xm,x) = xl_rfn(;r’ﬂJrFI)(xm_(l_’),x), m>1—r.
Proof For o = —I, the expression (7.11) is also valid, and we can compute

<m> n—r—k+1ptk—-=U-r)+ l)m—kxk

m
P () = AL
nr D) = K (= U—r)+ B+

k=0
e - <m>(n—r—k—l—l)k(k—(l—r)—l—l)m_kxk
k=l

k m=—0=r+B+2)n
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xlfr)hl([rlqﬂ)
(-
m i:r) ( m ) (n—1—k~+ Dpgi—rk + Dim—g—r—k ok
P k+1—r m—U=r)+B+2n
_ xl—r)le—rl*f’) (I’l -1+ l)l—r
o= A=-r)+ B+
m—(—r)

— U=\ —1—k+ Dk +1 =7+ Dm—gory—k
x Z < ) (n+ B+ 2m_ir '

_ xlfrgn(;r,,3+r*l) (xm+r*l, X),
LB  (n—=1+1)_, (=r.B+r— 1)
because A, , m =y .

Using the above lemma, we can deduce the eigenfunctions of the Bernstein—Jacobi-type
operator forr =0,...,/ —land o = —I.

Theorem7.7 Forn > 0 andr = 0,...,1 — 1, the eigenfunctions of the operator are the
classical Jacobi polynomials {P,,(1r_l’r+ﬁ)}m>o,

gn(;z,ﬁ)(Prflrfl.rer’ ) = A LB por— lr+ﬁ)(x).

n,r+m ' m

Proof Let suppose that the explicit expression of the generalized Jacobi polynomials in terms
of the monomials is given by

m
PO () — Z ar(;’;l,r+ﬁ) o,
k=Il—r
where a(r ~Lr+B) are real numbers with a(r LB £ 0. From (7.10), we know that the first

sum starts with k = [ — r, and the coefficients are related by

QL) m+2r—I+p+ 1), L0=r )
D,k m+r—1+1)_, mr—1.k+r—1°

k=I1l—r,...,m.

Using the linearity of the Bernstein-Jacobi-type operator, and Lemma 7.6, we get

m
_ _ L+ _
LGP BT ) = 3 a2 6
k=Il—r

m
— Z ar(nr’;l,r+ﬁ) gn(;ﬁﬂ‘”—l)(xk+r—l’x)
k=Il—r
_xl—r (m+2r_l+:3+ l)l—r
(m+r -1+ 1)lfr

m
(I=r,r+p) (=r,B+r=1) ,k+r—I
X Z am+r—lk+r l"iﬂ ( ' ’x)
k=l—r

- L m+2r =1+ B+ 1),
(m+r_l+1)l r

m+r—I
(I=r,r+B) . ( r,p+r—1)
X Z Dptr— 1,k nl ( ’x)
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e (m+2r—I+p+1)—, P BrD (pU=rrkp)
(m +r =1+ l)l—r n,l m—+r—I :

_ e A2 =l B Dicr o orptr—t) pl—ra+p)
(m +r—1+ l)l—r n,r+m m—+r—I

(x),

where we have used the Theorem 3.3 since » < /, and then, we can apply induction. Now,
using again (7.10), we get

FCLB (PU—lrtB) yy — 3 CTBr=D pa—Lr+p) ()

n,r n,r+m m

and AP0 5 (CLA) O

n,r+m n,r+m:*

8 Numerical experiments

In this section, we present numerical experiments where we approximate some functions
with fn(oiﬁ ). We measure the accuracy of this approximation through the Root Mean Square
Error (RMSE) associated with a partition P of [0, 1]. We choose the usual partition Py :=
{x; = %:i:O,.‘.,N},forN > 0. As usual,

N

RMSE(f.N)= |Y_

i=0

Lf (i) — LD (f, x)?
N +1 ’

Let us observe that the higher the parameter r, the lower the degree of the polynomial

f,f‘);ﬂ ) (f, x) and, therefore, the worse is the approximation to the function f. For this reason,
in the following examples we are going to choose small values of 7.

8.1 Example 1

Let fi(x) = exp(—x?) defined on [0, 1]. Figure 1 shows the comparison of the plots of the
function f](x), represented in blue, and the Bernstein-Jacobi-type operator ;.2”,,(0;’3 )( f1,x),
represented in orange. We take r = 0, « = 2 and 8 = 1.5 as parameters.

Next, we show how the first and second derivative of the operator converge to the first
and second derivative of the function, respectively, by using Theorem 4.2. Figure 2 presents
the comparison of the plots of the function Dfj(x) = —2x exp (—x?2), drawn in blue, and
the operator Df;i)’l's) (f1,x) = ;.2””(,21’1'5) (Df1, x), represented in orange, in the first row of
the table. In the second row, D? filx) = 4x? = 2) exp (—x2) is represented in blue, and
szrf?dl's)(fl, Xx) = erél‘s)(szl, X), is represented in orange.

We observe that the graph of 311(’20,1.5)( f1,x) and its derivatives approach the function

f1(x) and its derivatives, respectively.

8.2 Example 2

We take f>(x) = 10exp(—0.2x) — exp(cos(10mx)), an Ackley function (Surjanovic and
Bingham 2013), and we choose the parameters r = 1, « = 1 and 8 = —0.9 for the
Bernstein-Jacobi-type operator.
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02 0.4 0.6 0.8 1.0 02 04 0.6 0.8 1.0

Fig. 1 Graphs of f1(x) and 25" (f1, x) forn = 5, 10,50, 100

0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0

-0.2 -0.2
-04 -0.4
-0.6 [ -0.6[
-0.8 | -0.8 |
05 05

0.8 1.0

Fig. 2 Graphs of Df; (x) and Z%"? (D, x) in the first row, and D2 f; (x) and %" (D2 £y, x) in the
second row, for n = 20, 100

Due to the oscillations of the Ackley function, the graph of fn(,ll’ —09) (f2, x) approaches

f2(x) more slowly than in the previous case. The graphs plotted in Table 3 show that the
worse approximation occurs at the local maximum and minimum points of the function.
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Fig.3 Plots of f>(x) and 2709 (£, %) for n = 100, 200, 500, 1000

n,1

8.3 Example 3

Finally, we study the behavior of the operator applied to the discontinuous function

—1if0<x <3
= - -2
S) L ifl<x<l
We choose r = 3, « = —0.5 and B = 0.5 as parameters, and we get

In Fig.4 we observe that gn(EO.S,O.S) (f3, x) approximates well in the continuous parts of
f3(x) and, at the discontinuity point xy = % the sequence of Bernstein—Jacobi-type operators
{E;EO'S’O'S) (f3, x0)}n>0 approximate the midpoint.

Interestingly, there is no apparent presence of the Gibbs phenomenon in this example,
even for n large enough, as we can see in the plots. The experimental results suggest that
the Gibbs phenomenon does not occur, but we must not forget that it is a particular case
for certain choices of the parameters. We must comment that in all the studied numerical
experiments the Gibbs phenomena was not appreciated in any of the cases.

Finally, we quantify the approach of the operator to each of the three previous functions
through the RM SE using N = 50 points. In Fig. 5, the RMSE of fi(x), f>(x) and f3(x)
is represented in blue, orange and green respectively. We observe that the error is ordered
according to the properties of the approximated function.
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Fig.4 Graphs of f3(x) and £ 3% (f3,x) for n = 100, 200, 500, 1000
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Fig.5 RSME of f1(x), f»(x) and f3(x) forn = 50k, k =0, ...,20
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