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Abstract

This document presents the research work carried out with the aim of
designing, developing, and evaluating a Time Sensitive Networking (TSN)
network scheduling solution based on Asynchronous Traffic Shaper (ATS),
ensuring deterministic requirements for industrial networks. Industry 4.0
demands services with stringent quality of service, and only TSN enables
their connectivity.

However, industrial IoT demands device mobility, which is impossible
with TSN. Therefore, 5G networks are ideal as they offer low cost, ro-
bustness, and the interoperability of devices through ultra-reliable and low-
latency wireless communications. Hence, the ideal scenario would be to
integrate both technologies, a topic addressed by numerous research efforts,
although only 3GPP has defined a proposal for integration. This integra-
tion model involves the use of synchronous TSN but presents challenges such
as the need for a common time reference among network nodes and lower
scalability compared to asynchronous TSN.

Therefore, this project focuses on the study of asynchronous TSN em-
ploying ATS. ATS is responsible for implementing flow routing in asyn-
chronous TSN switches and consists of several queued stages for routing.
This scheduling does not minimize the number of priorities used in each
ATS, thus reducing the cost of the asynchronous network, as asynchronous
networks directly depend on the priority levels available in ATS. Addition-
ally, with a lower number of priorities in each ATS, configuring and operating
an asynchronous TSN network becomes more straightforward.

Consequently, an algorithm has been defined in this project to minimize
the number of priorities used by the ATSs in a TSN network while meeting
the required delay for industrial services. This project formally formulates
the problem of flow priority assignment in a asynchronous TSN network and
demonstrates the optimization of our proposed algorithm. Furthermore, the
proposed solution is generic, scalable, and has reduced complexity.

On the other hand, a simulator has been developed to implement this
solution and verify the correct prioritization and delay distribution defined
for an asynchronous TSN network. Three network topologies have also been
implemented, and a study of the main characteristics of the existing service



types in the network has been conducted for a more realistic experimenta-
tion.

In the experimental tests, several simulations have been carried out in
the test environment, testing the routing capacity and performance of ATSs
against service types with critical delay requirements. Our solution has been
compared with brute-force search to verify its optimality and correctness,
resulting that the exection time of brute force is significantly higher than
ours with exactly the same prioritization results. It has been observed that
Flow Prioritization has higher utilization than PCP Prioritization, and the
network topology does not affect the scalability of our algorithm. Further-
more, it has been deduced that utilization varies depending on the number
of flows for services with strict delay requirements. Finally, it has been de-
termined that the developed algorithm scales correctly with an increasing
number of flows without excessive growth in execution time.
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Resumen

En este documento se presenta el trabajo de investigacién desarrollado
que tiene como objetivo el diseno, desarrollo y evaluacién de una solucién de
planificacién de redes Time Sensitive Networking (TSN) basadas en Asyn-
crhonous Traffic Shaper (ATS), asegurando los requisitos deterministas de
las redes industriales. La Industria 4.0 presenta servicios con calidades de
servicios exigentes y solo TSN permite su conectividad. Sin embargo, el
IoT industrial demanda la movilidad de los dispositivos siendo imposible
con TSN. Por lo que las redes 5G son iddneas, ya que presentan un bajo
coste, robustez y la interoperacion de dispositivos mediante comunicaciones
inaldmbricas ultrafiables y de baja latencia. Por ende, lo ideal seria inte-
grar ambas tecnologias, tema tratado por numerosas investigaciones aunque
solo el 3GPP ha definido una propuesta de integracién. Este modelo de
integracién contempla el uso de TSN sincrono mas presenta inconvenientes
como la necesidad de referencia temporal comun entre los nodos de la red y
una menor escalabilidad que TSN asincrono.

Por tanto, este proyecto se centra en el estudio de TSN asincrono que
emplean el ATS. El ATS es responsable de implementar el enrutamiento
de flujo en los conmutadores TSN asincronos, y cuenta con varias etapas
encoladas para su enrutamiento. Esta planificacion no minimiza el niimero
de prioridades empleadas en cada ATS y por tanto, reducir el coste de
la red asincrona, ya que las redes asincronas depende directamente de los
niveles de prioridad disponibles en el ATS. Ademads, con un menor nimero
de prioridades en cada ATS es mas facil configurar y operar una red TSN
asincrona.

En consecuencia, se ha definido un algoritmo que minimiza el nimero
de prioridades que utiliza los ATSs de una red TSN mientras se cumple
con el requisito de retardo demandado por los servicios industriales. En
este proyecto se lleva a cabo una formulacion formal del problema de asig-
naciéon de prioridades de flujo en una red TSN asincrona y se demuestra
la optimizacién del algoritmo propuesto. Ademas, la solucién propuesta es
genérica, escalable y con complejidad reducida.

Por otro lado, se ha desarrollado un simulador que implementa esta
soluciéon para verificar el correcto funcionamiento de prioritizacién y dis-



tribucién de retardos definidos para una red TSN asincrona. También se
han implementado tres topologias de red y realizado un estudio de las prin-
cipales caracteristicas que presentan los tipos de servicios existentes en la
red para tener un experimentacién mas realista.

En las pruebas experimentales, se han realizado varias simulaciones en el
entorno de pruebas, probando la capacidad y el rendimiento de enrutamiento
de los ATSs frente a los tipos de servicios con requisitos de retardo criticos.
Se ha comparado nuestra soluciéon con la busqueda de fuerza bruta para
comprobar su optimalidad y correctitud, obteniendo que el tiempo de eje-
cucién de la fuerza bruta es muy superior al nuestro con exactamente los
mismos resultados de priorizacion. Se ha comprobado que la prioritizacion
por flujos tiene una mayor utilizacién que por PCP y la topologia de red no
afecta a la escalabilidad del algoritmo. Por otro lado, se deduce que la uti-
lizacién varia en funcién del niimero de flujos de los servicios con requisito de
retardo estricto. Finalmente, se determina que el algoritmo desarrollado es-
cala correctamente con el incremento del nimero de flujos sin un crecimiento
excesivo del tiempo de ejecucién.
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Chapter 1

Introduction

With the coming of Fifth Generation (BG]) wireless networks, progress has
been made in the development of new services and new functionalities that
were previously not considered due to the demands involved in their use.
This evolution in wireless networks is driven by a number of key factors and
reason such as [15] [16]:

e Increasing Data Demand: With the proliferation of smartphones,
connected devices, and data-intensive applications, there has been a
tremendous growth in data consumption. Users now expect fast and
reliable connectivity to stream high-definition videos, engage in real-
time communication, and access cloud services. The evolution to[5Glis
fueled by the need to accommodate this increasing data demand and
provide enhanced network capacity.

e Enhanced Mobile Broadband: B3l aims to deliver significantly
faster download and upload speeds compared to previous generations
of wireless technology. By leveraging higher frequency bands, wider
channel bandwidths, and advanced modulation techniques, EG] offers
the potential for multi-gigabit-per-second data rates. This evolution
addresses the demand for seamless streaming of high-resolution con-
tent and supports emerging applications like Virtual Reality (VRI),
Augmented Reality (AR, and immersive gaming.

e Lower Latency: Latency refers to the time it takes for data to travel
between devices and the network. BGl technology targets ultra-low
latency, reducing the delay to milliseconds. This is critical for real-
time applications such as autonomous vehicles, remote surgery, and
industrial automation, where instant responsiveness is crucial. The
evolution to [5Gl enables the development of time-sensitive applications
that rely on minimal delay.



e Internet of Things ([oT]) Connectivity: The growth of [[oT] de-
vices, which includes sensors, wearables, and connected machines, re-
quires a robust and scalable wireless infrastructure. BG is designed
to provide massive Machine Type Communication (mMTC]) capabil-
ities, enabling the simultaneous connection of a large number of de-
vices. This evolution supports the vision of a highly interconnected
world with seamless[[oT] connectivity and enables applications in smart
cities, smart homes, and industrial [oTl

e Network Capacity and Efficiency: [5Gl utilizes advanced technolo-
gies such as massive multiple-input multiple-output (MIMQO), beam-
forming, and network slicing to optimize spectral efficiency and net-
work capacity. These techniques enable better utilization of available
frequency bands, improved spectrum efficiency, and increase of the
entire network capacity. The evolution to addresses the challenge
of providing reliable connectivity in dense urban areas and crowded
environments where multiple devices connect simultaneously.

e Mission-Critical Communications: Industries such as public safety,
utilities, and transportation require highly reliable and resilient com-
munication networks for mission-critical operations. incorporates
features like Ultra-Reliable and Low Latency Communication (URLLC))
to ensure high reliability and availability. The evolution to offers
robust and secure wireless connectivity for applications that demand
critical communication capabilities.

e Technological Advancements: The evolution of wireless technol-
ogy leading to is facilitated by advancements in hardware, signal
processing, and network architecture. These advancements include
higher-performance processors, improved antenna designs, more effi-
cient modulation schemes, and Software-Defined Networking (SDNI)
approaches. These technological advancements contribute to the in-
creased speeds, lower latency, and improved overall performance of EGl
networks.

These reasons drive the evolution of wireless to technology, with
the goal of meeting the growing demand for faster speeds, lower latency,
massive connectivity and enhanced network capacity. It enables a wide
range of applications and use cases, empowering industries and consumers
with transformative capabilities. is envisioned to revolutionize the world
of telecommunications, not only in Industry 4.0, but also in the mobile,
medical, construction, logistics and even agriculture and livestock sectors
[I7]. In other words, this revolution has spread to all sectors of society,
greatly facilitating the performance of tasks and the change of the workforce,
creating new jobs. Likewise, the rise of automation in industries such as



Introduction 3

automotive, energy and transportation is driving the growth of the time-
sensitive networking market. According to [I8], the global time-sensitive
networking market is estimated to be worth $200 million by 2023 and $1.7
billion by 2028, growing at a Compound Annual Growth Rate (CAGRI) of
58.3% from 2023 to 2028.

However, the strict delay requirements and high reliability demanded by
various industries, such as [URLLC where delays of less than 1 ms and a
packet reliability of at least 99.999% [19], have currently only been achieved
with a layer 2 technology of the Open Systems Interconnection (OSI)) model
determined by the Institute of Electrical and Electronics Engineers (IEEE),
called Time-Sensitive Networking (TSN)). [TSNJis a set of standards devel-
oped to provide deterministic and time-critical communications over Eth-
ernet networks. [TSN] ensures that critical data is transmitted with max-
imum accuracy and determinism by incorporating the precise timing and
scheduling mechanisms used in Ethernet. It also allows time-critical and
synchronized applications to coexist with non-time-sensitive traffic on a sin-
gle network infrastructure, simplifying network management and reducing
costs.

1.1 Context and motivation

Initially, [TSN] was designed for industrial automation and control systems
to meet the Quality of Service requirements demanded in terms of
latency, jitter, reliability and packet loss. But today it plays a key role in
industrial transformation and in various sectors such as:

e Industrial Automation: the real-time communication is essential
for precise control and coordination of machinery and systems. [TSNI
enables synchronized and deterministic communication between de-
vices, facilitating tasks such as machine control, robotics, process au-
tomation, and Industrial Internet of Things (IIoT]). The collaborative
robots Cobots [20] work alongside human operators, requiring precise
coordination and synchronization to ensure safety and efficiency that
[TSN| can enabling seamless collaboration and enhancing the capabili-
ties or human-robots team.

e Automotive: [TSNl is useful in Advanced Driver Assistance Systems
(ADAS), autonomous driving, vehicle-to-vehicle (V2V]) communica-
tion, and in-vehicle networks in the automobile industry. [TSN] can en-
able dependable, low-latency connectivity for crucial automobile func-
tions, hence improving safety and performance.

e Energy and Power Systems: [I'SN| can be applied to power gener-
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ation, transmission, and distribution systems. It enables precise syn-
chronization, control, and monitoring of devices and systems within
the electrical grid. [TSN] can improve the efficiency, reliability, and re-
sponsiveness of smart grid components, such as substations, renewable
energy sources, and energy management systems.

e Aerospace and Defense: can be utilized in aerospace and de-
fense applications that require real-time communication, coordination,
and synchronization. It can support mission-critical systems, flight
control, avionics, command and control systems, and communications
between military vehicles or aircraft.

e Audio/Video Streaming: [TSNl|can ensure low-latency and synchro-
nized transmission of audio and video data. It is relevant for applica-
tions such as professional audio/video production, live broadcasting,
multimedia streaming, and real-time video surveillance.

e Healthcare: [TSNl has potential applications in healthcare, particu-
larly for networked medical devices and telemedicine. It can facilitate
real-time monitoring, remote surgeries, and coordination of medical
equipment in hospital settings. Also it is need real-time communi-
cation between various medical devices, such as patient monitoring
system, infusion pump, and surgical robots.

e Transportation and Logistics: [TSN] can enhance communication
and coordination in transportation and logistics systems. It can be
used for real-time tracking, monitoring, and control of vehicles, logis-
tics operations, and supply chain management.

e Smart Cities: [TSN| can contribute to the development of smart cities
by enabling efficient and reliable communication in various domains
such as traffic management, public transportation, infrastructure mon-
itoring, and emergency response systems.

Specifically, [TSNis a set of layer 2 standards under development that are
specified as a series of amendments to the [EEE]802.1Q standard develop by
the Time-Sensitive Networking task group of the IEEE 802.1 working group
[21]. TSN ensures predictable traffic transmission by employing sophisti-
cated and complicated schedulers for frame transmission on [TSN]| bridge
output ports. [[SNl standards define two types of schedulers: Asynchronous
Traffic Shaper (ATS), is define in [EEE] 802.1Qbv, and Time-Aware Shaper
(TAS), as defined in TEEE] 802.1Qcr. Currently, much of the litera-
ture has focused on the synchronous version of [TSN] (802.1Qbv) essentially
because it can provide deterministic transmissions. However, 802.1Qbv has
notable issues or drawbacks. On the one hand, it requires synchronization,
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the performance of which depends on the accuracy of this synchronization.
This causes it to scale inefficiently, as synchronization gradually degrades
with the number of hops (devices traversed).On the other hand, it is not
at all well adapted to scenarios involving transmissions with jitter as in the
case of EG] or in Virtual Network Function (VNE]). This makes 802.1Qbv
flavor very difficult to integrate with Because of these problems, in this
works we concentrate on asynchronous networks, where a shared and
exact time reference between the different instances is not required to
orchestrate the transmission of the output data.

There are several approaches to the configuration of [ATSIbased
networks [22] 23], [14] and various works related to the solutions proposed for
the flow prioritization in asynchronous [TSN] networks [24] [13] specifically
address the priority and flows assignment.

All of the proposed solutions have scalability problems, and it is vital
to identify solutions that can handle and react to increased traffic smoothly
and without sacrificing the [QoS| provided. As a result, scalability is a critical
aspect in being able to correctly adapt to the growing evolution of new
services with more rigorous requirements. Furthermore, due to the
nature of the proposed solutions, all of them are computationally complex
to implement.

The main motivation for this work is that there is currently no asyn-
chronous prioritization and configuration setup that satisfies the
requirements required in Industry 4.0, for example, without having a com-
binatorial complexity and being easily scalable.

The personal motivation for the development of this work is due to the
opportunity offered by the Wireless and Multimedia Networking Lab (TIC-
235) (WIMUNET) to develop my professional practice around the profes-
sional practice in the field of time-sensitive networking research. From my
point of view, this work is motivated by the fact that most [TSN| network
configurations and designs employ the scheduler instead of opting for
the ATS scheduler that entails less configuration complexity. In addition,
networks based on are more scalable and have a higher statistical
multiplexing.

1.2 Objectives

The main objective of this Master’s Thesis is the design, development and
evaluation of a scheduling solution for networks based on [ATY in-
stances, ensuring deterministic requirements (delay, jitter and packet
loss) adapted to the needs of industrial networks. The targeted solution
must be generic, scalable and with reduced computational complexity. To
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this end, this objective can be decomposed into several sub-objectives:

1. Study the operation of and 5G] technologies: Initially,
it is necessary to review the limitations of Industry 4.0 in order to
determine the problems to be solved. The operation and mechanisms
used by [ISNE to satisfy quality of service requirements are studied,
focusing on asynchronous networks. The planning mechanisms used
by [TSNk to carry out the prioritization of the flows to be transmitted
are also analyzed. As well as the EG] architecture and proposals to
integrate BGl and [TSNL In other words, the tasks of this sub-objective
are:

1.1 Review of the constraints of Industry 4.0.
1.2 Study of the [5Gl architecture.

1.3 Study of [TSN] functionality.

1.4 Study of the [TSN] scheduler.

1.5 EG and [TSN integration study.

For its development, a search for information is carried out through
the syllabus studied throughout the course, bibliographic documents
and reference pages on the Internet as scientific publications related
to this type of technology.

2. Design of a flow priority allocation solution in a single [ATS
network: After learning how [TSN| works, several task are carried out
to develop this sub-objective:

2.1 Review of existing works to date on scheduling in asynchronous
networks.

2.2 Design of a flow priority allocation solution for a network with a
single [ATY] instance, reducing the number of priorities required
in the [ATS] instance.

2.3 Formal problem definition and proposed solution for the flows
prioritization of single instance [ATS]

2.4 Development of an algorithm that implements the designed solu-
tion, allowing to verify that the delay requirements of each flow
are met.

3. Extension of the flow priority allocation algorithm in an asyn-
chronous network based on several [ATSk: After the design
of the algorithm, it is necessary to know what is the distribution of
the requirements of each industrial traffic to be transmitted in the
network. That is, determine which flow requirements, mainly delay, in
each of the instances that make up the route to follow from an
origin to a destination of a given traffic.
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3.1 Review of delay distribution mechanisms in a [TSN] network.

3.2 Selection of the end-to-end (E2E]) delay distribution mechanism
between [ATS instances.

3.3 Formal problem definition of the proposed delay distribution mech-
anism.

3.4 Development of the proposed delay distribution mechanism.

4. Evaluation and validation of the proposed solution: Several
experiments are carried out to verify the correct operation of the pro-
posed solution, verifying that the delay requirement is met in all flows.
Simulation is considered as an evaluation method because there is no
commercial device that implements asynchronous [TSNL

4.1 Study of the features of industrial services.

4.2 Study of the topology used in the industrial environment.
4.3 Design of the experiments to be developed.

4.4 Analysis of the results obtained.

1.3 Methodology and Planning

The section has detailed each of the secondary objectives established
in order to achieve the main objective of developing a flow prioritization
solution in a [ATS}based [TSNI network, meeting the [QoS| requirements and
reducing the level of priorities needed. A linear methodology is used, con-
sisting of rigorously defining the problem, proposing solutions, developing
an analytical model, validating this model or proposal and obtaining conclu-
sions. This process allows to check the progress of the project in a clear and
concise way, and to verify if the proposed objectives have been achieved.

This methodology is subdivided into several works block according to
each sub-objective detailed in the section and new sub-objectives that
are necessary to develop this project:

e Study the operation of [TSN| and 5G] technologies

Task 1.1: Achievement of sub-objective 1.1 (1 weeks).
— Task 1.2: Achievement of sub-objective 1.2 (1 weeks).

( )
( )
Task 1.3: Achievement of sub-objective 1.3 (1 weeks).
( )
( )

— Task 1.4: Achievement of sub-objective 1.4 (1 weeks).

Task 1.5: Achievement of sub-objective 1.5 (1 weeks).
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e Design of a flow priority allocation solution in a single
network.

— Task 2.1: Achievement of sub-objective 2.1 (2 weeks).
— Task 2.2: Achievement of sub-objective 2.2
— Task 2.3: Achievement of sub-objective 2.3

— Task 2.4: Achievement of sub-objective 2.4

)
3 weeks).
4 weeks).
)

4 weeks).

~ Y~

¢ Extension of the flow priority allocation algorithm in an asyn-
chronous network based on several [ATSk.

— Task 3.1: Achievement of sub-objective 3.1 (2 weeks).
— Task 3.2: Achievement of sub-objective 3.2 (2 weeks).
— Task 3.3: Achievement of sub-objective 3.3 (3 weeks).
— Task 3.4: Achievement of sub-objective 3.4 (2 weeks).

¢ Implementation of an asynchronous [TSN| network: It consists
in the creation of an asynchronous [TSN| network with several
instances where the flow priority algorithm is implemented in each
of them and the delay distribution method developed previously is
applied.

— Task 4.1: Implementation of an asynchronous network with
the flow priority allocation algorithm implemented in each of the
instances (5 weeks).

e Validation and evaluation of the proposed solution.

— Task 5.1: Achievement of sub-objective 4.1 (2 weeks).
— Task 5.2: Achievement of sub-objective 4.2 (2 weeks).
(

)
)
— Task 5.3: Achievement of sub-objective 4.3 (5 weeks).
— Task 5.4: Achievement of sub-objective 4.4 (4 weeks).

e Memory writing: all the information collected and the results ob-
tained in each of the simulations for the development of this Master’s
thesis are written in detail.

— Task 6.1: Report writing (9 weeks).

— Task 6.2: Submit the documentation for the Master’s thesis (1
day).

The total duration of the project has been 54 weeks. This equates to 378
days (including laborables and nonlaborables). The steps to follow through-
out the project were clearly defined at the start of the project, and these
may be seen previously.
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The time planning is shown graphically in the Gantt chart in Figure
The figure clearly shows the work blocks and tasks, as well as the expected
duration for each of them. It should be noted that the initial planning is
strict and has been planned consciously so that the work will take enough
time to be evaluated with the academic load of 30 credits.

Hombre de tarea Fecha deiniclo  Durackén

2022/09/01

Figure 1.1: Gantt diagram with the task planning

1.4 Cost estimation

This section details all the direct and indirect resources that have been used
during the development of the project and finally, the estimated budget with
the project costs.

The resources used have been classified into hardware, software and hu-
man resources. Each of them is detailed below.

1.4.1 Hardware resources

The hardware resources represent the technological components that have
been implemented in the project. These elements are:

e Personal Computer [25]: it is the main tool, both technologically
and administratively. An Asus Zenbook 14 has been used in the
project with AMD Ryzen 7 4700U Central Processing Unit (CPU)
at 2.00GHz with 8 cores and 16 GB of RAM. It has been used mainly
for the research, design, implementation and documentation stages.
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e Server: it is a tower computer with Intel(R) Core(TM) i7-6700K
at 4.00GHz with 4 cores and 32 GB of RAM. The capabilities of this
computer exceed the capabilities of the personal computer, since it is
used to carry out the simulation tests of this project.

1.4.2 Software resources

The software resources represent the programs and applications that have
been used in the development of this project. The Table shows the
software that has been used:

Software program/ application | Use Description
SO Windows 10 Home 64 bit [26] | SO installed in the server
Matlab R2021b [27] Implementation the new flow
priority allocation algorithm,
the delay distribution algo-
rithm and the asynchronous
[TSN] networks simulator
GanttPro [28] Design of the task planning
Overleaf online IWTEX editor [29] | Document drafting

Table 1.1: Software resources description

1.4.3 Human resources

The human resources of this project take into account the people who have
been involved in this project and the quantity of time that each one of them
will dedicate to work on it. The Table shows the time spent on this
project by the student and her supervisor:

e Julia Caleya Sanchez: Student of M.Sc. Telecommunication Engi-
neering of the University of Granada.

e Pablo José Ameigeiras Gutiérrez: Associate Professor of the De-
partment of Signal Theory, Telematics and Communications of Uni-
versity of Granada.

e Jonathan Prados Garzén: Assistant Professor Doctor of the De-
partment of Signal Theory, Telematics and Communications of Uni-
versity of Granada.

The hours spent by the student have calculated taking into account the
sum of all the hours spent working on each of the tasks involved in the
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Person Hours worked
Julia Caleya Sénchez (student) 1620
Pablo Ameigeiras Gutiérrez (supervisor) 50
Jonathan Prados Garzén (supervisor) 50

Table 1.2: Human resources description

realization of the project. The student will invest approximately 6h/day.
The hours invested by the supervisor include all the meetings to clarify all
the doubts that may arise during the course of the project and for some
orientation.

1.4.4 Project Budget

Finally, this section details the estimated budget for the project considering
all the resources used as described above. Table [[L3] shows the estimated
costs of each of these resources, as well as the total cost of the project.

Resource Units Unit cost | Subtotal cost

Laptop 1 800 € 800 €

Server 1 2000 € 2000 €

SO Windows 10 Home 1 145 € 145 €

MATLAB R2021b (anual license) 1 860 € 860 €

Pablo Ameigeiras Gutierréz (Supervisor Labor) | 50 hours | 50 €/hour 2500 €
Jonathan Prados Garzén (Supervisor Labor) 50 hours | 50 €/hour 2500 €
Julia Caleya Sanchez (Student labor) 1620 hours | 20 €/hour 32400 €
Total Cost 41.205 €

Table 1.3: Project budget

Please note that all software that is not open source has been included in
the cost because a license is required for its use. The student’s labour cost
has been estimated at 20 € per hour as she is considered a junior engineer,
while the director’s labour cost has been estimated at 50 € per hour.

Consequently, it is concluded that the final budget for the final Master’s
Thesis is 41.205 €, forty one thousand two hundred five euros.

1.5 Project structure

This section describes the different parts that make up the report in order
to provide the reader with an overview of the content of the chapters of this
project. The following is a brief description of the contents of each chapter:

e Chapter 1 - Introduction: This first chapter attempts to give a
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general approach to the work. It consists of the following sections:

— Context and motivation: consists of contextualizing the problem
to be addressed in this work and the motivation for its develop-
ment.

— Objectives: consists of details the objectives to be met through-
out the project.

— Methodology and Planning: explains the steps to be followed and
describes the temporary stages that will be developed throughout
the project.

— Cost Estimation: the hardware, software and human resources
required for the project are indicated, as well as the total cost of
the project.

— Project Structure: the content of each of the chapters that make
up the master’s thesis is described.

— Contributions and publications: in this section the publication
made in a congress related to this work and the patent applied
for are indicated.

e Chapter 2 - State of Art: This chapter summarizes the review of
the state of the art and theoretical knowledge of the technologies used,
divided into the following sections:

— Industry 4.0: the limitations that exist in the current industrial
networks are presented.

— BGE explains the fundamentals of fifth generation networks, in
particular the integrations proposed to date with [TSNI

— [TSNE explains the fundamentals of time-sensitive networks, specif-
ically the mechanisms they implement to meet the quality of ser-
vice requirements demanded.

— State of the art of prioritization scheduler: bibliographic review
of works similar to the one developed, through the compilation of
scientific contributions obtained from Scopus [30], Google Scholar
[31] and ResearchGate [32].

e Chapter 3 - Problem Definition and solution design: this chap-
ter explains the problem to be solved and the formulation of the prob-
lem.

— System Model: it determines the model of the system to be used
in the solution of this problem.

— Flow Allocation Problem: formally explains the problem to be
solved and the partition of the problem into two simpler problems
to be solved.
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— Delay requirement Distribution: details the formulation and pro-
posed solution for the distribution of the delay requirement in an
asynchronous network.

— Per Flow Prioritization Algorithm: the proposed solution
for the flow prioritization problem in a single instance net-
work is detailed and formally explained. The algorithm designed
to solve the problem is also explained.

e Chapter 4 - Experimental Evaluation: the methodology, experi-
mentation and results obtained are presented.

— Methodology: The methodology followed for the experimental
tests is detailed.

— Experimental Setup: describes the design of experiments, i.e., the
setup and the experimental data set.

— Results: the results obtained in the experimentation carried out
are analyzed and verified.

e Chapter 5 - Conclusions and Future works: The conclusions ob-
tained at the end of the project are presented and the possible courses
of action for the problems that remain to be addressed are detailed, as
well as the future updating and improvement of the proposed solution.

— Conclusions: the final conclusions of the project are presented.

— Future works: the lines of improvement to be addressed and the
next steps to be taken in relation to this project are described.

1.6 Contributions and publications

Finally, during the course of the project, several scientific contributions have
been made, among them:

e A patent application titled “Método de configuracion de redes sensi-
bles al retardo basadas en planificadores con conformacidn de trdfico
asincrono, y con calidad de servicio determinista” from the flow pri-
oritization algorithm in 2023. The application can be found in the
Annex

e A paper titled “Flow Prioritization for Asynchronous Traffic
Shapers” in the TENSOR workshop of the International Federation
for Information Processing (IFIP) Networking conference in June 2023
available in the [EEE] Xplore database [33]. The paper is attached in
the Annex [Al
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e The previous paper has been presented at this workshop.

e An IEEE Transactions is currently being prepared based on this Mas-
ter’s Thesis.

In addition, during the realization of this project a research initiation
grant and the FPU grant have been obtained.



Chapter 2

State of the Art

The objective of this chapter is to provide an overview of the main con-
straints that exist in the industrial sector. It also explains the main func-
tionalities of [TSN] and [5Gl and the different solutions proposed for the inte-
gration between BGl and [TSNl Next, the planning functions used by [TSN|
are shown. Finally, an overview of the prioritization scheduler solutions
proposed to date is given.

2.1 Industry 4.0

Industry 4.0 currently has a great relevance for the advancement of new
technologies, because they are the sector where the greatest amount of cap-
ital is invested in order to implement new technological improvements in
development to obtain greater benefits. The progress in the industry is
clearly demonstrated throughout history, where it has suffered great revo-
lutions to achieve progress and improve both the quality of workers and the
opportunity to achieve greater economic benefits, as shown in Figure [2.1

The first industrial revolution in 1760 introduced mechanical produc-
tion equipment with the aim of eliminating the old handmade tools that
were mainly used in agriculture. This new equipment was more produc-
tive because it was powered by water and steam energy. Territorial trade
also benefited from the arrival of new means of transportation such as the
locomotive or the steamboat. These new machines led to an increase in
production, generating great fortunes and profits for the bourgeoisie. This
increase in economic benefits caused the mentality of the bourgeoisie to be
discouraged by the relentless pursuit of profitability instead of the care of
their workers and technological evolution.

The arrival of the second industrial revolution at the end of the 19th
century introduced chain processes using new energy sources, electricity and

15



16 2.1. Industry 4.0

5 s
Tg \_,@i

_TE_ ﬂ? Ol sy 3.0

INDUSTRY 1.0

Mechanization, steam
power, weaving loom

Automatian, computers Cyber Physic
and electronics internet of th

1870 1969 TODAY

Figure 2.1: Progress of the industrial revolution stages [I]

gas, as substitutes for steam. With this change of energy source, mass pro-
duction of products was achieved thanks to the creation of the conveyor belt.
These transformations affected the organization and management of work in
factories. It also brought about a change in international economic relations
and communications with the appearance of new means of transport such
as railways and automobiles.

The third industrial revolution took place at the beginning of the 21st
century, transforming industry with the use of electronics and information
technology to drive the automation of production and the digitization of
information. These new technologies offered the possibility of information
processing allowing the creation of new inventions such as computers or
specific use devices. With the aim of facilitating data to entrepreneurs and
the control of production with the use of robots, which allowed to simplify
the manufacturing processes. In order to carry out automation, networks
using bus technology were necessary, which are not only expensive but also
difficult to interoperate with each other, mainly due to the huge range of
different technologies that are in operation in an industry. In addition, each
of these technologies provides connectivity to a certain service whose
are completely disparate from one another. There was also a transformation
in the use of energy, with a greater use of renewable energies such as solar
and wind power, as opposed to the use of nuclear power plants.

Finally, the fourth industrial revolution, known as Industry 4.0 [34],
will begin in 2016. The trend of this revolution is the deterministic con-
nectivity in the production chains of factories, i.e., the automation of pro-
duction chains, with the aim of improving efficiency and productivity. For
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this purpose, use is made of the exchange of information between Cyber-
Physical System (CPS) [35], which are connected to a Wireless Sensor Net-
work (WSN]). These systems are known as [[IoT] to enable cloud computing.
In this way, it is achieved the creation of systems with high scalability,
few failures and with a shorter waiting time between the different nodes to
achieve greater interaction.

Therefore, with the advent of Industry 4.0, changes are taking place at
the organizational, production and customer management levels to achieve
greater efficiency and productivity among factories connected to each other
through autonomous systems. These autonomous systems allow the iden-
tification of different patterns that humans would not be able to recognize
in the short or long term. Moreover, it is not only manufacturing processes
that are affected, but can influence the entire industry in general and soci-
ety itself. Wireless connectivity enables communication with all the agents
involved in a production process (suppliers, customers, investors, etc.). This
increases the exchange of data reported between the multiple systems and
the participants themselves. Also, communications between the components
of the factories must be connected wirelessly to adjust and transmit config-
uration data in real time, avoiding possible failures or production problems.
In this way, machinery must be intelligent enough to be able to generate,
analyze and diagnose its own processes, without human intervention in the
future.

This leads to a change of mindset, with the size of the company being
insignificant. These companies will have to upgrade to avoid jeopardizing
their business or face strong levels of competition. As could happen with
Western factories, which have low production costs and their factories are
highly digitized and connected to each other. In short, the aim is to unite the
physical world with the digital world on the basis of a series of parameters
so that the systems are capable of making decisions on their own.

The Figure 2.2 shows the main transformations in automation from In-
dustry 3.0 to Industry 4.0, which has been derived from the ANSI/ISA-95
standard. It can be seen how the different levels that were originally hier-
archical are now fully connected to each other. This evolution involves all
devices used in industrial production, i.e. sensors that check the status of
production and the process, Programmable Logic Controllers (PLCk) and
actuators that control and manipulate the sensors, user monitoring tools,
production process planners and even business strategies.

To drive the transformation of Industry 4.0, the Spanish Ministry of
Industry, Trade and Tourism has launched the “Industria Conectada 4.0”
program. This program aims to incorporate knowledge and new technologies
for the digitization of the processes carried out in Spanish industrial com-
panies. To this end, the Ministry provides free of charge an Herramienta de
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Figure 2.2: Industrial Transformation [2]

Autodiagndstico Digital Avanzada (HADAI) [36] that allows to evaluate the
level of digital maturity and to compare the result with other companies.
This tool provides a report that allows companies to plan and implement
different actions to increase process actions to increase the productivity of
production processes and the competitiveness between the external and in-
ternal market [37].

Industry 4.0 presents some necessary requirements to be able to comply

with the new services that are emerging or will emerge. The main charac-
teristics demanded by the industry are:

e Low Latency: Many industries rely on real-time communication for

precise control, coordination, and decision-making. For example, the
[E2E] packet must arrive immediately to avoid certain problem like the
configuration of the determine machine.

Ultra Reliability: Industries require robust and reliable systems that
can function consistently under various conditions and loads. Down-
time can lead to significant financial losses, so reliability is crucial to
ensure uninterrupted operations. Also, the nodes that make up the
network must ensure that the packets received have not suffered any
failure or alteration in the transmission process. This is because it
is impossible to retransmit the data continuously by the nodes, as
they would suffer malfunctions in the quality of service of the service
offered.

High Scalability: Industrial operations often expand over time, and
the systems in place should be scalable to accommodate increasing
demands, whether in terms of data processing, network capacity, or
production output. In addition, the industry demands a high number
of connections to cover a large number of customers with strict
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e Mobility: The [IoT| demands a massive number of sensors and actu-
ators, some of which require mobility in order to perform their func-
tionality.

e Security: Industrial sectors handle sensitive data, valuable intellec-
tual property, and critical infrastructure. Therefore, robust cyber-
security measures are essential to protect against cyber threats and
unauthorized access.

e Interoperability: With the diversity of devices, equipment, and sys-
tems used in industries, interoperability is critical. Standardized com-
munication protocols and open architectures allow different compo-
nents to work together seamlessly.

The specific features demanded by industries can vary significantly de-
pending on the sector, regulatory environment, and technological advance-
ments. Meeting these demands requires collaboration between industry
stakeholders, technology providers, and regulatory bodies to develop inno-
vative solutions that address the unique challenges faced by each sector.

Currently, Industrial Ethernet ([E]) is the dominant technology capable
of meeting these quality of service requirements demanded to provide con-
nectivity in mainly industrial environments. [E] has essential features for
industrial environments such as high resistance to weathering, high tem-
peratures, vibrations and especially allows real-time device communication
[38]. However, [[E] involves a set of standards where some of them are pro-
prietary making them costly to implement and difficult to interoperate with
each other. To solve this problem the [EEEl has defined a layer 2 network
technology of the model.

[TSN| technology guarantees the of traffic over a wired network.
However, there is a clear preference for achieving device or client mobility
through the use of wireless networks, such as[EGlor Fourth Generation (4G]).
In addition, deployment costs are increased by the need to connect each of
the devices via cabling. Furthermore, the existing technologies used do not
guarantee that a certain task will be executed at the time, since, by using
Ethernet, for example, they do not provide the determinism requirements
needed for Industry 4.0. Due to the use of Carrier Sense Multiple Access
(CSMA]) as a mechanism for failure prevention in the transmission process,
for example.

Therefore, thanks to BGl technology, the evolution to smart factories
is enabled. Since offers greater flexibility with lower cost and low la-
tency, i.e. relatively shorter packet delivery times than previous genera-
tions. However, modern industrial networks present many use cases where
synchronization with time, as is the case in closed-loop motion control, as
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well as the use of the cloud, is an important aspect. So, it must also be
taken into account that industrial networks must be fault tolerant and with
accurate time synchronization. In addition, low-power radio scheduling and
distributed coordination within the network are necessary for proper time
synchronization.

Consequently, one of the main problems with in the areas where it
is being deployed is its inability to deliver delay rates as low and with as
much reliability as those required by Industry 4.0. This is not only on the
radio side but also in the underlying [E2E] communications technologies. So
it needs to incorporate other technologies to solve it. In this case, it is
integrated with [TSN], which allow to reduce the delay time, as well as the
time synchronization between the devices that make up the network.

2.2 5G Network

EGInetworks are ideal candidates for future smart factories as they facilitate
low-cost, highly robust interoperability between a high density of devices
through reliable, low-latency wireless communications.

According to the expected requirements for EGl] defined by International
Telecommunications Union ([TU), three main types of services have been
defined that provide the use of BGE

e enhanced Mobile Broadband (eMBBI): is considered the evolu-
tion of the traditional connection by improving performance and user
experience. The transfer rate requirements have been increased to
about 20 Gbps on the downlink and 10 Gbps on the uplink with spec-
tral efficiency improvements reaching up to 0.3 bps/Hz. Latencies are
reduced to 4 ms and allow mobility between different base station cov-
erage cells. In addition, it is considered that several deployment and
service coverage scenarios can coexist, such as indoor/outdoor, urban
and rural areas, offices and homes, local connectivity, etc. With these
features, new types of services and more demanding applications such
as high quality video, cloud services, augmented reality are enabled,
for example.

e massive Machine Type Communication (mMTC]): service that
supports scenarios that require high densities of interconnected de-
vices, generating traffic with a lower volume of data that is not sensi-
tive to delay. This type of service is closely linked to massive [[oT], gen-
eralizing its use, with a wide range of devices with low cost, since they
require few software and hardware requirements. In addition, they
have low power consumption, allowing to host a large volume of traffic
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between them with high scalability, achieving up to 106 devices/km?.

e Ultra-Reliable and Low Latency Communication (URLLC]):
service that guarantee the very critical requirements in terms of end-
to-end latency (below 1 ms), reliability and availability in the network
(up to 99.999%). In other words, it welcomes those scenarios where
low latency with high reliability and very high availability are required
such as remote medical surgeries, remote driving vehicles, production
processes in Industry 4.0, etc. For example, remote control processes
for automation where 5 nines (99.999%) reliability is required with
data rates of 100 Mbps and end-to-end delay of 50 ms. This is achieved
through the Edge Computing or Fog Computing capabilities of

Figure shows the different services and their use cases, while
Figure shows the requirements for each type of service.
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Figure 2.3: Usage scenarios and requirements of 5G [3]

In order to carry out the implementation of these services, a series of
EQl specifications have been developed by Third Generation Partnership
Project (BGPP) [39]. is the organization in charge of standardiz-
ing the radio part and the architecture of systems. Its main objective is
to ensure interoperability between network elements regardless of the man-
ufacturer. In 2018, Release 15 [5] was published, indicating the basic
components that make up the GGl architecture and the characteristics of
communications. Release 16 includes new enhancements with the
definition of [[RLLC| communications and their integration with for
industry automation. In 2022 Release 17 [40] will be published focusing on
improvements for the reduction of the complexity of the radio part, aug-
mented reality and better position accuracy, mainly. Currently, BGPPI is
working on the development of Release 18 focusing on the development of
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new capabilities for fixed/mobile broadband as well as industry verticals
driven by artificial intelligence, machine learning and full duplex technolo-
gies based on a single platform [41]. This evolution can be seen in the Figure
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Figure 2.4: Evolution of the versions published by 3GPP [4]

Currently, networks have mainly two possible deployments, as shown
in Figure 2.5 However, there are different deployment alternatives, as ex-
plained in [42]. The two deployments are:

e Gl Non Standalone (NSA|) Network: the 5G Radio Access Net-
work (BG-RAN) and its New Radio (NR]) interface are used in con-
junction with the BG] core network, specifically in conjunction with
the existing Evolved Packet Core (EPC]). This makes the [NRI inter-
face available without the need to modify the network infrastructure.
The management of user traffic is shared between the two network
nodes (5G] and EG]) while the management of internal communication
with the [EPClis only performed by the Evolved Node B (eNB]) node
(G or the Next Generation Node B (gNB) node (5G).

e 5G] Stand Alone (SA]) Network: The [NR] interface is connected
to the EG] core, instead of the 4G core as in the previous case. This
deployment is the only one that allows the incorporation of all the
services mentioned above.

Regardless of the deployment implemented the network architecture
is divided into two the Radio Access Network (RAN) and the 5G Core
(EGA). Figure [2.6) shows the BGl network architecture.

Each of the main parts into which the network is divided is detailed
below:
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Figure 2.6: 5G Network [6]
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e Radio Access Network (RAN)): also referred to as fronthaul or

xHAUL networks, as they implement the concept of Network Func-
tions Virtualisation (NEV]). Thanks to this functionality, new features
and technologies can be implemented. The is mainly composed
of a single [gNB] that connects to the 5G core through the NG interface
and this to the CN interface. It connects to the User Equipment ((UEI)
through the radio interface. On the other hand, it can be connected
to another [gNBJ through the Xn interface and/or to a [eNBJ] through
the X2 interface. These interfaces and elements can be seen in Figure

27

CN

Figure 2.7: 5G RAN [5]

With the latest versions of the (Gl standard, new technologies have
emerged in the radio part such as massive Multiple Input Multiple
Output ([mMIMOI). This technology consists of the use of multiple
antennas in the [gNB| in order to increase the spectral efficiency and
energy of the system. This functionality is possible thanks to the fo-
cusing of the different beams that make up the radio access signals by
means of a beamformer. In this way, it is possible to reduce the trans-
mission power by adding up all the signals arriving on the different
channels with different delays and making an interferometric arrange-
ment individually for each user in the corresponding uplink transmis-
sion time slot. With the use of this technique it is unnecessary to use
the Cell-specific Reference Signal (CRS]), characteristic of each of the
cells for the estimation of the channel of the devices. This informa-
tion is properly transmitted in EG] reducing the power consumption
of the estimation and consequently the interference, since no user data
is transmitted. Also, these antennas are self-adaptive depending on
the Doppler effect. That is, the beam directivity is increased as more
antennas are added. In this way, lower power consumption is achieved
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by taking advantage of the propagation along a better path and the
same resources between devices. This allows higher speeds, very useful
for example for self-driving vehicles.

e 5G Core (BGC]): This part of the architecture performs user
data processing and integration with the [5Gl network. It also performs
the signaling in the network. The is made up of different nodes
connected to each other through point-to-point interfaces to an ar-
chitecture Service Based Architecture (SBAJ), based on services and
storage. The core of the network is realized by means of NFVk. These
functions are responsible for the separation between the data and con-
trol plane, achieving greater flexibility and simplicity to meet the needs
of each application. The Figure shows the composition of

MS5F MNEF MRF PCF 0] b AF
o i ot el o
Nausf Nam f Nsmf
AUSF AMF IE}%F'

y N2 N4

b

UE / (RIAN N3 UPF

Figure 2.8: Elementary network functions in a 5G network [7]

N
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The following is a brief description of each of the most relevant network
functions of the [SBA| architecture:

— Access and Mobility Management Function (AME]): This
network function is responsible for the overall control of the net-
work for signaling, i.e. between the [RAN] where the [UEk are lo-
cated, and the EGlbackbone. Among the functionalities is the reg-
istration in the network, authentication, mobility between cells,
encryption, session establishment, location services, etc. Some
of these functions are performed with the help of other network
functions. Also, it supports network slicing and the selection
of the corresponding Session Management Function (SME]). In
short, this function acts as a boundary zone between the network
core and the access network.

— Session Management Function (SME): is responsible for
the provisioning of user sessions, in particular, the establishment,
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modification and release of the various sessions between the net-
work and the [UEl It is also in charge of assigning the Internet
Protocol ([P]) addresses of the [UEk that are connected to the net-
work, managing the traffic that is sent to the User Plane Func-
tion (UPE]) and controlling the application of the policies that
have been applied and the

User Plane Function (UPE): is responsible for processing the
user plane of both links and the forwarding of both links from the
corresponding station to the backbone or external network. In
other words, the [UPH performs the forwarding and communica-
tion with the core network and the data network. This network
function is controlled by the It also processes the data
that has been forwarded to generate traffic reports, analyze the
content of data packets and/or execute network or user policies.

Authentication Server Function (AUSE]): This network func-
tion is the provider of the authentication service for devices con-
necting to the network. To do this, it is responsible for request-
ing connection processing and delivery of device credentials to
the Authentication Credential Repository and Processing Func-

tion (ARPE) function.

Unified Data Management (UDM)): is a database contain-
ing mobile subscriber data. It is responsible for the generation of
authentication credentials that are used to allow devices to con-
nect to the network. After verification, it authorizes the access
of these devices to the information available in this database.

NF Repository Function (NRE): is responsible for the man-
agement of Network Functions services. Some of these actions
are registration, authorization, discovery and deregistration.

Network Exposure Function (NEF]): is responsible for han-
dling externally sourced data. That is, all external applications
must pass through this network function as if it were a secure
Application Programming Interface (API) when accessing inter-
nal BGl network data. It also participates in routing and traffic
policies.

Network Managment System (NMS)): is a database used for
network management. It contains all the necessary management
information including [EG] network configuration parameters, flow
information, storage of Key Performance Indicators (KPIk), etc.
Therefore, it is responsible for controlling all relevant information
of the[E2El connection establishment and allows implementing the
network slicing functionality in the BGl network.
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— Policy Control Function (PCE]): this network function ap-
plies the adopted policies in a unified way through a common
framework. In order to verify correct compliance, it performs
network behavior monitoring processes and guarantees

— Network Slice Selection Function (NSSEI): is responsible
for selecting the network segments, coordinating with the [AMF]
for their establishment. In this way, the [UE] can use different
network segments simultaneously, differentiated by an identifier
associated with each of these segments. Each of these network
segments has linked selection policies.

— Application Function (AF]): is responsible for executing the
functionality of the application server. That is, it interacts with
the other network functions found in the control plane according
to the type of service and the network properties. In this way it
performs different operations such as interacting with the [PCE for
policy control, exposing services to end users, define the routing
of application traffic through the Network Slice Subnet Instance
(NSSI), ete. Likewise, it is the point of interconnection between
the network with other systems to be able to interact between
them, as can happen with [TSN|, where this network function is in
charge of exposing the available network resources according
to existing policies.

These virtualized network functions make it possible to implement dif-
ferent network slices to create [E2E] logical networks that can be adapted to
different use cases. These networks are implemented on the same physical
resources that are shared thanks to [SDN| and [NFV] technologies. The vari-
ous network segments formed on the same structure are completely isolated
from each other, with independent control and management. In addition,
new segments can be created as needed, i.e. on demand. For example,
Figure [2.9] shows a single physical infrastructure that implements several
network segments adapted and managed independently of each other.
network segments adapted and optimized for different use cases such as
user applications (blue slice), eHealth (green slice) and machine-to-machine
communications (red slice).

Just as there are modifications in the EG] network architecture, there
are also new improvements in the physical layer, opting for more sophis-
ticated solutions, mainly in the modulation used. In the uplink, DFT-S-
OFDM is used, which is based on Orthogonal Frequency Division Multi-
plexing (OFDM]) using Discrete Fourier Transform (DET]) precoding, and
in the downlink Orthogonal Frequency Division Multiple Access (OFDMAI)
with a cyclic prefix is used.

In BG networks for the physical layer, two frequency ranges have been
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Figure 2.9: 5G network slices running on the same physical infrastructure

8]

specified: FR1 (sub-6-GHz) and FR2 (millimeter bands or mmWare). The
FR1 band has a frequency range of 410 to 7125 MHz with carrier spacing of
5/10/15/20/25/ 30/40/50/60/80/90/100 MHz. While FR2 has a frequency
range of 24250 to 52600 MHz with carrier spacing of 50/100/200/400 MHz
[5].

Figure shows a scheme with the two frequency bands used in 5G
networks, as well as in 4Gl and Second Generation ([2G))/Third Generation
B4Q) networks. It is observed that the FR2 or mmWare band are the ones
that provide a higher channel bandwidth with lower latencies but with a
lower coverage range. By increasing the frequency, it is observed that the
bandwidth increases as the power consumed is reduced due to the fact that
the interference with other devices or base stations disappears. However,
increasing the frequency reduces the distance, causing it to be used only in
enclosed and smaller spaces.

All multiple access mechanisms and procedures, physical channels, mod-
ulation, channel coding, etc., are defined in the BGPP] standard [5].

Other improvements that have been introduced with the standard is the
use of a more flexible frame structure that presents different Subcarrier Spac-
ings (SCY). The is the distance between two consecutive subcarriers.
Each subcarrier is made up of an symbol and a carrier configuring
the most basic unit of radio resource considered in [5Gl called Resource Ele-
ment (RE]). Each series of 12 subcarriers makes up a Resource Block (RBJ).
Therefore, the bandwidth of a [NRI channel depends on the number of [RBE,
i.e., the greater the number of the greater the bandwidth used. In the



State of the Art 29

5G (I)
0 4r”_rq‘géa‘éeHz) 300 m 100 MHz 1ms
5G ()
Sub-6 GHz 1.5 km 50 MHz <10 ms
3.5 -7 GH
( ? IDTechEx [T
4G
Mid-bands 3 km 20 MHz 20 - 30 ms
(1-2.6 GHz)
2G/3G
Low bands >7 km 5 MHz 100 — 500 ms
(<1 GHz)
Range Bandwidth channel Latency

Figure 2.10: Frequency bands of 5G systems according to their use up to 40
GHz [9]

time domain, each complete frame, with a duration of 10 ms, is divided
into 10 subframes. That is, each subframe has a duration of 1 ms. In turn,
each of these subframes is divided into 1 time slot consisting of 14
symbols. The slot duration depends on the carrier transmission frequency.
The described distribution is shown in Figure
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Figure 2.11: Frame structure in 5G NR [10]
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In the uplinks and downlinks to carry out the configuration of the exist-
ing channels between the and the [UE] a series of information is trans-
mitted through these radio resources. For each link, uplink and downlink,
the main channels are:

e Uplink:

— Physical Random Access Channel (PRACH): is used to request
the connection request through random access by the [JEl That
is, to be able to establish a call or transmit a certain data burst.

— Physical Uplink Shared Channel (PUSCH): transmits the infor-
mation from the [UE] by reserving a secure channel.

— Physical Uplink Control Channel (PUCCH): is used for upstream
channel control information including Hybrid Automatic Repeat
reQuest (HARQ)), scheduling request and downstream channel
status feedback information.

¢ Downlink:

— Physical Downlink Shared Channel (PDSCH): is used to transmit
downlink user data over an authenticated secure channel.

— Physical Downlink Control Channel (PDCCH): transmits control
information such as scheduling decisions between[PDSCHl and [UEI
data via the[PUSCHI The goal is to be able to adapt to variations
that occur in the channel through the use of [TARQ]

— Physical Broadcast Channel (PBCH): is used for the broadcast
information systems that [UEk need to be able to access the net-
work.

2.3 Time Sensitive Networking (TSN)

[TSN] is a set of standards that are specified as a series of amendments to
IEEE 802.1 defined by the [EEEl In other words, it encompasses all the
standards for Ethernet encapsulation (link layer or layer 2 of the model)
but for Virtual Local Area Network (VLAN]) networks. Thanks to these
standards, critical challenges in various sectors are solved by ensuring the
deterministic transmission of flows with in terms of strict requirements
for latency, jitter, reliability and packet loss. This is because focuses
on minimizing the delay and jitter of packets being transmitted while the
main objective of Ethernet networks is to increase bandwidth. Because of
these capabilities, [TSN| technology is currently key to the development of
deterministic networks, such as industrial networks or networks.
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TSNl networks are made up of end devices, bridges, network-user inter-
faces and the [TSN| flows themselves. A brief description of each of these is
given below:

e End Devices: the source and destination nodes of the flows. In other
words, these are the nodes that run the applications and services that
require deterministic transmissions.

e Bridges: are Ethernet switches that transmit the data frames of the
[TSNI flows and receive them according to a defined time schedule.

e User/Network Interface (UNI): is the connection between the
user plane and the control plane of a network. The user-side
[UNT is made up of the senders and receivers, while the network-side
[UNT is made up of the bridges that transmit the data frames from the
sender to one or more receivers.

° Flows: are unidirectional time-critical data frames. These
frames are transmitted between end devices that require the timing
to be deterministic. In addition, each stream has a unique identifier
for each end device.

These components make it possible to form the control and data plane
of the [TSN] network. One of the objectives of the [TSN]is to determine the
flow requirements without the need for knowledge of the network. To this
end, the flow requirements must be obtained from the network, as well as
the network topology and the capabilities of the bridges present in order to
configure these bridges to meet the demanded requirements. In the
standard, different control plane models have been defined for resource al-
location, configuration, registration and management. So the discovery of
network requirements is obtained differently depending on the control plane
model. The three architectures detailed in the TEEE] 802.1Qcc standard
are: fully distributed, network centralized and user distributed and fully
centralized, although the standard focuses mainly on the third model. The
following is a brief explanation of the control plane models:

e Fully Distributed Model: user requirements are transmitted through-
out the topology by using a distributed protocol. Specifically, each
network component shares the properties required by the rest of the
network nodes to establish flows with In this model, the
[UNTl interface is located between the end stations and the first or final
TSNl bridge in the network. The Figure shows the representation
of the fully distributed model of the network.



2.3. Time Sensitive Networking (TSN)

End Devices Puente TSN Puente TSN Puente TSN End Devices
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Figure 2.12: Fully distributed model [11]

e Centralized Network and Distributed User Model: a new com-
ponent called Centralized Network Configuration ([CNC) has been
added, which contains a global view of the entire network topology
and the frames to be transmitted. This component is responsible for
the configuration of the [TSN] bridges, for the complex performance
operations required by certain mechanisms such as schedules, and for
the scheduling of the frames and routes to be followed by the flows on
the bridges. In this case, the [UNI] is located between the bridge and
the end station. User requirements are transmitted from the sender to
the network edge bridge, a bridge connected to an end station, which
communicates them to the [CNCL A representation of the centralized
network and distributed user model is shown in Figure [2.13

CNC

End Devices Puente TSN  Puente TSN Puente TSN End Devices
(Emisor) (Receptor)

Figure 2.13: Centralized network and distributed user model [11]

e Fully Centralized Model: another new component called Centralized
User Configuration (CUC]) is added, which is in charge of discovering
the end stations and receiving their characteristics and the require-
ments of the[TSNIflows. In this case, the exchange of user requirements
is done between the [CNCl and the [CUC] so the [UNIlis located between
these two components. A representation of the fully centralized model
is shown in Figure [2.14]

Between the [CUC] and [CNC] there are a series of message exchanges
to obtain the requirements. This information flow is:
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Figure 2.14: Fully centralized model [2]

. The end devices send their requirements to the [CUCl Some

of these requirements are for example data rate, traffic classes,
priorities, [E2F] latency, etc.

The [CUC] forwards this information to the [CNC| via [UNI]

On the other hand, [TSN|bridges transmit their capabilities to the
Some of these capabilities are for example bridge delays
according to port and traffic class or scheduling delays according
to port and priorities considered.

The uses this information to determine the configuration of
each bridge to meet the requirements of the [TSN]| flows. It also
defines the traffic transmission schedule according to the start
times of the flows and the control times of the [[TSNl schedulers.

After acquiring the configuration of the [I'SN| bridges, the [CNC]
transmits this information to the [CUC and the [CUC forwards it
to the end devices.

Although three models of the control plane have been defined, the fully
distributed model and the centralized network and distributed user can-
not be implemented since they must use the Stream Reservation Proto-
col (SRP) protocol which does not meet the needs required by industrial

networks.

Therefore, the main model studied and used is the third model,

i.e., completely centralized and the one on which this work focuses. In these

networks,

multiple [CUC] can coexist, but only one [CNC| entity. With the

existence of the[CNCland the[CUC] the automation of network management
is implemented through the SDN| paradigm. In this way, it is possible to



34 2.3. Time Sensitive Networking (TSN)

Network management
system (e.g., CNC)

.................................

¢ ——————

P1

— Periodic LLDP advertisements
End station A or Port End station C or
Ethernet bridge A Ethernet bridge C

Chassis ID=E1 Chassis ID=E3

Port Ethernet bridge B
Chassis ID=

Figure 2.15: LLDP information exchange

by
[
|
|

know if the network meets the requirements prior to the establishment
of the network configuration.

The to perform end-to-end route planning and optimization needs
to know the complete network topology. For this discovery of the links
between the bridges and the end stations of a network, a Link Layer Dis-
covery Protocol (LLDP) is implemented. This protocol is defined in the
MEEE] 802.1AB standard and its functionality allows both the discovery of
the entire network topology and the state of the network devices and their
availability. This protocol deploys a set of [LLDP] agents at the end stations
or bridges to perform the information exchange between neighboring nodes.
[LLDP frames are specific to each outgoing port in order to determine the
network topology. These [LLDP] frames are received at the agent of the end
stations or a bridge. This agent is in charge of verifying the frames and
storing the information contained in a given remote Message Information
Base (MIBI). All the stored information can be retrieved by each bridge if
management interfaces are used, such as those based on the Simple Net-
work Management Protocol (SNMP]) or [MIBl The[LLDP| message exchange
described above can be seen in Figure [2.15

The [SNMPI is an [Plbased protocol used to monitor and manage net-
work bridges, networks, and end stations. A management interface is built
between the bridges and the in a centralized [TSN| network to receive
information on the status and current configuration of the network nodes.
Each of the current agents in the bridges or end stations transmits
this information. Furthermore, these agents can change the state
of network nodes and send notifications to the [CNCl which is the network
management system, to notify it of particular events. A [MIB]is used in all
processes.
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[TSN] like Ethernet, are shared access technologies to the medium through
the Time-Division Multiplexing Access (TDMA]) technique in order to ac-
cess the medium when the exact time of transmission is known. However, in
the case of traffic where the exact time of transmission is not known, statis-
tical multiplexing is used. The main difference between the two techniques
is that with [TDMA] time slots are pre-assigned to all existing communica-
tions, regardless of whether they are active or not. Whereas with statistical
multiplexing, slots are only assigned when traffic is active. In this way, it is
possible to increase channel utilization without wasting the temporary slots
assigned to inactive communications.

Traffic shaping

Probablity

Time Guaranteed delivery in a Reliagillty

synchronization guaranteed time window
== Redundancy

Figure 2.16: TSN features [12]

Figure [2.16] summarizes the main characteristics of [[SN] networks. As
can be seen, they can be grouped into 4 blocks: traffic shaping, resource
management, time synchronization and reliability. Each of these blocks
groups together those [EEE] 802.1Q standards that allow the characteristic
to be developed. A brief description of each of the blocks is given below:

e Traffic Shaping: groups the standards that guarantee latency and
jitter in a network. For this purpose, [TSN| separates the traffic
into traffic classes depending on the required Each traffic class
groups the traffic of the services contemplated by the scheduler de-
pending on their characteristics and requirements, being treated dif-
ferently according to these. There are two types of schedulers de-
fined in the standard: and These two schedulers determine
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the configuration implemented in each of the outgoing traffic of the
switch/bridge outgoing interface and filter the flows according to their
[QoS| The [TAS] defined in the TEEE] 802.1 Qbv standard, is used
in synchronous [TSN] networks where it is necessary for all nodes to
be temporally synchronized. While the [ATS| defined in the [EEEI
802.1Qcr standard, is used for asynchronous networks where the
nodes do not have to be temporally synchronized. Another mecha-
nism also used in this block is Ethernet frame preemption, defined in
the [EEE] 802.3br and IEEE] 802.1Qbu standards. This mechanism
allows interrupting the transmission of lower priority frames in order
to transmit high priority frames, reducing the transmission delay of
critical frames.

Resource Management: is realized differently depending on the
TSN network configuration architecture. Resource management, re-
gardless of the control plane architecture, enables dynamic discovery
of the [TSN] network topology. It also provides configuration, network
monitoring, allocation and registration of the resources needed to en-
sure the requirements of each flow, among other properties. For this
purpose, the [EEE] 802.1Qat and TEEE] 802.1Qcc standards are de-
fined, which are responsible for flow reservation and the [EEE]802.1CS
standard for link-local reservation.

Reliability and Redundancy: the [EEF] 802.1CB standard is de-
fined, which implements the Frame Replication and Elimination for
Reliability (FRER]) mechanism. This mechanism consists of transmit-
ting several replicas of the same frame but over different paths of the
network, avoiding the interruption of communication due to the fall of
any link. It also implements path control and reservation techniques
(IEEE] 802.1Qca) and filtering techniques and control policies for each

flow (IEEE] 802.1Qci).

Time Synchoronization: Each node in the[TSNInetwork has its own
clock. These clocks initially have the same time reference but can suf-
fer cumulative deviations and cause a malfunction of the network. To
avoid this, all the clocks in the network must be temporarily synchro-
nized. To do this, the generalized Precision Time Protocol (gPTP]
mechanism, a profile of the Precision Time Protocol (PTP)) standard
defined in the [EEE] 802.1AS standard, is implemented. This mecha-
nism updates the time of each clock taking into account the possible
deviations that may occur along the way. To do this, it first esti-
mates the latency introduced into the network by exchanging a series
of messages and then, this calculated latency is used to synchronize
the clocks of the nodes.
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As indicated in the main [TSN] features, singles itself out for traffic
conformation. For this, it divides the service traffic according to its [QoJ
requirements, differentiating it by means of an identifier Priority Code Point
(PCP) that is assigned to each traffic. This identifier is located in the
tag of the Ethernet header of the frame and is assigned according to
criticality and Criticality indicates the amount of risk posed by the
data, specifically its level of system availability and the severity of system
performance when a frame is lost. The [PCP| determines the priority of the
frame, where a total of eight values are normally considered, from “0” to
“77. Value “0” is usually assigned to traffic of type Best-Effort (BEI), being
the default class, while value “7” is assigned to traffic of higher priority [2].

The assignment of a given [PCP] value to traffic types is done through
the strict priority mechanism, defined in the TEEE] 802.1Q standard. The
functionality of this mechanism is to perform the mapping between [PCP
values and Traffic Class (T'C)) depending on the number of [TC] supported
on an egress port of the bridge.

This identifier, the [PCPl can be cataloged individually or as a group
depending on the number of queues or classes that have been configured on
the outgoing ports after the packet has been communicated. If each [PCP
value can be related to a different class then it can be treated uniquely
according to the policies for that flow. However, there may be situations
where the number of [TC| contemplated is less than the number of possible
[PCPk. For example, if the outgoing port of the bridge supports 8 [TC] a
[PCPI value will be associated with each [T'C|, which will have its own queue
waiting to be transmitted by the interface. But if on the other hand the
number of [T(is less than 8, then several PCPk must be merged into a single
[TCl and this queue would have traffic with several [PCPl values. The latter
case is described in Figure [2.1

With scheduled traffic and [T'CJ] differentiation, the interference suffered
by [TSN] flows when transmitted over the network is considerably reduced.
However, they still do not meet the demanding [QoS|requirements demanded
by the industry for certain types of traffic. To achieve this, the frame preven-
tion mechanism defined in the [EEE] 802.3br and [EEE] 802.1Qbu standards
is implemented. This mechanism allows higher priority packets to preempt
traffic with a lower priority to meet the latency requirement. This mecha-
nism can cooperate with scheduled traffic to reduce latency.

Another mechanism implemented to achieve high reliability is the re-
dundancy of the frames of the most critical services. [FRER] is defined in
the TEEE] 802.1CB standard and is used to increase the number of frames
belonging to a given flow. This mechanism also ensures that the network
is not unnecessarily overloaded as it is capable of detecting duplicate flows
and eliminating them. In this way, redundancy transparency is guaranteed
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for the application and its realization within the network. Thus, the [FRERI
mechanism performs two main functions, as shown in Figure [2.18

e Replication Function: is responsible for duplicating the frames and
transmitting them over two or more disjoint routes. Each of the copies
is assigned the same sequence number in order to facilitate its subse-
quent elimination.

e Delete Function: is responsible for the elimination of all duplicate
frames received after a previous frame. To determine if the frame
is a duplicate of the previous frame received, the sequence number
associated with each frame is examined.

Also to ensure reliability and redundancy, the Per-Stream Filtering and
Policing (PSEP) mechanism, defined in [EEE] 802.1Qci, has been imple-
mented. This mechanism allows the identification and management of non-
comforming traffic, excessive bandwidth usage, whether intentional or un-
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intentional, and incorrect prioritization within a given time interval. To
achieve these objectives, different control actions are implemented such as
flow meters to provide data-driven surveillance or flow gates to provide time-
based surveillance. A brief description of both monitoring is given below:

e Data-based Surveillance: uses flow meters that are applied to one
or more [TSN| flows. These meters allow to provide the committed
information rate and the information rate of the flows. The purpose
of obtaining these measurements is to check whether the transmis-
sion information rate that is allowed to be transmitted exceeds the
information rate.

e Time-based Surveillance: employ flow gates that must be tempo-
rally synchronized between the bridges and the end devices of the net-
work. This monitoring mechanism is necessary mainly in synchronous
networks since the scheduler gates are configured to open at certain
time instants. If frames arrive outside this opening time slot, they are
considered to be unwanted frames or interference. These frames are
discarded since at that instant the gate is closed and does not allow
access to the bridge.

In[TSNInetworks there are two types of schedulers, depending on whether
time synchronization is required or not, as previously mentioned. In syn-
chronous [TSN| networks, their nodes must have the same time reference
in order to guarantee the deterministic behavior of the network. For this
purpose, the [gPTP] protocol is used for time synchronization and the
scheduler and the use of cyclic queuing, defined in the [EEF] 802.1Qch stan-
dard, for the transmission of scheduled traffic. On the other hand, asyn-
chronous do not need time synchronization mechanisms to guarantee
deterministic behavior. Therefore, in these networks their nodes do not need
to have the same time reference to meet the requirements demanded by
the flows. Consequently, depending on the use of each type of [[SN| network,
there are a series of advantages or disadvantages. One of the most important
is that synchronous [TSN] are more expensive because of the need for time
synchronization and the capacity utilization of their links is minimal due to
the reservation of time slots. However, since asynchronous [TSN| networks do
not have this time synchronization, there is an increase in the delay suffered
by flows, although they still comply