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Abstract 
 
Today, the electronic Word of Mouth (eWOM) statements expressed on blogs, social media or shopping 
platforms are much frequent and enable customers to share his/her point of view about adquired products 
or services. These eWOM statements can be used for the industry to improve its products and services, 
and for customers for making better purchase decisions. Sentiment Analysis (SA) techniques can be used 
to extract and analyse these eWOM statements. Research in recent years on SA has advanced 
considerably and its applications in business management have grown exponentially. Automatic 
techniques (as machine learning, deep learning, statistic approaches and others) have been used for this 
purpose. However, training a machine for processing or analyzing sentiments is a hard task, mainly due to 
the  complexity  of  the  natural  language.  This  task  is  more  complicated  in  multilingual  environments. 
There  is  still  a  great  paucity  regarding  training  datasets,  one  of  the  key  resources  in  achieving  more 
favourable results. Training datasets, in fact, are a reservoir of information serving to teach and refine the 
skills of automatic techniques. Hence, the higher the quality of the training datasets, the better predictive 
power  of  Sentiment  Analysis  tasks.  English  datasets  are  relatively  easy  to  find  in  literature,  however 
datasets in other languages are very scarce. So, this paper therefore describes and compiles information 
concerning 25 datasets gleaned from short messages (statements expressed in social media and shopping 
platforms)  in  seven  different  languages,  for  the  most  part  from  Twitter.  For  quality  issues,  all  the 
resources  were  human-tagged,  and  they  are  currently  available  to  the  scientific  community.  A  new 
sentiment dataset in English extracted from Twitter has also been drawn up and each message evaluated 
subjectively.  The  current  survey  therefore  aims  to  provide  essential  quality  information  for  future 
research related to automatic Sentiment Analysis in monolingual or multilingual scenarios. 
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1. Introduction 

The increasing use of Web for online activities like travel booking, e-commerce, social media 
communications,  blogging,  clicks  streams,  etc.  enables  to  record,  mine,  filter,  parse  and  summer  large 
among information (referred in literature as big data). The big data is frequently composed by individual 
small portions of information. These small portions assume the form of short messages (texts, statements, 
opinions,  etc.) expressed by  customers  with respect to acquired products or services, usually posted in 
social media (Twitter, Facebook, Instagram, etc.) or electronic shopping platforms (like Amazon, eBay, 
etc.), which are used by the industry to improve its products and services, and for customers for making 
better  purchase  decisions  according  to  other  consumers’  experiences,  this  is  referred  in  literature  as 
electronic  Word  of  Mouth  (eWOM)  (Hennig-Thurau  et  al.,  2004).  In  recent  years,  the  customers’ 
favourite channel for expressing these eWOM statements is being Twitter. 

The use of Twitter as a direct channel linking organisations and individuals that share recommendations, 
product reviews and services increases exponentially every day. This mode of communication provides 
all users the power to instantly and without obstacles create and share ideas. The more than 500 million 
registered  Twitter  users  and  more  than  500  million  daily  Twitter  messages1 constitute  a  gold  mine  for 
companies as this application provides continuous essential data that can serve to improve their offer of 
products. Monitoring the network of Twitter messages therefore offers precious data as to what and how 
customers  express  themselves  towards  a  company  and  towards  its  competition  (Morinaga  et  al.  2002; 
Pang and Lee 2008). 

                                                           
1   http://www.internetlivestats.com/twitter-statistics/ [accessed July 14, 2017]. 



 
In  this  scenario,  there  is  an  increase  in  prominence  of  research  and  development  of  the  techniques  of 
Sentiment Analysis (SA) intended to sort short messages extracted from Twitter. Examples are the work 
of Gaspar et al. (2016), Go et al. (2009b), Lahuerta-Otero and Cordero-Gutiérrez (2016), Mukherjee and 
Bhattacharyya (2012), Spencer and Uchyigit (2012) and Yu and Wang (2015). To carry out studies to 
attain SA quality, it is fundamental to assemble corpuses or datasets. These are used in different tasks: 
Sentiment Classification (Serrano-Guerrero et al. 2015; Taboada 2016; Winkler et al. 2015; Ding et al. 
2008; Sarvabhotla et al. 2011; Wilson et al. 2009), Subjectivity Analysis (Montoyo et al. (2012); Pang 
and  Lee  2004; Wilson  et  al. 2009),  Opinion  Extraction  (Sarvabhotla  et  al.  2011),  the  determination  of 
viewpoints (Greene and Resnik 2009), identification of argumentation stands (Park et al. 2011),   
determination of emotional impact to events (Bernabé-Moreno 2015b and 2015c), geographically 
distributed event (Pino et al. 2016), the use in customers acquisition with marketing approaches (Bernabe-
Moreno  et  al.  2015a;  Wang  et  al.  2016),  aspect-level based SA (Schouten et al. 2016), discurse  style 
anaylisis (Nguyen and Jung 2017), etc. A more complete list de SA papers can be found in (Piryani et al. 
2017). 
 
SA usually is performed in a unique language or in a multilingual fashion as in (Boy and Moens 2009). 
SA  also  can  be  performed  in  different  levels  and/or  granularity:  documents,  word,  aspect,  sentence, 
concept,  phrase,  clause,  sense  (Ravi  and  Ravi  2015).  Analysis  at  the  document-level  identifies  the 
sentiment  as  a  whole  and  qualifies  it  as  positive  or  negative.  Phrase-level  classification  identifies  the 
sentiment more specifically by determining the polarity (positive or negative) of each of a text's phrases.  
At the characteristic level it identifies the sentiments related with specific aspects of products, services or 
entities  (Chen  &  Zimbra,  2010;  Liu,  2012;  Wilson,  Wiebe,  &  Hoffmann,  2009).  There  are  many 
applications linked to SA that can be divided into six large groups (Serrano-Guerrero, Olivas, Romero, & 
Herrera-Viedma, 2015): 
 

A. Sentiment classification or sentiment polarity groups the information into three categories: positive, 
negative  or  neutral  (Rushdi  Saleh,  Martín-Valdivia,  Montejo-Ráez,  &  Ureña-López,  2011;  Yu,  Wu, 
Chang, & Chu, 2013). The information can be represented in numerical scales such as {-1,0,1} (the most 
common)  indicative  respectively  of  negative,  neutral  and  positive  sentiments,  or  [0  –  5]  with  zero 
tantamount  to  maximum  negativity  and  5  maximum  to  positivity  (Li  &  Tsai,  2013;  Martín-Valdivia, 
Martínez-Cámara, Perea-Ortega, & Ureña-López, 2013). 
 
B.  Subjectivity  classification  consists  essentially  in  determining  whether  a  sentence  is  subjective  or 
objective. An objective sentence is relates facts and is usually easier to classify. A subjective sentence, in 
turn,  tends  to  express  other  types  of  information  as  such  as  a  personal  belief,  value  or  individual 
sentiment  directly  related  to  previous  experiences.  Certain  authors  see  this  task  as  a  step  prior  to  the 
classification  of  sentiments  and  affirm  that  a  good  classification  at  the  subjective  level  potentiates  the 
results  of  the  classification  of  general  sentiments  (Barbosa  &  Feng,  2010;  Esuli  &  Sebastiani,  2006; 
Montoyo, Martínez-Barco, & Balahur, 2012; Sarvabhotla, Pingali, & Varma, 2011). 
 
C.  Opinion  summarization,  according  to  Wang  et  al.  (2013),  consists  essentially  of  identifying  and 
extracting the main attributes and sentiments about an entity contained within one or several documents 
so as to detect opinions to identify relationships, characteristics and/or links (Beineke, Hastie, Manning, 
& Vaithyanathan, 2004; Pang & Lee, 2004). 

 
D. Opinion retrieval, through two different types of evaluations linked to relevance and query,  recover 
expressions/opinions in documents. This technique is commonly applied in document ranking (Lee, Song, 
Lee, Han, & Rim, 2012). 
 
E. The sarcasm and irony approach consists in detecting sentences conveying these characteristics. This 
task, according to some authors, is the most difficult in SA since the definitions of sarcasm and irony are 
unclear (Reyes, Rosso, & Buscaldi, 2012; Farias Patti, Roso, 2016). 
 
F. Other approaches following this line attempt to detect the gender of the author of the document (gender 
and  authorship  detection)  (Montesi  &  Navarrete,  2008;  Savoy,  2012;  Seki,  Kando,  &  Aono,  2009), or 
detect  content  with  the  objective  of  distorting  public  opinion  about  an  entity  (opinion  spam  detection) 
(Jindal & Liu, 2007; Ott, Choi, Cardie, & Hancock, 2011; Xie, Wang, Lin, & Yu, 2012). 



 
Texts  in  general  can  also  contain  grammatical  errors,  abbreviations  and  colloquial  expressions  that 
complicate their classification (Balog, Mishne, & Rijke, 2006; Jindal & Liu, 2006). These require Natural 
Language Processing techniques (NLP) such as the following:   
 
a) The negations technique that reverts sentiment so that its role be taken into account when analyzing the 
text  (Abbasi,  Chen,  &  Salem,  2008);  b)  POS  or  POS-tagging:  (part  of  speech  tagging)  technique  that 
identifies the adjectives and adverbs serving as indicators of sentiment (Turney, 2002); c) frequency and 
terms  technique  that  considers  the  presence  and  frequency  of  unigrams  or  n-grams  in  the  data  (Dave, 
Lawrence, & Pennock, 2003; Pang, Lee, & Vaithyanathan, 2002), and d) opinion words and phrases, a 
technique widely applied to extract sentiments by either lexicon-based or statistical-based approaches (Hu 
& Liu, 2004). Other important resources must also be considered such as, among others, reducing the text 
to stem words and filtering of empty words (stop words) that help optimize data by streamlining so as to 
enhance classification. 
 
Tools  and  online  services  as  dictionaries  have  been  proposed  to  facilitate  some  the  analysis  fhases  as: 
SentiWordNet (Hung et al. 2013), Senti-lexicon (Kang et  al. 2012),  SentiFul (Neviarouskaya 2011) for 
word level SA; EmotiNet (Balahur et al. 2012) for emotion detection, SenticNet (Cambria et al. 2010), 
SenticNet2 (Cambria et al. 2012) and SenticNet3 (Cambria et al. 2014), (Poria et at. 2013) and (Tsai et at. 
2013)  for  concept  level  SA;  and  EmoSenticSpace  (Poria  et  al.  2014)  for  sense  based  SA.  A  more 
complete review of these tools and services can be found in (Ahmad et al. 2017). 
 
Supervised and non-supervised approaches have been applied for automatic sentiment analysis. The more 
used in literature are Naïve Bayes, Super Vector Machine (SVM), decision tree, random forest and neural 
networks among others (Ravi and Ravi 2015). 
 
The quality of the learning strongly depends on the quality of the corpuses. They can be largely divided in 
two groups: training and test. The training group comprises message assemblages evaluated subjectively 
and  tagged manually  indicating  the  sentiment  or  emotion  content.  This  group  serves  to  train  the 
automated  sentiment  classifier  (Parkhe  and  Biswas  2016; Roul  et  al.  2016;  Jurafsky  and  Martin  2009; 
Nakov et al. 2013; Shamma et al. 2009). In this manner, the higher quality of the training dataset results 
in  a  higher  precision  in  message  classification.  Once  the  classifier  is  trained,  the  test  group  is  used  to 
evaluate its efficiency. The test group usually consists of unsorted messages and regards the same topics 
treated in the training group. 
 
The  most  common  training  datasets  in  the  literature  are  classified  by  positive,  negative  and  neutral 
polarity or represented by ranges using, for example, the number +5 to indicate very positive and  -5 for 
very  negative.  Yet  there  are  other  less  known  corpuses  that  are  tagged  with  other  labels  related  to 
emotions  including joy, anger, disgust and irrelevance (Go et al. 2009a; Román et al. 2015; Saif et al. 
2012; Yu and Wang 2015). 
 
Another  important  point  regarding  published  training  datasets  is  their  scarcity  in  languages  other  than 
English (Saif et al. 2013). To meet this problem, this paper aims on the one hand to collect, identify and 
describe the data of 24 currently available,  manually annotated, short  messages  (those  posted in social 
media  as  Twitter  or  in  electronic  shopping  platforms)  corpuses  of  which  ten  are  in  English,  four  in 
Spanish (one in Mexican Spanish), four in the Portuguese (three in Brazilian Portuguese), one in Arabic 
and Jordanian Arabic, two in German, three in Italian and one in French. Furthermore, we advance an 
original dataset based on Twitter with a description of its characteristics, the method used to evaluate the 
messages and where it can be downloaded. 
 
All these datasets can be used for future research in both monolingual and multilingual scenarios. All of 
these 25 datasets were human-tagged, and they are currently available to the scientific community. This 
paper  revises  them,  summarizes  their  main  characteristics,  indicates  in  which  context  and  with  whose 
techniques  are  them  used,  and  finally  they  are  enhanced  giving  the  readers  links  for  downloading  and 
disseminating.   
   



This  survey  is  therefore  divided  into  four  main  parts:  i)  Section  2  describes  the  datasets  according  to 
language;  ii)  Section  3  introduces  our  dataset;  iii)  Section  4  summarizes  the  25  datasets  using  a 
descriptive table; and iv) Section 5 draws the conclusions. We aspire to meet the main objectives behind 
this work focusing on gathering, describing and disseminating essential information so as to enrich and 
facilitate future research in the field of Sentiment Analysis. 

 
2. Description of the datasets   

 
This  section  describes  24  datasets,  manually  annotated  for  sentiment  analysis  tasks,  of  short  messages 
corpuses in seven languages: English, Portuguese, Spanish, Arabic and Jordanian Arabic, German, Italian 
and French. 
 
2.1. English Twitter Sentiment Datasets 
 
This  section  describes  the  specifics  each  database  according  to  English  language,  download  address, 
authors and some of the scientific papers that have made reference to them. 
 
 2.1.1. 2000Entities 
 
The  2000Entities  corpus  was  published  for  the  first  time  by  Mukherjee  et  al.  (2012)  and  used  in 
(Mukherjee, Malu, Balamurali, and Bhattacharyya, 2012) to demonstrate the efficiency of the tool named 
TwiSent which uses the Naïve Bayes as the base algorithm and Spam Filter and Spell Checker algorithms 
to refine the data. It consists of 8,507 tweets regarding about 2,000 famous personalities from more than 
20 different  fields:  movies, restaurants, television, politics, sports, education, philosophy, travel, books 
technology, banking and finance, business, music, environment, computers, automobiles, etc. The 
messages  were  tagged  manually  by  four  evaluators  according  to  the  following  categories:  positive, 
negative,  objective-not-spam  and  objective-spam.  The  dataset  can  be  consulted  at  http://www.mpi-
inf.mpg.de/~smukherjee/data/twitter-data.tar.gz (accessed July 14, 2017). 
 
 2.1.2. Health Care Reform (HCR) 
 
The HCR dataset of March 2010 comprised 2,516 tweets with reference to the healthcare reform hashtag 
"#hcr" (health care reform) introduced in 2010 by Barrack Obama (Speriosu et al. 2011). The messages 
were  classified  manually  by  five  annotators  in  five  different  categories  (positive,  negative,  neutral, 
irrelevant or other). In addition, the corpus was divided into tweets regarding training (839), development 
(838)  and  test  (839)  (Saif  et  al.  2013). This  corpus  has  served  in  research  conducted  by  Coletta  et  al. 
(2014),  which  used  SVM  classifier  combined  with  a  C3E-SL  cluster  ensemble,  capable  to  combine 
classifier and cluster ensembles to refine the tweet analysis. Saif et al. (2012) presented a novel approach 
adding semantics as additional features into the training set and measure the correlation of the 
representative concept with negative/positive sentiment. Saif et al. (2014a,b) also exploit the semantic as 
additional feature. Speriosu et al. (2011) used a label propagation in a maximum entropy classifier trained 
on noisy  labels and  knowledge about  word types encoded in a lexicon.  Tsakalidis (2014)  proposed an 
ensemble classifier that is trained on a general domain and adapts, on the desired (test) domain before 
classifying a document. The dataset can be consulted at https://bitbucket.org/speriosu/updown/downloads 
(accessed July 14, 2017). 
 
 2.1.3. Movies - UMICH SI650   

 
The Movies UMICH SI650 dataset was designed by researchers at the University of Michigan between 
April and March 2011 for tasks related to SA. It has a training  group comprising 7,086 tweets tagged 
manually as positive or negative. It also has a test group of 33,052 tweets. Both groups are associated 
with movies of different genres. Studies using this dataset include Dickinson et al. (2015) which applied a 
Word2Vec and Sent2Vec by a Deep Structured Sematic Model (DSSM) or the DSSM with 
convolutional-pooing structure (CDSSM) to form its vector representations and the Bag-of-Words model. 
Finally,  Duncan  and  Zhang  (2015)  used  a  neural  network  for  sentiment  analysis  tasks.  Information 
relating to this resource and downloading can be found in at https://inclass.kaggle.com/c/si650winter11 
(accessed July 14, 2017). 
 
 2.1.4. Obama-McCain Debate (OMD) 
 



The  OMD  dataset  was  constructed  from  3,238  tweets  recorded  during  the  first  Obama  and  McCain 
presidential debate in September 2008. The messages were initially tagged by two annotators with a third 
playing the role of tiebreaker. The corpus consisted of 1,196 negative and 710 positive tweets. A total of 
245  were  considered  mixed  (Shamma  et  al.  2009;  Mohammad  et  al.  2013).  The  dataset  was  used  to 
evaluate different methods of supervised and unsupervised learning (Da Silva et al. 2014; Hu et al. 2013; 
Saif  et  al.  2012,  2013,  2014;  Speriosu  et  al.  2011;  Tsakalidis  2014).  The  dataset  is  available  at 
https://bitbucket.org/speriosu/updown/downloads (accessed July 14, 2017). 
 
 2.1.5. Stanford   
 
This  corpus  gathered  by  researchers  at  Stanford  University  comprises  16,000,000  tweets  of  which 
800,000 are considered negative because they include the :( emoticon and 800,000 are considered positive 
because  they  contain  the  :)  emoticon.  A  second  classification  was  carried  out  manually  generating  a 
subset of 177 negative and 182 positive tweets. This corpus, published by Go et al. (2009a), has  been 
widely  used  in  the  literature  in  its  complete  form,  although  a  number  of  works  chose  to  use  its 
subjectively annotated reduced version for supervised and unsupervised machine learning works using a 
SVM, Nive Bayes, N-grams and others techniques (Bravo-Marquez et al. 2013; Hu et al. 2013; Saif et al. 
2012, 2013, 2014; Speriosu et al. 2011; Tsakalidis 2014). This group of  messages can  be consulted in 
http://help.sentiment140.com/for-students (accessed July 14, 2017). 
 
 2.1.6. SemEval 2015 - Task11 
 
This dataset was created for Task 11of the International SemEval (Semantic Evaluation) 2015 Sentiment 
Analysis of Figurative Language in Twitter workshop 2. The event consisted of a round of evaluations or 
tasks  designed  to  explore  the  meaning  of  language  through  computational  semantic  analysis  systems. 
These tasks intended to provide new mechanisms to identify problems and solutions regarding 
complicated computations. The event also sought to articulate the dimensions related to the use of Natural 
Language Processing (NLP) (Rosenthal et al. 2015). 
 
The SemEval 2015 - Task11 corpus therefore consists of a set of tweets using creative language rich in 
metaphor  and  irony.  It  is  currently  the  only  dataset  that  offers  analysis  of  a  high  variety  of  tweets  in 
figurative language. Specifically, it is divided into two groups: training and test. The training group has 
8,000  messages  assigned  with  polarity  ranging  from  -5  to  +5  (-5  being  very  negative  and  +5  very 
positive). The test group is smaller and consists of 1,000 tweets. This database is a fundamental resource 
in the research of Baca-Gomez et al. (2016) which was focused on a hybrid opinion mining approach and 
Ghosh et al. (2015) on the sentiment analysis of figurative language tasks using both a Cosine-similarity 
and a Mean-Squared-Error measure. It can be consulted at 
http://alt.qcri.org/semeval2015/task11/index.php?id=data-and-tools (accessed July 14, 2017). 

 
 2.1.7. Annotated-US2012-Election-Tweets 

 
The US2012-Election dataset contains tweets from the months of August and September 2012 based on 
21  hashtags  alluding  to  the  US  presidential  elections  of  2011.  Hashtag  tweets  containing  the  words 
Obama, Romney and Barack were also included in the dataset. After removing retweets and messages in 
other languages, a total of 170,000 tweets in English were retained. Classifying the messages from this 
dataset  designed  by Mohammad  et  al.  (2015) was undertaken  by  crowdsource  through Amazon's 
Mechanical  Turk  and  CrowdFlower3.  Two  questionnaires  called  HITS  (human  intelligence  tasks)  were 
used to evaluate 2,042 tweets - each from different accounts - selected randomly and evaluated by native 
English speakers. 
 
The  first  questionnaire  served  to  determine  the  presence  of  emotions,  the  style  and  the  purpose  of  the 
tweet.  The  goal  was  to  determine  the  emotions  of  opposition  by  determining  the  tweets  that  show 
hypocrisy,  mistakes,  disagreement,  ridicule,  criticism  and  venting.  A  second  goal  was  to  identify  the 
favourable  tweets  that  show  agreement,  praise  and  support.  The  second  questionnaire  was  hence  a 
subgroup  of  the  first.  The  1,889  tweets  among  the  first  group  considered  emotional  or  containing 
emotional content were tagged according to eight basic emotions: trust, fear, surprise, sadness, disgust, 
anger, anticipation and joy. 
 

                                                           
2   http://alt.qcri.org/semeval2015/task11/ [accessed July 14, 2017]. 
3   https://crowdflower.com [accessed July 14, 2017]. 



These datasets are widely applied or mentioned in the following recent research: Cotelo et al. (2016) who 
do the Tweet categorization by combining content and structural knowledge; Fast et al. (2016) used this 
dataset on the Empath, a tool which draws connotations between words and phrases by deep learning a 
neural embedding and Mohammad et al. (2016) applied distant supervision techniques and word 
embeddings to further improve stance classification. Both the questionnaires and the datasets are intended 
for public use and can be consulted at http://saifmohammad.com (accessed July 14, 2017). 
 
 2.1.8. DAI-Labor English Dataset 
 
This resource contains 7,200 tweets classified as either negative or positive. The messages were extracted 
solely from the network based on the emoticons :) :-) =) ;) :] :D ˆ-ˆ ˆ_ˆ indicating positive polarity and :( :-
( :(( -.- >:-( D: :/ indicating negative polarity. They therefore are not limited to any specific domain or 
topic. Each message was tagged by three annotators into three categories (positive, negative and neutral) 
by means of the Amazon Mechanical Turk tool. Concordance between the evaluations was established 
applying  Fleiss'  kappa  coefficient  (0.430)  (Fleiss  1971).  The  dataset,  assembled  by  Dai-Labor4  with 
assistance  from  the  Technical  University  of  Berlin,  was  presented  at  the  Workshop  on  Knowledge 
Discovery, Data Mining and Machine Learning (KDML-2012) (Narr et al. 2012) and used in supervised 
tasks mainly with Naïve Bayes. This resource and can be found in http://dainas.aot.tu-
berlin.de/~andreas@dai/sentiment (accessed July 14, 2017). 
  
 2.1.9. Rateitall and Epinions Dataset 
 
This dataset applied in Jakob & Gurevych (2010) and Wiegand & Klakow (2012), is annotated on the 
sentence  and  on  the  expression  level  distinguish  between  prior  polarity  and  contextual  polarity  of  a 
sentiment expression. Created by Toprak et al.  (2010), it is a study of user-generated discourse on two 
levels of granularity: coarse-grained level and opinion on the topic, classified as explicit or polar facts. 
The corpus is composed of customer reviews (extracted  from  Rateitall.com and Epinions.com) on two 
different  domains:  online  universities  and  online  services.  It  embraces  240  university  reviews  (2786 
sentences) and 234 service reviews (6091 sentences) considering the opinion expression at sentence-level 
from different aspects, such as polarity, strength, modifier, holder, and target.  This resource is intended 
for public use and can be consulted at https://www.ukp.tu-darmstadt.de/data/sentiment-
analysis/darmstadt-service-review-corpus/ (accessed July 14, 2017). 
 
2.2. Portuguese Twitter Sentiment Datasets 
 
This section describes the specifics each database according to Portuguese language, download address, 
authors and some of the scientific papers that have made reference to them. 
 
 2.2.1. Notícias Globo (Brazil) 
 
This dataset contains 661 undifferentiated short messages. The data were extracted from the 
www.globo.com website and cover both Brazilian and international contexts. Messages were evaluated 
by two annotators with linguistic experience according to the  categories of joy, disgust, fear, anger and 
sadness. This dataset, created and published in Dosciatti et al. (2013) and it was used in supervised tasks 
with SVM algorithm and stems from the Emoções.BR project, that studied sentiment analysis in Brazilian 
Portuguese texts. The dataset can be download at 
http://www.ppgia.pucpr.br/~paraiso/mineracaodeemocoes/ (accessed July 14, 2017). 
 
 2.2.2. Política (Brazil) 

 
The  Política (Politics) corpus, designed and applied in the  work of Nascimento et al. (2015) that used 
language  classifiers  n-grams  and  Naïve  Bayes.  This  resource  contains  567  training  tweets  extracted 
between August and September 2011 regarding Brazil's political situation. The messages were classified 
by three different researchers either as positive, negative or neutral. Although the resource is not openly 
available, it can be accessed by contacting its creators. 
 
 2.2.3. Entretenimento (Brazil) 
                                                           
4   http://www.dai-labor.de/ [accessed July 14, 2017]. 



 
The Entretenimento (Entertainment) dataset, created and tested by the same group as Política 
(Nascimento  et  al.  2015)  contains  384  training  tweets  extracted  between  August  and  September  2011 
regarding  Brazilian  leisure  and  culture.  The  messages  were  tagged  by  three  different  investigators  as 
negative (N), positive (P) and neutral (NEU). As in Política (cf. Section 2.2.2), the authors took special 
care to evaluate cases of irony and abbreviations using n-grams techniques. This resource, as in the case 
of the previous corpus, is also only available directly from its creators. 

 
 2.2.4. DAI-Labor Portuguese Dataset 
 
This  resource  contains  18200  tweets  classified  as  either  negative  or  positive.  The  messages  were 
extracted  solely  from  the  network  based  on  the  emoticons  :)  :-)  =)  ;)  :]  :D  ˆ-ˆ  ˆ_ˆ  indicating  positive 
polarity  and  :(  :-(  :((  -.-  >:-(  D:  :/  indicating  negative  polarity.  They  therefore  are  not  limited  to  any 
specific domain or topic. Each  message  was tagged by three annotators into three categories (positive, 
negative  and  neutral)  by means  of the Amazon  Mechanical  Turk  tool.  Concordance  between  the 
evaluations was established applying Fleiss' kappa coefficient (0.408) (Fleiss 1971). The dataset, 
assembled by Dai-Labor 5  with assistance from the Technical University of Berlin, was presented at the 
Workshop  on  Knowledge  Discovery,  Data  Mining  and  Machine  Learning  (KDML-2012)  (Narr  et  al. 
2012)  and  used  it  in  supervised  tasks mainly with  Naïve  Bayes.  This  resource can  be  found  in 
http://dainas.aot.tu-berlin.de/~andreas@dai/sentiment (accessed July 14, 2017). 
 
2.3. Spanish Twitter Sentiment Datasets 
 
The Spanish language is represented in this study by five datasets. General-TASS, Social-TV-TASS and 
STOMPOL-TASS were designed and presented in the TASS 2014 (Román et al. 2015), a workshop to 
evaluate opinions in the Spanish language. Moreover, this event was a satellite of the annual conference 
of  the  Spanish  Society  for  Natural  Language  Processing  (SEPLN).  These  datasets  can  be  accessed  at 
http://www.sngularmeaning.team/TASS2015/tass2015.php#contact  (accessed  July  14,  2017).  The  main 
characteristic  of  the  last  two,  SpanishCorpus3100  and  SpanishCorpus1500,  is  that  they  pertain  to 
Mexican Spanish. 
 
 2.3.1. General-TASS 
 
The  General-TASS  dataset  contains  more  than  68,000  tweets:  10%  for  training  and  90%  for  test.  The 
messages  were  extracted  from  Twitter  between  November  2011  and  March  2012.  The  tweets  refer  to 
personalities and celebrities in the world of politics, economy, communications and culture. Although the 
context of extraction has a bias centred on Spain, the diverse nationalities of the authors (Spain, Mexico, 
Colombia, Puerto Rico, USA, among others) assures a global coverage throughout the Spanish-speaking 
world (Román et al. 2015). Training tweets were manually tagged into six categories: strong positive (P 
+), positive (P), neutral (NEU), negative (N), strong negative (N +) and one additional non sentiment tag 
(NONE). This dataset  was  used as a resource in  many  works as Perea-Ortega and Balahur (2014) and 
Vilares  et  al.  (2014)  in  experiments  based on feature replacements,  deep  learning  techniques  such  as 
unsupervised pre-training, and sentiment-specific word embedding. 
 
 
 2.3.2. Social-TV-TASS 
 
The  Social-TV-TASS  corpus  was  assembled  during  Spain's  Copa  del  Rey  Football  Final  on  16  April 
2014 pitting Real Madrid against F.C. Barcelona. Tweets were extracted during the final 15 minutes of 
the match and the 15 minutes after the match. The dataset is composed of 1,773 training tweets and 1,000 
test tweets classified manually into three categories: positive (P), neutral (NEU)  and negative (N). The 
dataset  was  widely  used  by  Hurtado  and  Pla  (2014),  Roncal  et  al.  (2014)  and  Vilares  et  al.  (2014)  in 
works using n-grams analysis, deep learning and supervised SVM techniques.  

 
 2.3.3. STOMPOL-TASS 
 
The STOMPOL (Spanish Tweets for Opinion Mining aspect at level about Politics) dataset consists of 
tweets extracted between 23 and 24 April 2014 regarding various political subjects in particular 
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economics and education. This dataset, widely referred to by Cumbreras et al. (2016), Park (2015) and 
Vilares et al. (2014), consists of 784 training tweets and 500 test tweets tagged manually by two different 
evaluators (and a third in the cases of disagreement) into three categories: positive (P), neutral (NEU) and 
negative (N). This data set was used in different tasks using a sociolinguistic clusters and deep learning 
techniques. 
 
 2.3.4. SpanishCorpus3100 - Mexican Spanish Dataset 

 
Due to regional  variations in the Spanish  language, this paper also presents a dataset containing  3,100 
postings in Mexican Spanish. The tagging, carried out by six individuals, divided the messages into two 
different  series.  Messages  of  the  first  series  were  evaluated  in  three  categories:  positive,  neutral  and 
negative.  In  the  second  round  the  same  messages  were  divided  into  five  categories:  very  positive, 
positive,  neutral,  negative  and  very  negative.  Consistency  between  the  evaluations  was  assured  by 
Krippendorff's  alpha  coefficient  (Krippendorff  2004)  resulting  in  two  datasets  serving  as  the  main 
resources  for  their  creators  (Baca-Gomez  et  al.  2016).  The  dataset  was  used  in  hybrid opinion mining 
approaches  which implements the Sequential Minimal Optimization (SMO) algorithm and can only be 
accessed from their creators. 
 
2.4. Modern Standard Arabic (MSA) Twitter Dataset 
 
This  dataset  includes  messages  in  Modern  Standard  Arabic  (MSA)  and  the  regional  Jordanian  Arabic 
dialect. It was designed by Abdulla et al. (2013) and is widely applied in recent specialised literature (Al-
Kabi  et  al.  2016;  Al-Twairesh  et  al.  2015;  Araujo  et  al.  2016;  Obaidat  et  al.  2015).  It  was  used  in 
supervised and unsupervised tasks using a SVM, Naïve Bayes, Maximum Entropy, Bayes Net, and J48 
algorithms. The resource consists of 2,000 tweets (1,000 positive and 1,000 negative) collected by Twitter 
Crawler6. Each tweet was classified by two experts with the intervention of a third in case of a tie. The 
corpus is strictly limited to two topics: politics and art. It can be obtained at 
https://archive.ics.uci.edu/ml/datasets/Twitter+Data+set+for+Arabic+Sentiment+Analysis# (accessed 
July 14, 2017). 
 
2.5. German Twitter Sentiment Datasets 
 
This  section  describes  the  specifics  each  database  according  to  German  language,  download  address, 
authors and some of the scientific papers that have made reference to them. 
 
 2.5.1. German Sentiment Dataset (GSD) 
 
The German Sentiment Dataset (GSD) designed by Momtazi (2012) comprises 500 messages in German 
and is considered the first corpus of short messages in this language. The extracts come from different 
social media (i.e. Facebook and blogs) dealing with German celebrities from the world of music. Because 
of its pioneering character, the dataset has served as a reference in recent research (Scholz et al. 2012; 
Shalunts et al. 2014) used in several tasks of opinion mining as sentiment analysis, opinion extraction and 
the  determination  of  viewpoints  by  methods  as  SVM,  Naïve  Bayes,  Neural  Net,  Decision  Tree  and  k-
means.  The  dataset  was  annotated  by  three  native  German  speakers  using  scales  between  0  to  -3  for 
negative evaluations and 0 to +3 for positive evaluations. Each message received two different 
classifications: polarity and strength. The concordance between the evaluations was carried out using two 
coefficients: Krippendorff's alpha (Krippendorff 2011) and Fleiss' kappa (Fleiss 1971). The dataset can be 
accessed at   
www.hpi.uni-
potsdam.de/fileadmin/hpi/FG_Naumann/bachelorprojekte/BP2011N2/GermanSentimentData.zip 
(accessed July 14, 2017).   
 
 2.5.2. DAI-Labor German Dataset 
 
This resource contains 1,800 tweets classified as either negative or positive. The messages were extracted 
solely from the network based on the emoticons :) :-) =) ;) :] :D ˆ-ˆ ˆ_ˆ indicating positive polarity and :( :-
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( :(( -.- >:-( D: :/ indicating negative polarity. They therefore are not limited to any specific domain or 
topic. Each message was tagged by three annotators into three categories (positive, negative and neutral) 
by means of the Amazon Mechanical Turk tool. Concordance between the evaluations was established 
applying  Fleiss'  kappa  coefficient  (0.419)  (Fleiss  1971).  The  dataset,  assembled  by  Dai-Labor7  with 
assistance  from  the  Technical  University  of  Berlin,  was  presented  at  the  Workshop  on  Knowledge 
Discovery,  Data  Mining  and  Machine  Learning  (KDML-2012)  (Narr  et  al.  2012)  and  it  was  used  in 
supervised tasks mainly with Naïve Bayes. This resource can be found in http://dainas.aot.tu-
berlin.de/~andreas@dai/sentiment (accessed July 14, 2017). 
 
2.6. Italian Twitter Sentiment Datasets 
 
Of the three Italian datasets discussed in this paper, two (TWNews and TWSpino) are the result of the 
Senti-TUT18  project  that  sought  to  develop  linguistic  resources  from  the  perspective  of  irony.  Both 
corpuses described below focus on highly expressive and ironic political tweets. Designed by Bosco et al. 
(2015), they are widely referenced in the literature (V. Basile et al. 2014; Chafale and Pimpalkar 2014; 
Ravi  and  Ravi  2015).  These  datasets  were  applied  to  carry  out  SA  experiments  related  to  irony  by 
sentiment  classification  at  the  message  level  on  Italian  tweets.  It  included  three  subtasks:  subjectivity 
classification,  polarity  classification,  and  irony  detection  using  the plutchik’s wheel of emotions with 
fuzzy logic. Although these resources is no longer available on the Internet, it can be accessed directly 
from its authors. 
 
The  third  corpus  was  designed  for  the  SENTIPOLC  task  (SENTIment  POLarity  Classification)  in  the 
framework of EVALITA 2014 9, a campaign aiming to evaluate  natural language processing and  voice 
tools in Italian. Its overall objective is to promote the development of Italian language technologies and 
voice tools where different systems and methods can be evaluated consistently. The SENTIPOLC task is 
divided into three subgroups: subjectivity classification, polarity classification and irony detection.   
 
 2.6.1. TWNews 
 
The Italian tweets that make up this resource were collected from the Internet from 16 October 2011 to 3 
February 2012 following the nomination of Mario Monti to replace Silvio Berlusconi as Prime Minister. 
A  total  of  3,228  unique  messages  were  assembled  by  means  of  filters  such  as  “mario  monti/#monti”, 
“govierno  monti/#monti”,  and  “professor  monti/#monti”.  The  tagging  process  was  carried  out  by  five 
annotators  (2  men  and  3  women)  who  classified  the  tweets  into  five  categories:  POS  (positive),  NEG 
(negative),  HUM  (ironic),  MIXED  (positive  and  negative  at  the  same  time)  and  NONE  (none  of  the 
above). 
 
 2.6.2 TWSpino   
 
The TWSpino corpus is based on messages of the Twitter section of the Spinoza blog 
(http://www.spinoza.it  (accessed  July  14,  2017))  posted  between  July  2009  and  February  2012.  This 
popular  Italian  blog  addresses  political  issues  in  a  satirical  tone.  After  deleting  the  tweets  containing 
advertising  (1.5%),  a  corpus  of  1,159  unique  messages  was  assembled.  The  classification  process 
followed the same method as that of the TWNews dataset: five annotators (2 men and 3 women) who 
classified  the  tweets  into  five  categories:  POS  (positive),  NEG  (negative),  HUM  (ironic),  MIXED 
(positive and negative at the same time) and NONE (none of the above). 
 
 
 2.6.3. Sentipolc Task - Evalita 2014 
 
The  Sentipolc  Task  -  Evalita  2014  corpus  includes  7,410  randomly  selected  political  (topic  =  1)  and 
generic (no specific domain) tweets (topic = 0) from the following items: “idtwitter” (twitter status id), 
“sbj” (subjectivity),  “opos” (positive overall polarity), “oneg” (negative overall polarity), “iro” (irony), 
“lpos” (positive literal polarity), “lneg” (negative literal polarity), “top” (topic), “text” (twitter message). 
Each tweet was tagged by two expert annotators. A third annotator intervened in the cases of 
disagreement. This dataset, created by V. Basile et al. (2014) and widely applied in the literature (Basile 

                                                           
7   http://www.dai-labor.de/ [accessed July 14, 2017]. 
8   http://www.di.unito.it/ ~tutreeb/sentiTUT.html [accessed July 14, 2017]. 
9   http://www.evalita.it/2016/tasks/sentipolc [accessed July 14, 2017]. 



et al. 2015; Basile and Novielli 2014; Castellucci et al. 2014) combining lexicon and semantic features for 
a  subjectivity  classification,  polarity  classification  and  the  pilot  task  irony  detection  through  UNITOR 
system  tool.  Additional  information  can  be  downloaded  at  http://www.di.unito.it/~tutreeb/sentipolc-
evalita16/data.html (accessed July 14, 2017). 
 
2.7. DAI-Labor French Dataset 
 
This resource contains 1,797 tweets classified as either negative or positive. The messages were extracted 
solely from the network based on the emoticons :) :-) =) ;) :] :D ˆ-ˆ ˆ_ˆ indicating positive polarity and :( :-
( :(( -.- >:-( D: :/ indicating negative polarity. They therefore are  not limited to any specific domain or 
topic. Each message was tagged by three annotators into three categories (positive, negative and neutral) 
by means of the Amazon Mechanical Turk tool. Concordance between the evaluations was established 
applying  Fleiss'  kappa  coefficient  (0.244)  (Fleiss  1971).  The  dataset,  assembled  by  Dai-Labor10  with 
assistance  from  the  Technical  University  of  Berlin,  was  presented  at  the  Workshop  on  Knowledge 
Discovery, Data Mining and Machine Learning (KDML-2012) (Narr et al. 2012) and used in supervised 
tasks mainly with Naïve Bayes. This resource can be found in http://dainas.aot.tu-
berlin.de/~andreas@dai/sentiment (accessed July 14, 2017). 
 
 
3. Red Bull Twitter Sentiment Dataset (RSD) 
 
The authors of this paper designed the Red Bull Twitter dataset from messages in English associated with 
the  hashtag  #givesyouwings,  the  hashtag  that  refers  to  the  main  publicity  campaign  of  the  Red  Bull 
energy  drink.  The  corpus  contains  two  groups.  The  first  is  a  training  dataset  consisting  of  100  unique 
messages classified as positive, neutral or negative. The second, a test dataset, has 423 tweets extracted 
from the Internet during the months of May to June 2014. 
 
To  ensure  the  most  precise  subjective  classification,  we  have  adapted  the  Self-Assessment  Manikin 
(SAM) scale (Hodes et al. 1985). This type of scale measures the degree of polarity through graphical 
representations of humanoid  figures ranging from a happy face to a sad face. The figures  were scored 
from  1  to  9  with  1  equal  to  a  positive  polarity  and  9  equal  to  a  negative  polarity.  Between  the  two 
extremes are intermediate scoring options (Fig1) (Bradley and Lang 1994). 

 

 
 
Fig. 1 Self-Assessment Manikin (SAM) evaluation scale developed by the authors from Bradley and 
Lang (1994). 
 
 
The Red Bull dataset evaluations were conducted online by 152 students of the University of Granada 
(Spain)  with  knowledge  of  the  brand.  Specifically,  the  sampling  consisted  of  women  (64%)  and  men 
(36%). Most of those sampled individuals possessed a higher education and ranged in age between 18 and 
44. Furthermore, 46% of the sample, in addition to having knowledge of the Red Bull brand, consumed 
the beverage. The dataset is available for free at http://mortero.ugr.es/steiner. 
 
 

 

                                                           
10   http://www.dai-labor.de/ [accessed July 14, 2017]. 



4. An overview of the different Twitter sentiment datasets 
 
In this Section, we summarize the main features (language, domain, sort description and authors) of the 25 datasets revised in this paper. 
 
Table I list the items of datasets reviewed in this paper. The table is divided into seven columns specifying the name of each dataset, the message language, the domain or 
topic covered by each resource, a brief description  with the  number of  messages,  the  number of evaluators and  filters, the classification categories, classification groups 
(training and test) and finally references to the authors of each resource. 
 
Table I Description of the different Twitter sentiment datasets. 
 
Dataset Language Domain Description Class Group   Courtesy of   

2000Entities English 
Movie, Restaurant, 
Television, Politics, 
Sports, etc. 

8,507 tweets collected from a total 
of about 2000 different entities 
from 20 different domains 

Positive, negative, 
objective-not-spam 
and objective-spam 

Training 
Mukherjee et al. 2012 
http://www.mpi-inf.mpg.de/~smukherjee/data/twitter-data.tar.gz 
[accessed July 14, 2017].

Health Care Reform 
(HCR) English Health care reform 

2,516 tweets containing the 
hashtag “#hcr” (health care 
reform) 

Positive, negative, 
irrelevant or other 

Training 
/ Test 

Saif et al. 2012; Speriosu et al. 2011 
https://bitbucket.org/speriosu/updown/downloads 
[accessed July 14, 2017].

Movies - UMICH SI650 English Movies 
40,138 tweets compiled by the 
University of Michigan for a SA 
tasks 

Positive and negative Training 
/ Test 

University of Michigan SI650 
https://inclass.kaggle.com/c/si650winter11 
[accessed July 14, 2017].

Obama-McCain Debate 
(OMD) English Politics 

3,238 tweets extracted from U.S. 
presidential TV debate in 
September 2008 

Positive, negative 
and mix or unknown Training 

Shamma et al. 2009 
https://bitbucket.org/speriosu/updown/downloads 
[accessed July 14, 2017].

Stanford Twitter Dataset English No domain 1,600,000 tweets based on 
emoticons Positive and negative Training 

/ Test 

Go et al. 2009a 
http://help.sentiment140.com/for-students 
[accessed July 14, 2017].

SemEval_2015 Task 11 English No domain 
9,000 figurative tweets annotated 
with sentiment scores ranging 
from -5...+5 

Positive, neutral and 
negative 

Training 
/ Test 

Rosenthal et al. 2015 - SemEval 2015 Task11 
http://alt.qcri.org/semeval2015/task11/index.php?id=data-and-tools 
[accessed July 14, 2017].

Annotated-US2012-
Election-Tweets English Politics 

2,042 tweets annotated by 400 
native English speakers extracted 
from August and September 2012 

Trust, fear, surprise, 
sadness, disgust, 
anger, anticipation 
and joy. 

Training 
Mohammad et al. 2015 
http://saifmohammad.com 
[accessed July 14, 2017].

DAI-Labor English 
Dataset English No domain 

7,200 tweets based on emoticons, 
annotated by 3 different 
researchers 

Positive, neutral and 
negative Training 

Narr et al. 2012 
http://dainas.aot.tu-berlin.de/~andreas@dai/sentiment 
[accessed July 14, 2017].

RedBull Twitter 
Sentiment Dataset 
(RSD) 

English Beverage / Energy 
Drink 

100 tweets annotated by 152 
students, extracted in May 2014, 
based on the hashtag 
#givesyouwings from the RedBull 
company 

Positive, neutral and 
negative 

Training 
/ Test 

Steiner et al. 2016 (unpublished) 
http://mortero.ugr.es/steiner 
[accessed July 14, 2017].

Rateitall.com 
/Epinions.com English Education and 

Services 
Two different domains: 2786 
sentences about 24 university 

Polar fact, topic 
relevance, sentiment Training Toprak et al. (2010) 

https://www.ukp.tu-darmstadt.de/data/sentiment-



reviews and 6091 sentences about 
service reviews collected from 
rateitall.com and epinions.com 

target (anaphora 
resolution), sentiment 
expression 
(polarity/intensity), 
sentiment shifter and 
sentiment source 

analysis/darmstadt-service-review-corpus/ 
[accessed July 14, 2017].

Noticias Globo Portuguese 
(Brazil) 

Feeds about Brazil 
and world 

661 short messages extracted from 
www.globo.com 

Joy, disgust, fear, 
anger and sadness Training 

Dosciatti et al. 2013 
http://www.ppgia.pucpr.br/~paraiso/mineracaodeemocoes/ 
[accessed July 14, 2017].

Política Portuguese 
(Brazil) Politics 567 tweets annotated by 3 

different researchers 
Positive, neutral and 
negative Training Nascimento et al. 2015 

Available directly from its creators 

Entertainment Portuguese 
(Brazil) 

Entertainment, art 
and culture 

384 tweets annotated by 3 
different researchers 

Positive, neutral and 
negative Training Nascimento et al. 2015 

Available directly from its creators 

DAI-Labor Portuguese 
Dataset Portuguese No domain 

1,800 tweets based on emoticons, 
annotated by 3 different 
researchers 

Positive, neutral and 
negative Training 

Narr et al. 2012 
http://dainas.aot.tu-berlin.de/~andreas@dai/sentiment 
[accessed July 14, 2017].

General-TASS Spanish 
Politics, economics, 
communication and 
culture 

68,000 tweets extracted from 
November 2011 until March 2012 

6 classes: (P+) (P) 
(NEU) (N) (N+) and 
(NONE) 

Training 
/ Test 

Román et al. 2015 - TASS 2014 
http://www.sngularmeaning.team/TASS2015/tass2015.php#contact 
[accessed July 14, 2017].

Social-TV-TASS Spanish Sport 

2,773 tweets during the Spanish 
Copa del Rey Football Final 
between Real Madrid and F.C. 
Barcelona on 16 April 2014 

Positive, neutral and 
negative 

Training 
/ Test 

Román et al. 2015 - TASS 2014 
http://www.sngularmeaning.team/TASS2015/tass2015.php#contact 
[accessed July 14, 2017].

STOMPOL-TASS Spanish Politics 1,284 tweets extracted on the 23 
and 24 April 2014 

Positive, neutral and 
negative 

Training 
/ Test 

Román et al. 2015 - TASS 2014 
http://www.sngularmeaning.team/TASS2015/tass2015.php#contact 
[accessed July 14, 2017].

SpanishCorpus3100 Mexican 
Spanish No domain 3,100 tweets annotated by 6 

different researchers 
5 classes (P+) (P) 
(NEU) (N) (N+) Training Baca-Gomez et al. 2016 

Available directly from its creators 

Modern Standard Arabic 
(MSA) 

Arabic and 
Jordanian 
dialect 

Politics and art 2,000 tweets annotated by 3 
different researchers 

2 Classes: Positive 
and Negative Training 

Assiri et al. 2015 
https://archive.ics.uci.edu/ml/datasets/Twitter+Data+set+for+Arabi
c+Sentiment+Analysis# 
[accessed July 14, 2017].

German Sentiment 
Dataset German German singers and 

musicians 
500 short messages annotated by 3 
native German speakers Scores range -3...+3 Training 

Momtazi 2012 
www.hpi.uni-
potsdam.de/fileadmin/hpi/FG_Naumann/bachelorprojekte/BP2011
N2/GermanSentimentData.zip 
[accessed July 14, 2017].

DAI-Labor German 
Dataset German No domain 

1,800 tweets based on emoticons, 
annotated by 3 different 
researchers 

Positive, neutral and 
negative Training 

Narr et al. 2012 
http://dainas.aot.tu-berlin.de/~andreas@dai/sentiment 
[accessed July 14, 2017].

TWNews Italian Politics 
3,228 ironic tweets between the 16 
October 2011 and 3 February 
2012, annotated by 3 researchers 

5 classes: POS, NEG, 
HUM, MIXED and 
NONE 

Training Bosco et al. 2015 
Available directly from its creators 

TWSpino Italian Politics 1,159 ironic tweets extracted 5 classes: POS, NEG, Training Bosco et al. 2015 



between July 2009 and February 
2012, annotated by 3 researchers 

HUM, MIXED and 
NONE 

Available directly from its creators 

Sentipolc Task - Evalita 
2014 Italian Politics / Generic 7,410 ironic tweets annotated by 3 

researchers   

Subjectivity, positive 
overall polarity, 
negative overall 
polarity, irony, 
positive literal 
polarity, negative 
literal polarity 

Training 
V. Basile et al. 2014 
http://www.di.unito.it/~tutreeb/sentipolc-evalita16/data.html 
[accessed July 14, 2017].

DAI-Labor French 
Dataset French No domain 

1,797 tweets based on emoticons, 
annotated by 3 different 
researchers 

Positive, neutral and 
negative Training 

Narr et al. 2012 
http://dainas.aot.tu-berlin.de/~andreas@dai/sentiment 
[accessed July 14, 2017].



5. Conclusions 
 
The current social network of blogs, forums or wikis is a borderless channel of communication that serves 
as a platform for consumers to express their experiences/opinions of products and services (referred in 
literature as electronic Word of Mouth - eWOM) (Hennig-Thurau, Gwinner, Walsh, & Gremler, 2004). 
The extraction and classification of data from these social networks is therefore gaining ground day by 
day.  Automatic  Sentiment  Analysis  (SA)  techniques  emerge  as  a  resource  capable  of  collecting  and 
classifying the data. 
 
The quality of learning of the automatic SA techniques strongly depends on the quality of the corpuses 
used during the tuning process. The sentiment corpuses can be largely divided in two groups: training and 
test.  The  training  group  comprises  message  assemblages  evaluated  subjectively  and  tagged  manually 
indicating the sentiment or emotion content. They indicate to the SA techniques which entries correspond 
to a certain class whereas the test groups are then used to check the quality of the classification. Hence, 
the higher the quality of the  training datasets, the better predictive power of Sentiment Analysis tasks. 
English  datasets  are  relatively  easy  to  find  in  literature,  however  datasets  in  other  languages  are  very 
scarce.  Given  the  scarcity  of  these  resources,  this  paper  therefore  describes  and  compiles  information 
concerning 25 datasets gleaned from short messages (statements expressed in social media and shopping 
platforms) in seven different languages. 
 
All these datasets can be used for future research in both monolingual and multilingual scenarios. All of 
these  25  datasets  were  human-tagged  which  guarantees  the  quality  of  them,  and  they  are  currently 
available to the scientific community. They were extracted mostly from the social network Twitter  and 
recorded manually by scales of polarity or emotion. Some of the corpuses contain both training group and 
test group  messages. The datasets are divided into seven languages:  ten in English, four in Portuguese 
(three in the Brazilian Portuguese variant), four in Spanish (one language variant of Spanish of Mexico), 
one  in  Standard  Arabic  and  Jordanian  Arabic,  two  in  German,  three  in  Italian  and  one  in  French.  In 
addition, they pertain to a variety of domains including politics, football, movies, health, product reviews 
and services. 
 
We have also have created and put forward the Red Bull Twitter Sentiment Dataset (RSD). This resource 
comprises 100 training tweets evaluated subjectively by 152 students with a high education level, as well 
as 423 test tweets. 
 
This paper revises all of them, summarizes their main characteristics, indicates in which context and with 
whose techniques are them used, and finally they are enhanced giving the readers links for downloading 
and disseminating.   
 
To conclude, this paper presents a total of 1,778,081 training and test  short messages. The total can be 
broken down into 1,681,618 in English, 75,157 in Spanish, 3,412 in Portuguese, 2,000 in Arabic, 2,300 in 
German, 11,797 in Italian, and 1,797 in French. These numbers enforce the main objective of this work 
which  is  to  recompile  vital  information  and  resources  for  future  research  on  automatic  Sentiment 
Analysis. 
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Dataset Language Domain Description Class Group  Courtesy of  

2000Entities English 
Movie, Restaurant, 
Television, Politics, 
Sports, etc. 

8,507 tweets collected from a total 
of about 2000 different entities 
from 20 different domains 

Positive, negative, 
objective-not-spam 
and objective-spam 

Training Mukherjee et al. 2012 
http://www.mpi-inf.mpg.de/~smukherjee/data/twitter-data.tar.gz 

Health Care Reform 
(HCR) English Health care reform 

2,516 tweets containing the 
hashtag “#hcr” (health care 
reform) 

Positive, negative, 
irrelevant or other 

Training 
/ Test 

Saif et al. 2012; Speriosu et al. 2011 
https://bitbucket.org/speriosu/updown/downloads 

Movies - UMICH SI650 English Movies 
40,138 tweets compiled by the 
University of Michigan for a SA 
tasks 

Positive and negative Training 
/ Test 

University of Michigan SI650 
https://inclass.kaggle.com/c/si650winter11 

Obama-McCain Debate 
(OMD) English Politics 

3,238 tweets extracted from U.S. 
presidential TV debate in 
September 2008 

Positive, negative 
and mix or unknown Training Shamma et al. 2009 

https://bitbucket.org/speriosu/updown/downloads 

Stanford Twitter Dataset English No domain 1,600,000 tweets based on 
emoticons Positive and negative Training 

/ Test 
Go et al. 2009a 
http://help.sentiment140.com/for-students 

SemEval_2015 Task 11 English No domain 
9,000 figurative tweets annotated 
with sentiment scores ranging 
from -5...+5 

Positive, neutral and 
negative 

Training 
/ Test 

Rosenthal et al. 2015 - SemEval 2015 Task11 
http://alt.qcri.org/semeval2015/task11/index.php?id=data-and-tools 

Annotated-US2012-
Election-Tweets English Politics 

2,042 tweets annotated by 400 
native English speakers extracted 
from August and September 2012 

Trust, fear, surprise, 
sadness, disgust, 
anger, anticipation 
and joy. 

Training Mohammad et al. 2015 
http://saifmohammad.com 

DAI-Labor English 
Dataset English No domain 

7,200 tweets based on emoticons, 
annotated by 3 different 
researchers 

Positive, neutral and 
negative Training Narr et al. 2012 

http://dainas.aot.tu-berlin.de/~andreas@dai/sentiment 

RedBull Twitter 
Sentiment Dataset 
(RSD) 

English Beverage / Energy 
Drink 

100 tweets annotated by 152 
students, extracted in May 2014, 
based on the hashtag 
#givesyouwings from the RedBull 
company 

Positive, neutral and 
negative 

Training 
/ Test 

Steiner et al. 2016 (unpublished) 
http://mortero.ugr.es/steiner/index.php/redbull-sentiment-dataset-
rsd/ 

Noticias Globo Portuguese 
(Brazil) 

Feeds about Brazil 
and world 

661 short messages extracted from 
www.globo.com 

Joy, disgust, fear, 
anger and sadness Training Dosciatti et al. 2013 

http://www.ppgia.pucpr.br/~paraiso/mineracaodeemocoes/ 

Política Portuguese 
(Brazil) Politics 567 tweets annotated by 3 

different researchers 
Positive, neutral and 
negative Training Nascimento et al. 2012 

Available directly from its creators 

Table



Entertainment Portuguese 
(Brazil) 

Entertainment, art 
and culture 

384 tweets annotated by 3 
different researchers 

Positive, neutral and 
negative Training Nascimento et al. 2012 

Available directly from its creators 

DAI-Labor Portuguese 
Dataset Portuguese No domain 

1,800 tweets based on emoticons, 
annotated by 3 different 
researchers 

Positive, neutral and 
negative Training Narr et al. 2012 

http://dainas.aot.tu-berlin.de/~andreas@dai/sentiment 

General-TASS Spanish 
Politics, economics, 
communication and 
culture 

68,000 tweets extracted from 
November 2011 until March 2012 

6 classes: (P+) (P) 
(NEU) (N) (N+) and 
(NONE) 

Training 
/ Test 

Román et al. 2015 - TASS 2014 
http://www.sngularmeaning.team/TASS2015/tass2015.php#contact 

Social-TV-TASS Spanish Sport 

2,773 tweets during the Spanish 
Copa del Rey Football Final 
between Real Madrid and F.C. 
Barcelona on 16 April 2014 

Positive, neutral and 
negative 

Training 
/ Test 

Román et al. 2015 - TASS 2014 
http://www.sngularmeaning.team/TASS2015/tass2015.php#contact 

STOMPOL-TASS Spanish Politics 1,284 tweets extracted on the 23 
and 24 April 2014 

Positive, neutral and 
negative 

Training 
/ Test 

Román et al. 2015 - TASS 2014 
http://www.sngularmeaning.team/TASS2015/tass2015.php#contact 

SpanishCorpus3100 Mexican 
Spanish No domain 3,100 tweets annotated by 6 

different researchers 
5 classes (P+) (P) 
(NEU) (N) (N+) Training Baca-Gomez et al. 2016 

Available directly from its creators 

Modern Standard Arabic 
(MSA) 

Arabic and 
Jordanian 
dialect 

Politics and art 2,000 tweets annotated by 3 
different researchers 

2 Classes: Positive 
and Negative Training 

Assiri et al. 2015 
https://archive.ics.uci.edu/ml/datasets/Twitter+Data+set+for+Arabi
c+Sentiment+Analysis# 

German Sentiment 
Dataset German German singers and 

musicians 
500 short messages annotated by 3 
native German speakers Scores range -3...+3 Training 

Momtazi 2012 
www.hpi.uni-
potsdam.de/fileadmin/hpi/FG_Naumann/bachelorprojekte/BP2011
N2/GermanSentimentData.zip 

DAI-Labor German 
Dataset German No domain 

1,800 tweets based on emoticons, 
annotated by 3 different 
researchers 

Positive, neutral and 
negative Training Narr et al. 2012 

http://dainas.aot.tu-berlin.de/~andreas@dai/sentiment 

TWNews Italian Politics 
3,228 ironic tweets between the 16 
October 2011 and 3 February 
2012, annotated by 3 researchers 

5 classes: POS, NEG, 
HUM, MIXED and 
NONE 

Training Bosco et al. 2015 
Available directly from its creators 

TWSpino Italian Politics 
1,159 ironic tweets extracted 
between July 2009 and February 
2012, annotated by 3 researchers 

5 classes: POS, NEG, 
HUM, MIXED and 
NONE 

Training Bosco et al. 2015 
Available directly from its creators 

Sentipolc Task - Evalita 
2014 Italian Politics / Generic 7,410 ironic tweets annotated by 3 

researchers  

Subjectivity, positive 
overall polarity, 
negative overall 
polarity, irony, 
positive literal 
polarity, negative 
literal polarity 

Training V. Basile et al. 2014 
http://www.di.unito.it/~tutreeb/sentipolc-evalita16/data.html 



DAI-Labor French 
Dataset French No domain 

1,797 tweets based on emoticons, 
annotated by 3 different 
researchers 

Positive, neutral and 
negative Training Narr et al. 2012 

http://dainas.aot.tu-berlin.de/~andreas@dai/sentiment 
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