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Abstract: The monitoring of sustainability indicators allows behavioural tendencies of a region to be controlled, so that 5 

adequate policies could be established in advance for a sustainable development. However, some data could be missed in 6 

the monitoring of these indicators, thus making the establishment of sustainability policies difficult. This paper therefore 7 

analyses the possibility to forecast the sustainability indicators of a region by using four different artificial intelligent 8 

algorithms: linear regression, multilayer perceptron, random forest, and M5P. The study area selected was the Algarve 9 

region in Portugal, and 180 monitored indicators were analysed between 2011 and 2017. The results showed that M5P is 10 

the most appropriate algorithm to estimate sustainability indicators. M5P was the algorithm obtaining the best estimations 11 

in a greater number of indicators. Nevertheless, the results showed that MP5 was not the best option for all indicators, since 12 

in some of them, the use of other algorithms obtained better results, thus reflecting the need of an individual previous study 13 

of each indicator. With these algorithms, it is possible for public bodies and institutions to evaluate the sustainable 14 

development of the region and to have reliable information to take corrective measures when needed, thus contributing to 15 

a more sustainable future. 16 
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1. Introduction 21 

The development of regions is an important aspect of the political strategy and nowadays  the main aim is to achieve a 22 

more sustainable development (Akande et al., 2019). In this regard, one of the activities influencing a good sustainability 23 

level is the tourist activity (Asmelash & Kumar, 2019; Liao & Chern, 2015; Moussiopoulos et al., 2010). Such activity is 24 

constantly increasing (Hatipoglu et al., 2016), which is reflected by job creation (Rylance, 2012) and the increase of the Gross 25 

Domestic Product (GDP) (Pérez-Rodríguez et al., 2015). In addition, the tourist activity has contributed to the restoration of 26 

the historical heritage (Almeida et al., 2018) as it is a great attraction of tourists. The tourist activity, however, implies a 27 

huge consumption of energy and production of greenhouse gas emissions which strongly affect the ecological footprint 28 

(Castellani & Sala, 2012; W. Lin et al., 2018) and climate changes (Robaina-Alves et al., 2016; S. Wang et al., 2019). Tourism 29 

represents 4.9% of carbon dioxide emissions, with an annual increase of 2.5% (Whittlesea & Owen, 2012). Other aspects, 30 

such as the consumption of raw materials to make tourist products with a short useful life (He et al., 2018), also generate a 31 

significant impact, thus implying that tourism has a direct repercussion on some sectors, e.g., the energy (Rizzo, 2017) or 32 

the food sector (Pérez Gálvez et al., 2017), and generating a pressure on the environment of the region (Feleki et al., 2018; 33 

Michailidou et al., 2015). 34 

The tourist activity should therefore be managed in a broader sustainable tourism context (Higgins-Desbiolles, 2018). 35 

The term sustainable tourism has different meanings according to the specific characteristics of each region (Lu & Nepal, 36 

2009). The definition by the World Tourism Organization (UNWTO) and the United Nations Environment Programme 37 

(UNEP) is usually considered the most representative (UNWTO and UNEP, 2005): “tourism that takes full account of its 38 

current and future economic, social and environmental impacts, addressing the needs of visitors, the industry, and the 39 

environment and host communities”. Sustainable tourism is consequently used to balance environmental, economic, and 40 

social dimensions (Liu et al., 2013) to clearly improve the life quality of people (Lozano, 2012), the economic advancement 41 

of the activities related to the sector (Lane, 2018) and the improvement of competitiveness (Crouch, 2011; Pulido-Fernández 42 

et al., 2019). Users recognise the improvement of sustainability thanks to the great deal of information being updated in the 43 

internet (F. Wang et al., 2020). 44 

The tourist development of a region should be improved by local governments to ensure the achievement of the United 45 

Nations Sustainable Development Goals (United Nations General Assembly, 2015). However, there are some cases in which 46 

local governments have detected conflicts with the tourist sector (Kapera, 2018). For this reason, the monitoring of 47 

sustainability indicators allows behavioural tendencies of a region to be controlled, so that adequate policies could be 48 

established for a sustainable development (Hermans et al., 2011; Verma & Raghubanshi, 2018). Sustainability indicators are 49 

variables used to know the sustainability degree of a region (Manning, 1996), and such variables should be quantitative to 50 

carry out objective assessments (Michael et al., 2014). There are many typologies of indicators varying according to the 51 

region (Kristjánsdóttir et al., 2018) and the goals to achieve. 52 

For the Algarve region (Figure 1), sustainability indicators can be monitored by  OBSERVE - Observatory of 53 

Sustainability of the Algarve Region for Tourism (https://observe.ualg.pt/)  (Farinha et al., 2019). Algarve is the region of 54 

Portugal located further south of the Iberian Peninsula, with approximately 200 km of coastline. Despite its population 55 

represents 5% of the total population in the country (Instituto Nacional de Estatística, 2019), such population is tripled in 56 

the hottest periods, so that tourism is among the main activities of the region (Coelho et al., 2006; Ramos, 2009). However, 57 
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this tendency is not the same in the 16 municipalities of the region (Figure 1) as there are differences between coastal areas 58 

(with a greater tourist activity) and the interior (less population and a predominant activity in primary sectors) 59 

(Mascarenhas et al., 2014). Regardless of these differences among municipalities, the tourist activity generates a high 60 

pressure on the area of conservation of biodiversity, considering that 33% of the territory is included in the network Natura 61 

2000 (Mascarenhas et al., 2010). Consequently, development plans of the Algarve region should be focused on a greater 62 

sustainability (Mascarenhas et al., 2015).  63 

 64 

 65 
Figure 1. The Algarve region and the sixteen municipalities. 66 

 67 

The OBSERVE platform has 65 indicators divided into 4 dimensions (Figure 2): environmental, institutional, economic, 68 

and sociocultural. The indicators, for each dimension, were chosen after meeting and surveying different stakeholders from 69 

the region, such as the Associação dos Industriais Hoteleiros, Restauração e Bebidas (in English, Tourism Industrial 70 

Association) or the Agência Portuguesa do Ambiente (in English, Environment Portuguese Agency) (Farinha et al., 2019). 71 

consequently, the indicators which were extremely important to be monitored by OBSERVE were selected. Therefore, all 72 

the indicators monitored by OBSERVE are important indicators for the stakeholders in the region. 73 

OBSERVE constitutes an important opportunity for local organisations to assess the sustainability of the region. 74 

However, one of the limitations of this monitoring project (which could be extrapolated to other regions) is the lack of values 75 

recorded in some of the indicators. In this regard, full data from some years is sometimes not available in the monitoring 76 

processes. So, having statistical techniques and methodologies to estimate the values of the indicators which were not 77 

monitored (i.e., to fill the gaps) guarantees a greater effectiveness of the decision-making. 78 

Here is where artificial intelligence could be useful to estimate missing values. There are various research studies 79 

assessing the possibilities of using artificial intelligence for the statistical treatment of sustainability indicators. Some 80 

relevant examples are: (i) Zhang et al. (2015) assessed the tourism sustainability in the Tibet Autonomous Region by using 81 

neural networks; (ii) Wu et al. (2019) used neural networks to forecast the ecological footprint and the ecological capacity 82 

of the urban development in Tianjin (China); (iii) D’Amico et al. (2019) used neural networks to forecast the energy and 83 

environmental behaviour of Italian buildings; and (iv) Antanasijević et al. (2013) developed artificial neural networks to 84 

forecast missing data of municipal waste generation in developing countries. 85 

Nevertheless, none of these studies used various regression algorithms to assess the possibilities (most studies used 86 

artificial neural networks without analysing other algorithms). This research therefore suggest using 180 sustainability 87 
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indicators monitored by the OBSERVE platform between 2011 and 2017: models were trained with the yearly data compiled 88 

between 2011 and 2016, and these models estimated the values of indicators in the year 2017. For this purpose, training 89 

datasets were designed based on an algorithm of input attribute selection in WEKA, and prediction models were trained for 90 

each output indicator by using four different algorithms: multiple linear regression, multilayer perceptron, random forest, 91 

and M5P. The results showed the possibilities to estimate sustainability indicators and the most appropriate methodology 92 

to be used. In addition, this approach could be extrapolated to other indicators or regions where sustainability indicators 93 

are monitored. 94 

 95 

 96 
Figure 2. The 4 dimensions of the sustainability indicators of the OBSERVE platform. 97 

 98 

2. Methodology 99 

The methodological framework of this research has five main phases: (i) definition of the characteristics of the 100 

regression algorithms used in the research; (ii) definition of the output variables intended to be estimated; (iii) definition of 101 

the procedure to select attributes; (iv) training of the networks by using four regression machine learning algorithms; and 102 

(v) test of the models developed. 103 

2.1. Regression machine learning algorithms  104 

This section describes briefly the four regression machine learning algorithms considered in this study: multiple linear 105 

regression, multilayer perceptron, random forest, and M5P. 106 

2.1.1. Multiple linear regression 107 

The multiple linear regression (MLR) is a classical regression algorithm, which consists in connecting independent 108 

variables through regression coefficients to obtain the value of the output variable by their sum (Eq. (1)). The MLR algorithm 109 

has several advantages (Pino-Mejías et al., 2017), namely: possibility of being adjusted over the transformations of the 110 

variables, interpretability, simplicity, supposing the hypothesis of normality, homoscedasticity and intercorrelation 111 

between the error ε and the predictor variables. 112 

 113 

�̂�𝑀𝐿𝑅 = 𝛽0 + ∑(𝛽𝑖𝑥𝑖)

𝑣

𝑖=1

+ 𝜀 (1) 

 114 

where 𝛽0 is the independent term, 𝛽𝑖  are the regression coefficients, 𝑥𝑖  are the predictor variables, and 𝜀 is the error.  115 

 116 

2.1.2. Multilayer perceptron  117 

Neural networks are bioinspired statistical models simulating the neurological brain structure to solve regression and 118 

classification problems (Haykin et al., 2009). Multilayer perceptrons (MLPs) are the artificial neural networks offering the 119 

best features due to their capacities of universal approximation (Barron, 1993; Cybenko, 1989; Hornik et al., 1989). MLPs 120 

are characterised by having an architecture of three or more layers, with a series of nodes or neurons in each (Figure 3 (a)): 121 
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(i) an input layer whose nodes correspond to the different input variables considered for the model; (ii) one or several 122 

intermediate layers with interconnected nodes; (iii) an output layer corresponding to the output variable (or dependent 123 

variable) whose value is obtained by summing the values of the input neurons weighted by synaptic weights and applying 124 

an activation function:  125 

 126 

�̂�𝑀𝐿𝑃 = 𝜎 (∑ 𝑤𝑙𝑘
(2)

𝜎 (∑ 𝑤𝑘𝑗
(1)

𝑥𝑗

𝑑

𝑗=0

)

𝑀

𝑘=1

+ 𝑤𝑙0
(2)

𝑦0) (2) 

 127 

where �̂�𝑀𝐿𝑃  is the estimation conducted by the MLP, 𝑥𝑗  are the values of the input layer, 𝑤𝑘0
(1)

 and 𝑥0 are the weight and the 128 

input value of the bias neuron of the input layer, 𝑤𝑘𝑗
(1)

 are the weights of the hidden layer, 𝑤𝑙0
(2)

 and 𝑦0 are the weight and the 129 

input value of the bias neuron of the hidden layer, 𝑤𝑙𝑘
(2)

 are the weights of the output layer, 𝑦𝑘  is the output of a neuron of 130 

the hidden layer, and 𝜎 is the activation function.  131 

 132 

For this research, models with a hidden layer were considered and a sigmoidal activation function was used in the 133 

hidden layer and in the output layer (Eq. (3)), similarly to other studies in which such models were applied (Bienvenido-134 

Huertas et al., 2019), since their performance is better than that of more complex structures (Kumar et al., 2013). The correct 135 

number of nodes from the hidden layer was assessed by analysing the error associated with the training and testing of the 136 

models. To do this, the number of neurons ranged from 2 to 16. 137 

 138 

𝜎 =
1

1 + 𝑒−𝑥
 (3) 

As mentioned above, the output value is obtained from the weighted propagation of the input signs. One of the most 139 

important aspects of MLPs is therefore the adjustment of the synaptic weights reducing the error between estimations and 140 

actual values. For this purpose, the models were trained through backpropagation (Rumelhart et al., 1986; Y. N. Wang, 1994; 141 

Werbos, 1974), using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) (Fletcher, 1980) algorithm (which belongs to quasi-142 

Newton methods), due to the high accuracy achieved in the results of other studies (Ahmad et al., 2017; Golbabai & Seifollahi, 143 

2007; Pino-Mejías et al., 2018). 144 

 145 

2.1.3. Random forest 146 

Random forest (RF) is an evolution of the classification and regression trees (CART) algorithm (Breiman, 1996, 2001), 147 

so understanding how CART work is crucial.  148 

The CART algorithm develops reverse tree models whose internal nodes correspond to the input variables, arches 149 

correspond to the values of the root node and are connected to other nodes or leaves, and leaves correspond to the value of 150 

the model. These models develop a series of if-then rules which, following the rules indicated in each node, lead to the output 151 

value. They are, therefore, characterised by dividing the input space into subregions, simplifying complex problems with 152 

simple models (Sun, 2018). It is important to stress that the output value included in each leaf is a unique numeric value, so 153 

no equation is included to obtain the response of the CART model.  154 

Thus, CART models are easy to understand the solution adopted for the problem (Xu et al., 2005), so many research 155 

studies have applied them (Mousa et al., 2017; Tso & Yau, 2007; Williams & Gomez, 2016). 156 

However, the use of this algorithm is limited to different applications (Dudoit et al., 2002; Larivière & Van Den Poel, 157 

2005). Due to this circumstance, RF allows a more robust application than CART models as RF develops a set of CART models 158 

(i.e., a forest of tree models) (Figure 3 (c)), which reduce the variance (Breiman, 1996, 2001) and the influence of atypical 159 

values (Assouline et al., 2018). It is an ensemble learning algorithm, so a better behaviour is obtained than that with an 160 

individual model (Dietterich, 2000).  161 

To train RF, 𝑁 bootstrapped sample sets are obtained from the training dataset (Breiman, 2001). Each bootstrapped 162 

sample generates a CART model. Also, each node of each tree is divided by using a subset of m predictors randomly selected, 163 

thus reducing the influence of the strongest predictors (Rodriguez-Galiano et al., 2015). The model is estimated by the 164 

average of the output value of the CART set (Eq. (4): 165 

 166 

�̂�𝑅𝐹 =
1

𝑇
∑ 𝑌�̂�

𝑇

𝑡=1

 (4) 

 167 

where �̂�𝑅𝐹  is the estimation of the RF model, 𝑇 is the number of trees, and 𝑌�̂�  is the estimation of the 𝑡-th CART model. As can 168 

be seen, the number of trees affects the result obtained. In general, when a certain number of trees is overcome, the model 169 

always obtains the same output. Determining the limit number of trees is fundamental to reduce the time required to train 170 

RF models. For this reason, the optimal number of trees was assessed in all the RF models developed in this research. 171 

 172 
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2.1.4. M5P 173 

The M5P algorithm is another evolution of the CART algorithm (Quinlan & others, 1992; Y. Wang & Witten, 1997). The 174 

main difference with respect to CART is that M5P develops tree models whose leaves are MLR models (Figure 3 (b)). Unlike 175 

RF models, a unique tree model is developed. The algorithm, therefore, works by developing optimal MLR models in the 176 

various subregions or divisions made by the dataset. It is also an algorithm from which the rules established between the 177 

different variables of the dataset are known. Another advantage of the M5P is that it effectively uses big datasets, which are 178 

robust due to the lack of values in the observations of the dataset analysed (Behnood et al., 2017; L. Lin et al., 2016).  179 

In the development process of the M5P model, instead of maximising the information gain, the internal variation of the 180 

subsets for the class values of each branch is minimised. After building the model, the pruning (i.e., the removal of inefficient 181 

nodes) reduces the overfitting (Rodriguez-Galiano et al., 2015). 182 

 183 

 184 

 185 

 186 
Figure 3. Algorithms´ schemes: (a) MLP model, (b) M5P model, and (c) RF model. 187 

 188 

2.2. Training and validation procedures 189 

For this research, the database of sustainability indicators compiled by the OBSERVE platform was analysed. A total of 190 

43 sustainability indicators had yearly data between 2011 and 2017 (Table 1). So, this set of indicators were used. It is also 191 

important to emphasise that most of indicators had various subcategories, thus increasing the number of values to be 192 

estimated. Table 2 shows that the actual number of indicators to be estimated was 180. It is important to stress that the 193 

number of indicators monitored by OBSERVE is greater than 43 (OBSERVE monitors 65 indicators) and, therefore, greater 194 

than the 180 sub-indicators analysed in the research. Thus, not all sustainability indicators were used for the purpose of this 195 

research. The reason was that the remaining 22 indicators lacked some annual data or began to be monitored after 2011. 196 

So, they were not used to assess the suitability of applying the regression algorithms to estimate missing data, since actual 197 

values are required to evaluate the error associated with the estimations. Likewise, this aspect reflects the need to analyse 198 

the objective of this study as sustainability indicators data may be lacking in monitoring. 199 

By using these data, a total of 180 regression models were developed for each indicator. As the 180 models were 200 

developed by each type of algorithm, the total number of models developed in this research was 720. Figure 4 sums up the 201 

workflow of the training and test processes. 202 

Input variables were defined in the development of the dataset used for each sustainability indicator (output variable). 203 

For this purpose, the selection process of input variables included in WEKA was used (Yadav et al., 2014). In particular, the 204 
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attribute evaluator CorrelationAttributeEval was used as it evaluates the most suitable input variables by measuring the 205 

Pearson correlation between them and the output variable. A total of 10 input variables were defined by this process for 206 

each output variable. After defining the structure of the 180 datasets, the training and testing subsets were defined: the 207 

training subset was made up of the data compiled between 2011 and 2016, and the testing subset of the data compiled in 208 

2017. As actual data of the year intended to be estimated was available, the error associated to estimations could be assessed. 209 

For this purpose, the mean absolute percentage error (MAPE) was used in this study as a statistical parameter to assess the 210 

error (Eq. (5)). By using the MAPE’s assessment, the accuracy of the estimations conducted by the algorithms and the most 211 

appropriate approach were obtained. 212 

 213 

𝑀𝐴𝑃𝐸 =
100

𝑛
∑ |

𝑎𝑖 − 𝑒𝑖

𝑎𝑖

|

𝑛

𝑡=1

 (5) 

 214 

where 𝑛 is the number of instances in the testing subset (in this study, it is a unique instance per each testing subset), 𝑎𝑖  is 215 

the actual value of the indicator, and 𝑒𝑖  is the value predicted by the model.  216 

 217 

Table 1. Sustainability indicators of the OBSERVE platform used in the research.  218 
Nº Dimension Subject area Description 
01 Environment  Environmental Management Environmental expenditure of municipalities by 1000 inhabitants 
02 Environment  Mobility Number of embarked and disembarked passengers in Faro Airport 
03 Environment  Mobility Number of passengers-kilometre carried by enterprises exploring inland transportation 
04 Environment  Mobility Movement of passengers in inland waterways 
05 Environment  Energy Management Consumption of electric energy by inhabitant 
06 Environment  Energy Management Consumption of motor fuel by inhabitant 
07 Environment  Water Cycle Management Percentage of safe water 
08 Environment  Environmental management Number of blue flags beaches 
09 Environment  Water Cycle Management Fresh water supplied per inhabitant 
10 Environment  Water Cycle Management Wastewater sewerage per capita 
11 Environment  Materials and Waste Management Urban waste selectively collected per inhabitant 
12 Environment  Natural Capital Management Burnt area 
13 Environment  Environmental Management Number of bathing waters and quality classes 
14 Environment  Natural Capital Management Investments on protection of biodiversity and landscapes of municipalities 
15 Environment  Territory Management Percentage of reconstructed total area 
16 Environment  Mobility Number of embarked and disembarked passengers of cruise ships in Portimão port 
17 Institutional Governance and Citizenship Percentage of capital expenditure 
18 Institutional Governance and Citizenship Broadband internet accesses per 100 inhabitants 
19 Institutional Innovation and Knowledge Gross expenditure on research and development of institutions and enterprises 
20 Economic Economic Impact Gross value added (GVA) of enterprises 
21 Economic Tourist Occupation Nights in hotel establishments 
22 Economic Tourist Occupation Revenue per available room (RevPAR) of hotel establishments 
23 Economic Tourist Occupation Average stay in hotel establishments 
24 Economic Economic Impact Apparent labour productivity in establishments, food and beverage service activities 
25 Economic Economic Impact Inflation 
26 Economic Economic Impact Number of establishments and economic activity 
27 Economic Economic Impact Persons employed of establishments and economic activity 
28 Economic Economic Impact Turnover of establishments and economic activity 
29 Economic Job Employment by gender and economic sector 
30 Economic Economic Impact Relative contribution of establishments, food and beverage service activities to the Algarve 

economy (GVA per Enterprises) 
31 Sociocultural Demography Annual population balances: natural and migratory 
32 Sociocultural Culture Number of cultural properties 
33 Sociocultural Health Care Health care 
34 Sociocultural Safety Crime rate 
35 Sociocultural Safety Number of registered crimes 
36 Sociocultural Social Cohesion Regional development composite index 
37 Sociocultural Social Cohesion Beneficiaries of social integration income per 1000 inhabitants in working age 
38 Sociocultural Demography Resident population 
39 Sociocultural Demography Foreign population with status of resident 
40 Sociocultural Pressure Lodging capacity in hotel establishments by 1000 inhabitants 
41 Sociocultural Education Population education level with 15 and more years 
42 Sociocultural Pressure Regional tourist density 
43 Sociocultural Pressure Municipal tourist density 

 219 

  220 
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 221 

Table 2. Sustainability sub-indicators used in the research.  222 
Indicator Sub-indicator Nº. 
01 Total; Waste management; Noise and vibration abatement; Protection of biodiversity and landscape; Research and development; Others 6 
02 Total; Embarked; Disembarked 3 
03 Total; Rail; Road 3 
04 Total; Ria Formosa; Rio Guadiana 3 
05 Total 1 
06 Total 1 
07 Total 1 
08 Total 1 
09 Total 1 
10 Total 1 
11 Total 1 
12 Total; Forest stands; Shrub land; Agricultural area  4 
13 Total; Inland; Coastal/transition 3 
14 Total; Prevention against forest fires; Others 3 
15 Total 1 
16 Total; Embarked; Disembarked; Transition 4 
17 Total 1 
18 Residential; Non residential 2 
19 State; Enterprises; Higher education; Private non-profit institutions  4 
20 Total; Agriculture, farming of animals, hunting and forestry; Mining and quarrying; Manufacturing; Electricity, gas, steam, cold and hot 

water and cold air; Water collection, treatment and distribution, sewerage, waste management and remediation activities; Construction; 
Wholesale and retail trade, repair of motor vehicles and motorcycles; Transportation and storage; Accommodation and food service 
activities; Information and communication activities; Real estate activities; Consultancy, scientific and technical activities; Administrative 
and support service activities; Education; Human health and social work activities; Arts, entertainment, sports and recreation activities; 
Others 

18 

21 Hotels; Apartment hotels; Tourist villages; Tourist apartments 4 
22 Total; Hotels; Guest houses; Lodging houses; Hotel apartments; Tourist villages; Tourist apartments 7 
23 Total 1 
24 Total; Accommodation and food service activities 2 
25 Total; Total excluding housing; Total excluding unprocessed food and energy; Total excluding unprocessed food; Total excluding energy; 

Unprocessed food; Energy 
7 

26 Agriculture, farming of animals, hunting and forestry; Mining and quarrying; Manufacturing; Electricity, gas, steam, cold and hot water 
and cold air; Water collection, treatment and distribution, sewerage, waste management and remediation activities; Construction; 
Wholesale and retail trade, repair of motor vehicles and motorcycles; Transportation and storage; Accommodation and food service 
activities; Information and communication activities; Real estate activities; Consultancy scientific and technical activities; Administrative 
and support service activities; Education; Human health and social work activities; Arts, entertainment, sports and recreation activities; 
Others 

17 

27 Agriculture, farming of animals, hunting and forestry; Manufacturing; Electricity, gas, steam, cold and hot water and cold air; Water 
collection, treatment and distribution, sewerage, waste management and remediation activities; Construction; Wholesale and retail trade, 
repair of motor vehicles and motorcycles; Transportation and storage; Accommodation and food service activities; Information and 
communication activities; Real estate activities; Consultancy scientific and technical activities; Administrative and support service 
activities; Education; Human health and social work activities; Others 

15 

28 Total; Agriculture, farming of animals, hunting and forestry; Manufacturing; Electricity, gas, steam, cold and hot water and cold air; Water 
collection, treatment and distribution, sewerage, waste management and remediation activities; Construction; Wholesale and retail trade, 
repair of motor vehicles and motorcycles; Transportation and storage; Accommodation and food service activities; Information and 
communication activities; Real estate activities; Consultancy scientific and technical activities; Administrative and support service 
activities; Education; Human health and social work activities; Others 

16 

29 Total-Gender; Men-Gender; Women-Gender; Total-Sector; Agriculture, forestry and fishing-Sector; Industry-Sector; Services-Sector 7 
30 Accommodation and food service activities; Others 2 
31 Natural increase; Net migration 2 
32 Monuments; Sets; Sites 3 
33 Beds; Doctors; Nurses 3 
34 Crimes of assault; Theft/purse snatching; Theft of and from motor vehicles; Driving a motor vehicle with a blood alcohol equal or above; 

Driving without legal documentation; Crimes against patrimony 
6 

35 Crimes against persons [except voluntary manslaughter]; Crimes of voluntary manslaughter; Crimes against patrimony; Crimes against 
life in society; Crimes against the State; Crimes set out in sundry legislation 

6 

36 Total 1 
37 Total 1 
38 Total; Men; Women 3 
39 Men; Women 2 
40 Total 1 
41 Total; Men; Women 3 
42 Hotels; Boarding houses; Inns; Lodging houses; Apartment hotels; Tourist villages; Tourist apartments 7 
43 Portugal; Other countries 2 

 223 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



 224 
Figure 4. Workflow of the training and test processes. 225 

 226 

3. Results and discussion 227 

First, the 180 models of each algorithm were trained. For this purpose, the WEKA algorithm was applied to optimally 228 

select the 10 input attributes of each model. By selecting these 10 most suitable input variables to estimate the 180 229 

sustainability indicators, the training datasets were designed to train the models. After training the models, the model was 230 

tested by using values from the 180 indicators in the year 2017. The assessment of MAPE determined the robustness of the 231 

estimations conducted. It is important to remember that, in the case of MLPs, the optimal number of nodes was determined. 232 

The analysis was performed by evaluating the optimal number of nodes between 2 and 16, and that with the lowest error in 233 

both training and testing phases was considered as the optimal number. Figure 5 includes the optimal case numbers 234 

obtained for each number of nodes in the hidden layer. As it is shown, the optimal number of nodes varied between 2 and 235 

13 depending on the sustainability indicator analysed. In this regard, many indicators obtained the best performance with 236 

simple 2-node architectures in the hidden layer, although there were a high number of indicators in which more complex 237 

architectures (between 8 and 13 nodes) were the most appropriate. These results therefore showed the need for an 238 

individual analysis of the most appropriate MLP architecture to estimate each sustainability indicator. 239 

After determining the most appropriate MLP architectures, the results of the estimations obtained with both the MLP 240 

and the other algorithms were analysed. To provide readers with a summarised information of the quality of the estimations, 241 

Figure 6 includes the histogram of the MAPEs obtained in the estimations of M5P, MLP, MLR, and RF. Likewise, Annex A 242 

includes the MAPE values obtained in each indicator. The models developed with each algorithm made adjusted estimations 243 

in many indicators, although different patterns were found in the quality of the estimations. For high MAPE values (in this 244 

case, values greater than 20% were considered), RF, MLP, and M5P obtained a similar number of indicators (25, 18, and 22, 245 

respectively), whereas MLR obtained a greater number of indicators (69 indicators). In addition, MLR was the algorithm 246 

obtaining an estimation with greater MAPE in the indicator I12 (Agricultural area), with a value of 1,316.29%. The other 247 

algorithms also made estimations with high maximum percentage deviations (276.85, 474.40, and 827.36% for RF, MLP, 248 

and M5P, respectively). M5P was the second algorithm with the highest MAPE value. However, this was the case of the same 249 

indicator with which a greater MAPE was obtained with MLR (I12 (Agricultural area)), which indicates the possible 250 

estimation limitation of this indicator. Also, M5P was the algorithm characterised by obtaining a larger number of 251 

estimations with a lower MAPE (Figure 7). In this regard, M5P was the best option in 75 out of the indicators analysed and 252 

was the algorithm obtaining the lowest number indicators with the worst values. These aspects show the greatest 253 

robustness of M5P to make adjusted estimations, which is reflected in Figure 6 by analysing the density of indicators per 254 

ranges of 1%. In this regard, M5P obtained a total of 129 indicators with a MAPE lower than 5%. 255 

Despite the robustness of most estimations carried out with M5P, more adjusted estimations were obtained in 105 256 

indicators by using the other algorithms. In this regard, the differences between M5P and MLP were insignificant. The MLP 257 

was the second algorithm obtaining a better performance (it was the best option in 61 sustainability indicators) and with a 258 
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MAPE of less than 5% in 120 indicators. The MLP also showed great potential to estimate sustainability indicators. Regarding 259 

the other two algorithms (MLR and RF), a greater error was found in the estimations, especially in the MLR with the worst 260 

estimation in 121 of the sustainability indicators analysed. RF obtained a high number of indicators with the worst 261 

estimations (42 indicators). However, bad estimations were not always obtained with MLR and RF. In this regard, MLR was 262 

the best option in 26 indicators, while RF was the best option in 18 indicators. Likewise, the number of cases with a MAPE 263 

of less than 5% was 52 and 62 in RF and MLR, respectively. This aspect shows that, despite M5P is a quite efficient algorithm 264 

to estimate sustainability indicators, some indicators shows a better behaviour for other types of algorithms. For this reason, 265 

to analyse previously the most appropriate algorithm for each indicator would determine the most appropriate approach 266 

for each sustainability indicator. To assess this, the estimations obtained by the most appropriate combination for each 267 

indicator were studied. Figure 8 shows the histogram of MAPE with the optimal combination, whereas Annex B provides the 268 

results obtained between the actual values and the best values predicted in each indicator. As can be seen, the distribution 269 

of MAPE presents a greater density of indicators in values close to 0 with respect to M5P. The number of indicators with 270 

MAPE values lower than 5% was 147, overcoming 14 and 23% of the number of indicators obtained with M5P and MLP, 271 

respectively. Also, the number of cases with MAPE values greater than 20% in the optimal combination was 10, whereas in 272 

the other algorithms it was 25, 69, 18, and 22 with RF, MLR, MLP, and M5P, respectively.  273 

Therefore, this optimal combination of algorithms for each indicator allows appropriate estimations to be carried out in 274 

94.44% of indicators. However, it is important to highlight the need to carry out a preliminary study on the most suitable 275 

algorithm and architecture for each sustainability indicator. In the case of the MLPs designed for the study, the optimal 276 

number of nodes was determined. However, a quick MLP design without determining the optimal number of nodes could 277 

generate variations in the most suitable algorithm for each sustainability indicator To assess this aspect, the results obtained 278 

by MLPs with an optimal number of nodes were compared with those obtained by MLPs designed with the rule of number 279 

of nodes of Eq. (6). Figure 9 shows the effect of the optimization of the number of nodes of the MLPs on the number of cases 280 

with the best and worst estimations obtained by each algorithm. The determination of the optimal number of nodes can 281 

imply that the MLP is the second best algorithm instead of the third algorithm with the best results (24 indicators, behind 282 

RF and M5P). There was also a decrease in the number of cases in which the worst estimation was made, from 23 cases 283 

(when the optimal number of nodes was not determined) to 11 cases. Furthermore, the optimization of the number of nodes 284 

decreased the number of optimal cases of the other algorithms, with special emphasis on M5P. In this regard, the 285 

optimization of the MLPs represented a decrease of 23 cases in which M5P was the best option, while in MLR and RF that 286 

decrease was of 7 cases in each algorithm. It is important to note that the optimization of the number of nodes usually 287 

involved small variations in the MAPE value. As can be seen in Figure 10, the highest concentration of MAPE variations 288 

obtained with the node optimization was less than 2%. A total of 135 sustainability indicators were concentrated in the 289 

range of MAPE variations between 0 and 3%. However, these small percentage variations may imply that the best option is 290 

MLP.  Table 3 includes the MAPE variations found in the 37 indicators in which the MLP was the best algorithm by optimizing 291 

the number of nodes. A total of 23 indicators obtained a decrease in MAPE of less than 3%. Even though this variation was 292 

low, MLPs were the best option. Thus, this process of optimizing the number of nodes can lead to obtaining more adjusted 293 

results in the estimations of some sustainability indicators, although the other algorithms analysed (especially M5P) may be 294 

suitable algorithms to make precise estimations without the need to carry out an optimization process, as in the case of the 295 

MLPs. Likewise, its white-box model structure allows decision makers to know how the model works. 296 

 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑜𝑑𝑒𝑠 =
𝑁𝐼 + 𝑁𝑂

2
 

(6) 

 297 

where 𝑁𝐼 is the number of nodes of the input layer (i.e., the input variables of the dataset), and 𝑁𝑂 is the number of nodes 298 

of the output layer (i.e., the output variables of the dataset). 299 

 300 

In some cases, as can be seen in the Tables included in Annex A and B, estimations were not appropriate in some 301 

indicators since they have random behavior, i.e., not predictable, as is the case of I12 - Burnt area, so the estimations 302 

conducted in these indicators were individually analysed. Table 4 includes the predicted and actual MAPE values of 303 

indicators with a MAPE greater than 20%. It is important to highlight that the typology of these indicators is quite different, 304 

and there are sustainability indicators of the 4 dimensions (environmental, institutional, economic, and sociocultural). 305 

Likewise, except indicator I15 (% Reconstructed total area), indicators correspond to a subcategory within the indicator 306 

(e.g., indicator I12 (Agricultural area) belongs to the indicator category of burn area with other subcategories, such as forest 307 

stands or shrub land). There are also some similarities in the estimation limitations by similarity of the event monitored in 308 

the indicator. In this regard, I12 (Agricultural burnt area), I14 (Prevention against forest fires), and I15 are related to fires. 309 

This type of phenomena could strongly vary over the years (Figure 11), as the year 2016 reflects. In this year, there was an 310 

increase in the burnt surface area of forests and bushes, whereas agricultural areas were not affected. Therefore, it is 311 

supposed that in other years there were limitations in the estimations of the prediction models with the remaining indicators 312 

related to such phenomena (e.g., the remaining subcategories of I12).  313 

By analysing Table 4, it is seen that the MAPEs obtained correspond to the highest values, except in 4 indicators. The 314 

remaining indicators obtained MAPEs greater than 50% with all the algorithms analysed, thus leading to the fact that the 315 

values obtained in the different estimations could not be considered valid. These indicators could therefore be limited to be 316 
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correctly estimated. So, the methodology used is limited, since some types of sustainability indicators could be incorrectly 317 

estimated. Nevertheless, the number of indicators where this aspect was detected was low with respect to the size of the 318 

sample of indicators. Likewise, as there is a greater training sample, the estimation carried out by regression models could 319 

solve such limitations. In this regard, the results of this study are based on models trained with data from the 6 years before 320 

the year assessed. 321 

 322 

 323 
Figure 5. Histogram with the optimal number of nodes obtained in the MLPs. The histogram is represented by a bin width 324 

of 1 node. 325 
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 326 
Figure 6. Comparison of the MAPE obtained in the estimation of the sustainability indicators from 2017 with the 4 327 

algorithms. The histogram is represented by a bin width of 1%. 328 

 329 

 330 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



 331 

 332 

 333 

 334 
Figure 7. Representation of the estimations obtained by the algorithms: (a) number of cases per algorithm with the best 335 

estimations; and (b) number of cases per algorithm with the worst estimations. 336 

 337 

 338 

 339 

 340 

 341 

 342 
Figure 8. Histogram with the combination of the best estimations of the sustainability indicators from 2017. The histogram 343 

is represented by a bin width of 1%. 344 
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 347 
Figure 9. Effect of determining the optimal number of nodes of the MLPs on the best and worst estimations made in each 348 

sustainability indicator. 349 

 350 

 351 

 352 
Figure 10. Deviation in the MAPE value between the MLPs that determined the optimal number of nodes and those that did 353 

not. 354 
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 355 

 356 

Table 3. Analysis of the MAPE variation in the 37 indicators in which the determination of the optimal number of nodes 357 

allows the MLP to be selected as the best algorithm. 358 
Indicator MAPE obtained 

with the optimal 
number of nodes 
(MLP) [%] 

MAPE without 
determining the 
optimal number of 
nodes (MLP) [%] 

Better MAPE obtained 
with the other 
algorithms (M5P, MLR 
or RF) [%] 

I01 (Total) 2.26 7.85 4.85 
I03 (Road) 0.04 3.43 3.05 
I08 1.44 2.44 2.28 
I09 3.38 5.67 5.47 
I13 (Inland) 7.19 75.33 20.16 
I15 15.40 229.62 196.61 
I16 (Embarked) 42.60 88.37 47.57 
I16 (Disembarked) 7.17 155.83 11.76 
I16 (Total) 0.11 2.43 0.36 
I18 (Residential) 1.25 3.39 2.87 
I20 (Total) 0.96 3.31 1.64 
I20 (Accommodation and food service activities) 2.69 6.41 4.13 
I25 (Total excluding unprocessed food and energy) 45.80 245.80 148.28 
I25 (Total excluding unprocessed food) 0.81 7.44 5.51 
I25 (Total excluding energy) 10.61 28.20 15.02 
I25 (Energy) 28.59 239.10 143.58 
I26 (Electricity, gas, steam, cold and hot water and cold air) 0.14 2.63 1.88 
I26 (Accommodation and food service activities) 3.58 5.19 3.85 
I27 (Electricity, gas, steam, cold and hot water and cold air) 0.01 3.90 1.04 
I27 (Water collection, treatment and distribution, sewerage, waste 
management and remediation activities) 

5.15 5.84 5.49 

I27 (Transportation and storage) 1.04 2.24 2.07 
I27 (Real estate activities) 0.02 1.93 1.11 
I27 (Human health and social work activities) 1.21 2.30 1.83 
I27 (Others) 0.30 2.24 1.88 
I28 (Manufacturing) 0.13 1.23 0.68 
I28 (Human health and social work activities) 1.24 2.42 1.44 
I29 (Agriculture, forestry and fishing-Sector) 0.35 1.92 0.39 
I33 (Doctors) 0.78 1.47 1.12 
I34 (Crimes of assault) 0.23 0.56 0.47 
I34 (Theft/purse snatching) 2.28 3.75 3.40 
I34 (Driving without legal documentation) 4.65 8.44 4.76 
I35 (Crimes against persons [except voluntary manslaughter]) 1.60 2.61 1.93 
I35 (Crimes of voluntary manslaughter) 81.81 157.68 85.20 
I37 7.35 8.78 7.99 
I39 (Men) 2.19 3.11 2.79 
I41 (Men) 0.27 1.38 0.89 
I43 (Other countries) 0.12 1.73 1.31 

 359 

 360 

 361 

Table 4. Indicators with a MAPE greater than 20% in the best estimation.  362 
Indicator MAPE [%] Predicted value a Actual value a 

M5P MLP MLR RF M5P MLP MLR RF 

I12 (Agricultural area) 827.36 424.13 1316.29 33.29 -320.04 -142.62 -535.17 29.35 44.00 
I14 (Prevention against 
forest fires) 

258.91 620.22 545.00 247.07 179.45 360.11 322.50 173.54 50.00 

I16 (Embarked) 47.57 88.37 59.58 61.04 277.42 354.13 300.01 302.76 188.00 
I19 (State) 203.65 97.79 95.58 39.38 2,886.82 1,880.43 1,859.33 1,325.10 950.70 
I20 (Real estate 
activities) 

24.58 40.76 54.20 42.77 126,593,076.00 99,446,034.35 76,881,706.17 96,074,502.85 167,861,472.00 

I25 (Total excluding 
unprocessed food and 
energy) 

148.28 245.80 489.52 194.31 0.44 0.61 1.05 0.52 0.18 

I25 (Energy) 209.27 239.10 222.09 143.58 -2.24 -2.85 -2.50 -0.89 2.05 
I31 (Net migration) 198.46 291.70 353.14 208.85 -2,390.70 -3,137.55 -3,629.68 -2,473.92 -801.00 
I34 (Theft of and from 
motor vehicles) 

40.83 29.57 61.84 31.53 2.25 2.68 1.45 2.60 3.80 

I35 (Crimes of voluntary 
manslaughter) 

93.33 157.68 93.33 85.20 0.33 -2.88 0.33 0.74 5.00 

a Units of output values are different. For more information about the units of each indicator see Annex A. 363 
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 364 

 365 
Figure 11. Monitored time series of the sub-indicators of burnt area. 366 

 367 

 368 

4. Conclusions 369 

 370 

This research analysed the possibility to estimate sustainability indicators of a region using four regression algorithms: 371 

multiple linear regression, multilayer perceptron, random forest, and M5P. The study area selected was the Algarve region 372 

(in the South of Portugal), and the data collected were from 180 indicators of the Observatory of Sustainability of the Algarve 373 

Region for Tourism (OBSERVE) platform.  374 

Based on the results obtained with 720 models trained in the study, it was possible to determine that M5P and multilayer 375 

perceptrons were the algorithms which obtained the best estimations. In this regard, the number of cases with the best 376 

estimations was 75 with M5P and 61 with multilayer perceptrons. However, the use of multiple linear regression or random 377 

forest allowed the best estimation to be obtained in some indicators. This aspect suggests the need to carry out a previous 378 

study of each indicator to determine the most appropriate regression algorithm. In some cases, the use of M5P was an 379 

appropriate algorithm for most indicators. A high percentage of the indicators analysed in the study obtained low errors 380 

with the use of M5P.  Although some of these indicators were not the best option, it was stressed the potential of using M5P 381 

when most appropriate algorithm could not be previously studied. For example, the analysis to determine the optimal 382 

number of nodes in the hidden layer allowed the performance of the multilayer perceptrons to be improved (obtaining 383 

better results than the M5P in some indicators), but the differences between the estimations were minor and the estimations 384 

obtained with M5P can be considered valid. In addition, the M5P models have an advantage over the multilayer perceptrons 385 

that allow the potential of their use to be influenced: stakeholders could extract a knowledge of the rules established by the 386 

model. The reason is that they are white box models with a tree structure which is easy to interpret. This would allow public 387 

bodies and institutions to apply these models without having advanced knowledge of these techniques. 388 

In some cases, there were some limitations with the methodology analysed. In this regard, some types of indicators 389 

presented limitations in the estimation of their actual value, as a prediction process could not be applied to them – there are 390 

sustainable indicators whose occurrence is not predictable as was evident in the burnt area indicator. However, the low 391 

number of cases happening this (10 out of 180 indicators) guarantees the effectiveness of the methodology to estimate 392 

indicators in which data is not available through monitoring. 393 

In conclusion, the results of this research could be very important: public bodies and institutions responsible for taking 394 

corrective measures may have complete information to take decisions by using the methodology used in this research. Also, 395 

this methodology could be extrapolated to other regions having monitoring databases of sustainability indicators, thus 396 

contributing to a more sustainable future and a better world. 397 

 398 
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Annex A. MAPE values obtained in each estimation 584 

Table A1. MAPE values obtained in the estimations of the environmental indicators in 2017.  585 
Indicator MAPE [%] 

MLR MLP RF M5P 
I01 (Total) 5.13 2.26 4.85 10.76 
I01 (Waste management) 5.13 0.48 6.19 6.13 
I01 (Noise and vibration abatement) 34.80 7.41 55.79 7.41 
I01 (Protection of biodiversity and landscape) 11.56 9.14 17.31 9.14 
I01 (Research and development) - - - - 
I01 (Others) 1.91 1.91 45.05 3.40 
I02 (Total) 0.10 0.00 0.00 18.43 
I02 (Embarked) 0.09 0.01 0.01 18.43 
I02 (Disembarked) 0.09 0.00 0.00 18.42 
I03 (Total) 1.19 1.19 25.09 15.73 
I03 (Rail) 3.07 3.02 3.02 17.06 
I03 (Road) 3.05 0.04 25.25 13.25 
I04 (Total) 0.30 0.30 1.55 13.02 
I04 (Ria Formosa) 0.30 0.30 20.42 13.25 
I04 (Rio Guadiana) 1.53 1.53 11.54 8.62 
I05 3.13 0.02 4.70 1.65 
I06 1.18 1.18 14.18 8.17 
I07 0.19 0.04 0.30 0.27 
I08 3.11 1.44 11.55 2.28 
I09 5.60 3.38 14.08 5.47 
I10 0.33 0.33 12.53 3.51 
I11 8.89 2.66 23.46 12.10 
I12 (Total) 16.12 0.01 0.01 49.32 
I12 (Forest stands) 63.64 6.66 387.94 6.66 
I12 (Shrub land) 32.09 0.00 0.00 276.85 
I12 (Agricultural area) 827.36 33.29 1,316.29 33.29 
I13 (Total) 0.64 0.15 1.48 0.15 
I13 (Inland) 20.16 7.19 83.33 47.00 
I13 (Coastal/transition) 0.09 0.01 2.45 0.38 
I14 (Total) 24.14 12.30 24.79 12.30 
I14 (Prevention against forest fires) 258.91 247.07 545.00 247.07 
I14 (Others) 24.80 19.45 48.75 19.45 
I15 244.08 15.40 196.61 207.82 
I16 (Embarked) 47.57 42.60 59.58 61.04 
I16 (Disembarked) 209.28 7.17 11.76 46.80 
I16 (Transition) 0.34 1.20 24.92 29.90 
I16 (Total) 0.36 0.11 24.90 30.97 

 586 

 587 

Table A2. MAPE values obtained in the estimations of the institutional indicators in 2017.  588 
Indicator MAPE [%] 

MLR MLP RF M5P 
I17 15.23 15.23 21.12 16.26 
I18 (Residential) 2.87 1.25 27.79 11.05 
I18 (Non-residential) 7.17 7.17 35.91 18.89 
I19 (State) 203.65 39.38 95.58 39.38 
I19 (Enterprises) 4.02 4.02 12.67 5.93 
I19 (Higher education) 14.16 6.78 6.78 9.29 
I19 (Private non-profit institutions) - - - - 

 589 

 590 

Table A3. MAPE values obtained in the estimations of the economic indicators in 2017.  591 
Indicator MAPE [%] 

MLR MLP RF M5P 
I20 (Total) 1.64 0.96 3.48 18.16 
I20 (Agriculture, farming of animals, hunting and forestry) 3.52 0.03 33.60 13.45 
I20 (Mining and quarrying) 7.71 7.70 7.70 11.87 
I20 (Manufacturing) 1.76 1.76 19.59 11.35 
I20 (Electricity, gas, steam, cold and hot water and cold air) 8.46 1.35 23.84 1.35 
I20 (Water collection, treatment and distribution, sewerage, waste management and remediation activities) 5.11 2.16 2.16 3.15 
I20 (Construction) 10.23 5.50 30.44 12.05 
I20 (Wholesale and retail trade, repair of motor vehicles and motorcycles) 4.66 0.08 26.47 14.14 
I20 (Transportation and storage) 0.48 0.48 22.91 12.56 
I20 (Accommodation and food service activities) 4.13 2.69 39.17 20.92 
I20 (Information and communication activities) 3.15 3.15 38.33 19.90 
I20 (Real estate activities) 24.58 24.58 54.20 42.77 
I20 (Consultancy, scientific and technical activities) 2.21 2.21 28.89 19.76 
I20 (Administrative and support service activities) 3.22 1.16 1.16 13.60 
I20 (Education) 2.64 0.24 0.24 11.20 
I20 (Human health and social work activities) 3.64 3.64 5.05 12.66 
I20 (Arts, entertainment, sports and recreation activities) 8.40 0.04 32.43 12.65 
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I20 (Others) 2.49 2.49 26.92 19.01 
I21 (Hotels) 0.00 0.00 25.22 12.53 
I21 (Apartment hotels) 0.00 0.00 15.50 7.53 
I21 (Tourist villages) 0.00 0.00 0.00 7.98 
I21 (Tourist apartments) 0.00 0.00 6.86 0.66 
I22 (Total) 0.54 0.54 30.22 15.60 
I22 (Hotels) 0.46 0.26 0.26 15.86 
I22 (Guest houses) 0.58 0.58 39.89 15.11 
I22 (Lodging houses) 3.12 2.19 2.19 19.74 
I22 (Hotel apartments) 4.23 3.49 30.24 16.03 
I22 (Tourist villages) 2.28 2.28 25.63 14.39 
I22 (Tourist apartments) 1.96 1.96 30.78 16.81 
I23 0.84 0.00 2.22 2.09 
I24 (Total) 2.31 0.44 2.82 8.68 
I24 (Accommodation and food service activities) 2.10 0.07 20.62 10.43 
I25 (Total) 3.25 3.25 18.19 20.12 
I25 (Total excluding housing) 3.30 3.30 145.32 20.23 
I25 (Total excluding unprocessed food and energy) 148.28 45.80 489.52 194.31 
I25 (Total excluding unprocessed food) 56.28 0.81 86.31 5.51 
I25 (Total excluding energy) 55.21 10.61 109.46 15.02 
I25 (Unprocessed food) 21.97 0.08 44.35 12.50 
I25 (Energy) 209.27 28.59 222.09 143.58 
I26 (Agriculture, farming of animals, hunting and forestry) 5.47 0.03 22.38 2.21 
I26 (Mining and quarrying) 1.34 0.54 14.24 0.54 
I26 (Manufacturing) 0.92 0.92 1.48 2.93 
I26 (Electricity, gas, steam, cold and hot water and cold air) 1.88 0.14 68.00 29.78 
I26 (Water collection, treatment and distribution, sewerage, waste management and remediation activities) 6.20 3.46 3.46 4.66 
I26 (Construction) 1.64 0.07 5.47 4.13 
I26 (Wholesale and retail trade, repair of motor vehicles and motorcycles) 0.02 0.02 0.24 0.08 
I26 (Transportation and storage) 1.29 1.29 7.93 5.83 
I26 (Accommodation and food service activities) 3.85 3.58 31.07 11.68 
I26 (Information and communication activities) 2.34 2.32 2.32 6.73 
I26 (Real estate activities) 0.72 0.72 22.23 14.01 
I26 (Consultancy scientific and technical activities) 0.05 0.05 11.46 6.99 
I26 (Administrative and support service activities) 1.02 1.02 24.51 13.34 
I26 (Education) 2.10 0.01 4.62 0.01 
I26 (Human health and social work activities) 0.20 0.20 8.90 4.58 
I26 (Arts, entertainment, sports and recreation activities) 1.19 1.19 20.96 12.56 
I26 (Others) 1.04 1.04 15.56 10.32 
I27 (Agriculture, farming of animals, hunting and forestry) 5.17 0.01 23.84 5.38 
I27 (Manufacturing) 0.86 0.86 2.06 1.93 
I27 (Electricity, gas, steam, cold and hot water and cold air) 3.85 0.01 1.04 10.12 
I27 (Water collection, treatment and distribution, sewerage, waste management and remediation activities) 5.49 5.15 9.71 8.31 
I27 (Construction) 0.97 0.97 7.77 6.11 
I27 (Wholesale and retail trade, repair of motor vehicles and motorcycles) 1.30 0.83 0.83 3.96 
I27 (Transportation and storage) 2.07 1.04 9.86 4.40 
I27 (Accommodation and food service activities) 0.03 0.03 3.36 13.28 
I27 (Information and communication activities) 6.17 6.17 11.34 9.04 
I27 (Real estate activities) 1.11 0.02 22.21 12.23 
I27 (Consultancy scientific and technical activities) 0.35 0.35 14.83 9.09 
I27 (Administrative and support service activities) 0.15 0.15 29.54 18.50 
I27 (Education) 0.77 0.00 4.41 0.00 
I27 (Human health and social work activities) 1.83 1.21 14.14 6.56 
I27 (Others) 2.11 0.30 1.88 7.70 
I28 (Total) 0.20 0.20 21.09 12.78 
I28 (Agriculture, farming of animals, hunting and forestry) 3.64 0.59 25.58 12.56 
I28 (Manufacturing) 5.11 0.13 0.68 6.80 
I28 (Electricity, gas, steam, cold and hot water and cold air) 74.28 4.41 4.41 4.66 
I28 (Water collection, treatment and distribution, sewerage, waste. management and remediation activities) 0.59 0.59 17.77 10.40 
I28 (Construction) 4.84 1.44 23.60 7.99 
I28 (Wholesale and retail trade, repair of motor vehicles and motorcycles) 1.17 1.17 17.74 11.53 
I28 (Transportation and storage) 0.05 0.05 20.85 12.71 
I28 (Accommodation and food service activities) 3.58 3.58 35.87 20.85 
I28 (Information and communication activities) 0.17 0.17 25.37 5.80 
I28 (Real estate activities) 5.31 0.77 0.77 28.25 
I28 (Consultancy scientific and technical activities) 0.43 0.43 30.36 18.35 
I28 (Administrative and support service activities) 2.60 2.60 2.77 16.12 
I28 (Education) 2.76 2.76 14.45 8.59 
I28 (Human health and social work activities) 1.44 1.24 20.09 11.17 
I28 (Others) 3.85 3.85 24.07 11.17 
I29 (Total-Gender) 0.00 0.00 0.00 5.27 
I29 (Men-Gender) 0.24 0.24 4.02 1.22 
I29 (Women-Gender) 1.28 1.28 12.52 7.96 
I29 (Total-Sector) 0.00 0.00 0.00 5.27 
I29 (Agriculture, forestry and fishing-Sector) 0.39 0.35 13.60 4.54 
I29 (Industry-Sector) 3.87 0.49 13.29 0.49 
I29 (Services-Sector) 0.83 0.83 10.08 6.18 
I30 (Accommodation and food service activities) 2.37 2.37 11.66 3.85 
I30 (Others) 0.16 0.16 4.91 1.66 
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Table A4. MAPE values obtained in the estimations of the sociocultural indicators in 2017.  595 
Indicator MAPE [%] 

MLR MLP RF M5P 
I31 (Natural increase) 8.80 8.80 28.69 21.17 
I31 (Net migration) 198.46 198.46 353.14 208.85 
I32 (Monuments) 3.83 2.47 3.61 4.17 
I32 (Sets) 0.21 0.21 1.84 1.52 
I32 (Sites) 1.34 0.09 1.34 6.31 
I33 (Beds) 1.01 1.01 4.49 3.46 
I33 (Doctors) 1.12 0.78 10.68 3.62 
I33 (Nurses) 0.72 0.72 10.21 5.21 
I34 (Crimes of assault) 0.47 0.23 4.66 1.13 
I34 (Theft/purse snatching) 3.40 2.28 19.23 3.92 
I34 (Theft of and from motor vehicles) 40.83 29.03 61.84 31.53 
I34 (Driving a motor vehicle with a blood alcohol equal or above 1) 1.15 1.15 4.29 2.20 
I34 (Driving without legal documentation) 9.11 4.65 4.76 20.36 
I34 (Crimes against patrimony) 0.40 0.40 3.19 1.70 
I35 (Crimes against persons [except voluntary manslaughter]) 2.59 1.60 4.92 1.93 
I35 (Crimes of voluntary manslaughter) 93.33 81.81 93.33 85.20 
I35 (Crimes against patrimony) 0.42 0.42 16.95 1.97 
I35 (Crimes against life in society) 6.44 6.44 7.58 6.81 
I35 (Crimes against the State) 1.50 1.11 1.11 2.63 
I35 (Crimes set out in sundry legislation) 2.45 0.07 2.45 3.10 
I36 0.81 0.81 1.51 0.99 
I37 7.99 7.35 51.94 11.31 
I38 (Total) 0.51 0.43 0.76 0.49 
I38 (Men) 0.66 0.56 0.56 0.81 
I38 (Women) 0.31 0.14 0.40 0.14 
I39 (Men) 2.79 2.19 11.60 4.63 
I39 (Women) 2.03 1.71 1.71 4.00 
I40 1.80 1.14 1.14 4.70 
I41 (Total) 0.67 0.37 2.14 0.37 
I41 (Men) 0.89 0.27 2.02 1.08 
I41 (Women) 0.76 0.00 0.00 0.24 
I42 (Hotels) 0.00 0.00 25.22 12.53 
I42 (Boarding houses) - - - - 
I42 (Inns) - - - - 
I42 (Lodging houses) 1.34 1.34 2.21 8.07 
I42 (Apartment hotels) 0.00 0.00 15.50 7.80 
I42 (Tourist villages) 0.00 0.00 0.00 7.98 
I42 (Tourist apartments) 0.00 0.00 6.86 1.35 
I43 (Portugal) 2.68 2.68 10.89 5.35 
I43 (Other countries) 1.31 0.12 23.24 10.72 
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Annex B. Results obtained in the best estimations 597 

 598 
Table B1. Results obtained in the best estimations of the environmental indicators in 2017.  599 

Indicator Unit Model Predicted value Actual value 
I01 (Total) €/1000inh. MLP 92,219.47 94,350.00 
I01 (Waste management) €/1000inh. MLP 61,440.99 61,736.00 
I01 (Noise and vibration abatement) €/1000inh. RF 59.08 55.00 
I01 (Protection of biodiversity and landscape) €/1000inh. RF 28,206.31 31,044.00 
I01 (Research and development) €/1000inh. RF 0.00 0.00 
I01 (Others) €/1000inh. M5P 1,486.14 1,515.00 
I02 (Total) No. MLR 8,682,119.95 8,682,120.00 
I02 (Embarked) No. MLR 4,345,641.82 4,346,157.00 
I02 (Disembarked) No. MLR 4,335,962.65 4,335,963.00 
I03 (Total) No. M5P 473,363.93 479,050.00 
I03 (Rail) No. M5P 197,301.13 203,559.00 
I03 (Road) No. M5P 267,099.72 275,491.00 
I04 (Total) No. M5P 5,228,302.20 5,243,998.00 
I04 (Ria Formosa) No. M5P 4,948,049.36 4,962,940.00 
I04 (Rio Guadiana) No. M5P 276,767.47 281,058.00 
I05 kWh/inh. MLP 5,110.86 5,111.90 
I06 toe/inh. M5P 0.64 0.65 
I07 % MLP 99.19 99.23 
I08 No. MLP 86.73 88.00 
I09 m³/inh. MLP 125.61 130.00 
I10 m³/inh. M5P 101.73 101.40 
I11 kg/inh. MLP 248.21 255.00 
I12 (Total) ha MLR 300.03 300.00 
I12 (Forest stands) ha RF 132.55 142.00 
I12 (Shrub land) ha MLR 114.01 114.00 
I12 (Agricultural area) ha RF 29.35 44.00 
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I13 (Total) No. RF 109.84 110.00 
I13 (Inland) No. MLP 0.93 1.00 
I13 (Coastal/transition) No. MLP 108.99 109.00 
I14 (Total) 1000 x € RF 1,573.33 1,401.00 
I14 (Prevention against forest fires) 1000 x € RF 173.54 50.00 
I14 (Others) 1000 x € RF 1,613.73 1,351.00 
I15 % MLP 3.06 2.65 
I16 (Transition) No. MLP 107.92 188.00 
I16 (Embarked) No. MLP 302.63 326.00 
I16 (Disembarked) No. MLR 29,287.53 29,188.00 
I16 (Total) No. MLP 29,670.22 29,702.00 

 600 

 601 

Table B2. Results obtained in the best estimations of the institutional indicators in 2017.  602 
Indicator Unit Model Predicted value Actual value 
I17 % M5P 17.55 20.70 
I18 (Residential) % MLP 37.13 37.60 
I18 (Non-residential) % M5P 7.80 8.40 
I19 (State) 1000 x € RF 1,325.10 950.70 
I19 (Enterprises) 1000 x € M5P 5,064.23 4,868.70 
I19 (Higher education) 1000 x € MLR 22,960.42 21,502.10 
I19 (Private non-profit institutions) 1000 x € RF 1.80 0.00 
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 604 

Table B3. Results obtained in the best estimations of the economic indicators in 2017.  605 
Indicator Unit Model Predicted value Actual value 
I20 (Total) € MLP 2,919,211,744.09 2,947,518,306.00 
I20 (Agriculture, farming of animals, hunting and forestry) € MLP 113,504,315.99 113,540,927.00 
I20 (Mining and quarrying) € M5P 4,326,569.83 4,687,854.00 
I20 (Manufacturing) € M5P 97,038,920.60 98,776,987.00 
I20 (Electricity, gas, steam, cold and hot water and cold air) € RF 8,446,653.13 8,333,760.00 
I20 (Water collection, treatment and distribution, sewerage, waste management and 
remediation activities) 

€ MLR 
89,810,392.00 87,913,082.00 

I20 (Construction) € MLP 257,073,874.87 272,039,670.00 
I20 (Wholesale and retail trade, repair of motor vehicles and motorcycles) € MLP 501,397,668.12 501,789,676.00 
I20 (Transportation and storage) € M5P 92,530,017.80 92,980,254.00 
I20 (Accommodation and food service activities) € MLP 849,984,072.57 873,508,333.00 
I20 (Information and communication activities) € M5P 22,493,938.81 23,224,834.00 
I20 (Real estate activities) € M5P 126,593,076.00 167,861,472.00 
I20 (Consultancy, scientific and technical activities) € M5P 154,317,657.92 157,799,995.00 
I20 (Administrative and support service activities) € MLR 251,505,754.51 254,462,932.00 
I20 (Education) € MLR 34,300,101.17 34,381,423.00 
I20 (Human health and social work activities) € M5P 123,270,055.08 127,928,784.00 
I20 (Arts, entertainment, sports and recreation activities) € MLP 97,118,325.60 97,153,510.00 
I20 (Others) € M5P 30,360,259.96 31,134,813.00 
I21 (Hotels) No. M5P 7,981,812.67 7,981,933.00 
I21 (Apartment hotels) No. M5P 4,579,216.73 4,579,264.00 
I21 (Tourist villages) No. MLR 2,088,181.20 2,088,189.00 
I21 (Tourist apartments) No. M5P 4,105,435.64 4,105,505.00 
I22 (Total) € M5P 51.62 51.90 
I22 (Hotels) € MLR 69.62 69.80 
I22 (Guest houses) € M5P 33.60 33.80 
I22 (Lodging houses) € MLR 82.06 83.90 
I22 (Hotel apartments) € MLP 49.41 51.20 
I22 (Tourist villages) € M5P 39.77 40.70 
I22 (Tourist apartments) € M5P 33.33 34.00 
I23 No. MLP 4.50 4.50 
I24 (Total) € MLP 17,227.13 17,303.36 
I24 (Accommodation and food service activities) € MLP 19,797.21 19,810.48 
I25 (Total) % M5P 0.58 0.60 
I25 (Total excluding housing) % M5P 0.58 0.60 
I25 (Total excluding unprocessed food and energy) % MLP 0.26 0.18 
I25 (Total excluding unprocessed food) % MLP 0.34 0.35 
I25 (Total excluding energy) % MLP 0.42 0.47 
I25 (Unprocessed food) % MLP 2.75 2.75 
I25 (Energy) % MLP 2.64 2.05 
I26 (Agriculture, farming of animals, hunting and forestry) No. MLP 6,530.14 6,532.00 
I26 (Mining and quarrying) No. RF 48.26 48.00 
I26 (Manufacturing) No. M5P 1,990.46 2,009.00 
I26 (Electricity, gas, steam, cold and hot water and cold air) No. MLP 186.74 187.00 
I26 (Water collection, treatment and distribution, sewerage, waste management and 
remediation activities) 

No. MLR 
102.33 106.00 

I26 (Construction) No. MLP 5,719.12 5,723.00 
I26 (Wholesale and retail trade, repair of motor vehicles and motorcycles) No. M5P 12,728.55 12,731.00 
I26 (Transportation and storage) No. M5P 1,155.92 1,171.00 
I26 (Accommodation and food service activities) No. MLP 13,913.82 14,431.00 
I26 (Information and communication activities) No. MLR 593.88 608.00 
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I26 (Real estate activities) No. M5P 3,287.05 3,311.00 
I26 (Consultancy scientific and technical activities) No. M5P 5,267.26 5,270.00 
I26 (Administrative and support service activities) No. M5P 10,338.62 10,445.00 
I26 (Education) No. RF 2,363.32 2,363.00 
I26 (Human health and social work activities) No. M5P 3,726.70 3,734.00 
I26 (Arts, entertainment, sports and recreation activities) No. M5P 2,088.76 2,114.00 
I26 (Others) No. M5P 3,607.00 3,645.00 
I27 (Agriculture, farming of animals, hunting and forestry) No. MLP 11,067.21 11,068.00 
I27 (Manufacturing) No. M5P 6,415.65 6,471.00 
I27 (Electricity, gas, steam, cold and hot water and cold air) No. MLP 337.96 338.00 
I27 (Water collection, treatment and distribution, sewerage, waste management and 
remediation activities) 

No. M5P 
2,368.43 2,497.00 

I27 (Construction) No. M5P 16,127.36 15,972.00 
I27 (Wholesale and retail trade, repair of motor vehicles and motorcycles) No. MLR 39,717.47 40,050.00 
I27 (Transportation and storage) No. MLP 5,768.40 5,829.00 
I27 (Accommodation and food service activities) No. M5P 48,244.46 48,258.00 
I27 (Information and communication activities) No. M5P 1,472.12 1,569.00 
I27 (Real estate activities) No. MLP 6,614.61 6,616.00 
I27 (Consultancy scientific and technical activities) No. M5P 9,121.19 9,153.00 
I27 (Administrative and support service activities) No. M5P 24,907.77 24,946.00 
I27 (Education) No. RF 3,594.08 3,594.00 
I27 (Human health and social work activities) No. MLP 7,124.49 7,212.00 
I27 (Others) No. MLP 4,996.88 5,012.00 
I28 (Total) € M5P 11,795,968,197.73 11,820,106,678.00 
I28 (Agriculture, farming of animals, hunting and forestry) € MLP 291,257,593.25 292,983,079.00 
I28 (Manufacturing) € MLP 409,278,264.55 409,813,951.00 
I28 (Electricity, gas, steam, cold and hot water and cold air) € MLR 37,941,477.43 36,337,473.00 
I28 (Water collection, treatment and distribution, sewerage, waste management and 
remediation activities) 

€ M5P 
212,864,553.09 214,124,514.00 

I28 (Construction) € MLP 944,820,234.80 958,577,257.00 
I28 (Wholesale and retail trade, repair of motor vehicles and motorcycles) € M5P 5,147,551,516.70 5,208,628,882.00 
I28 (Transportation and storage) € M5P 394,481,497.23 394,661,774.00 
I28 (Accommodation and food service activities) € M5P 2,204,591,146.47 2,286,374,704.00 
I28 (Information and communication activities) € M5P 147,686,827.87 147,941,850.00 
I28 (Real estate activities) € MLR 482,337,590.71 486,061,545.00 
I28 (Consultancy scientific and technical activities) € M5P 299,706,013.66 301,007,282.00 
I28 (Administrative and support service activities) € M5P 629,405,543.59 646,209,771.00 
I28 (Education) € M5P 52,480,258.51 53,967,523.00 
I28 (Human health and social work activities) € MLP 297,467,107.97 301,192,291.00 
I28 (Others) € M5P 79,061,251.60 82,224,782.00 
I29 (Total-Gender) 1000 x 

No. 
M5P 

204.80 204.80 
I29 (Men-Gender) 1000 x 

No. 
M5P 

103.28 103.53 
I29 (Women-Gender) 1000 x 

No. 
M5P 

99.97 101.28 
I29 (Total-Sector) 1000 x 

No. 
M5P 

204.80 204.80 
I29 (Agriculture, forestry and fishing-Sector) 1000 x 

No. 
MLP 

9.22 9.25 
I29 (Industry-Sector) 1000 x 

No. 
RF 

19.48 19.58 
I29 (Services-Sector) 1000 x 

No. 
M5P 

174.51 175.98 
I30 (Accommodation and food service activities) % M5P 28.94 29.64 
I30 (Others) % M5P 70.25 70.36 
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 607 

Table B4. Results obtained in the best estimations of the sociocultural indicators in 2017.  608 
Indicator Unit Model Predicted value Actual value 
I31 (Natural increase) No. M5P -1,143.45 -1,051.00 
I31 (Net migration) No. M5P -2,390.70 -801.00 
I32 (Monuments) No. MLP 122.89 126.00 
I32 (Sets) No. M5P 20.96 21.00 
I32 (Sites) No. MLP 25.98 26.00 
I33 (Beds) No. M5P 2.57 2.60 
I33 (Doctors) No. MLP 3.87 3.90 
I33 (Nurses) No. M5P 6.16 6.20 
I34 (Crimes of assault) ‰ MLP 6.78 6.80 
I34 (Theft/purse snatching) ‰ MLP 1.27 1.30 
I34 (Theft of and from motor vehicles) ‰ MLP 2.70 3.80 
I34 (Driving a motor vehicle with a blood alcohol equal or above 1) ‰ M5P 3.46 3.50 
I34 (Driving without legal documentation) ‰ MLP 1.33 1.40 
I34 (Crimes against patrimony) ‰ M5P 26.69 26.80 
I35 (Crimes against persons [except voluntary manslaughter]) No. MLP 4,710.25 4,787.00 
I35 (Crimes of voluntary manslaughter) No. MLP 0.91 5.00 
I35 (Crimes against patrimony) No. M5P 11,722.89 11,772.00 
I35 (Crimes against life in society) No. M5P 2,659.85 2,843.00 
I35 (Crimes against the State) No. MLR 399.50 404.00 
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I35 (Crimes set out in sundry legislation) No. MLP 1,272.07 1,273.00 
I36 - M5P 95.06 95.83 
I37 ‰ MLP 20.50 22.13 
I38 (Total) No. MLP 437,721.38 439,617.00 
I38 (Men) No. MLR 208,723.96 209,898.00 
I38 (Women) No. RF 229,388.63 229,719.00 
I39 (Men) No. MLP 34,104.25 34,867.00 
I39 (Women) No. MLR 33,372.64 33,953.00 
I40 No. MLR 286.30 289.60 
I41 (Total) 1000 x No. RF 295.31 296.40 
I41 (Men) 1000 x No. MLP 136.33 136.70 
I41 (Women) 1000 x No. MLR 159.70 159.70 
I42 (Hotels) No./km² M5P 133.11 133.12 
I42 (Boarding houses) No./km² M5P -1.55 0.00 
I42 (Inns) No./km² MLR -0.31 0.00 
I42 (Lodging houses) No./km² M5P 1.19 1.21 
I42 (Apartment hotels) No./km² M5P 76.37 76.37 
I42 (Tourist villages) No./km² MLR 34.82 34.82 
I42 (Tourist apartments) No./km² M5P 68.47 68.47 
I43 (Portugal) No./km² M5P 843.78 866.97 
I43 (Other countries) No./km² MLP 3,173.22 3,177.04 
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