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Resumen

Actualmente, debido al cambio climático y al incremento de turistas en todos los en-
tornos, los gestores de organizaciones ubicadas en parajes vulnerables, y los políti-
cos deben aplicar técnicas de gestión de recursos humanos, materiales y políticas
de protección medioambiental, al igual que aplican las empresas en sus gestiones
rutinarias, cumpliendo con las leyes medioambientales y siendo proactivos en la
aplicación de otras técnicas no obligatorias.

El primer paso para aplicar estas políticas pasa por conocer la situación actual. En
este sentido, este TFM aborda el conocimiento del tráfico que circula en un paraje
vulnerable, como son los pueblos del valle de Poqueira, situados a los pies del paraje
natural de Sierra Nevada. En concreto, hemos realizado un proyecto en el cual se ha
diseñado el despliegue de sensores de tráfico, gestionando la implementación con
la empresa de sensores y definiendo estrategias para la extracción de conocimiento
a partir de los datos recopilados. Posteriormente, se aplican técnicas de aprendizaje
automático sobre los datos recogidos para estudiar los patrones de tráfico.

Proponemos un pipeline de análisis de patrones que utiliza múltiples fuentes de
datos y simplifica la selección de algoritmos de agrupación y normalización. En
nuestra investigación, destacamos la importancia de elegir el algoritmo de normal-
ización adecuado para escalar eficientemente las características de entrada de datos
heterogéneos. Esto es fundamental para comprender y analizar los patrones de
movilidad. Para validar nuestro enfoque, utilizamos datos de cuatro cámaras de re-
conocimiento de matrículas (LPR) recopilados durante nueve meses en una comarca
de la Alpujarra Granadina. También incorporamos bases de datos adicionales con
información sobre origen, ingresos y datos de vacaciones, lo que nos dio un conjunto
de datos de más de 50.000 vehículos.

Aplicando nuestro pipeline y analizando este gran conjunto de datos, identificamos
diversos patrones de tráfico entre residentes y visitantes en una zona turística rural.
Los resultados de nuestro estudio aportan valiosas ideas a los analistas de datos so-
bre los factores a tener en cuenta a la hora de seleccionar algoritmos adecuados para
analizar conjuntos de datos heterogéneos. Nuestros resultados son de suma impor-
tancia tanto para los gestores de parques nacionales, que se encuentran en zonas
especialmente vulnerables a las amenazas derivadas del cambio climático, como
para los gestores de organizaciones ubicadas en estos parajes. Además, proporcio-
nan a los responsables políticos una comprensión más profunda de los patrones de
movilidad en áreas sensibles desde el punto de vista medioambiental. Todo ello fa-
cilita la consecución de la sostenibilidad de estos territorios en una triple vertiente:
económica, social y medioambiental.
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Abstract

Currently, due to climate change and the increase of tourists in all environments,
managers of organizations located in vulnerable places and politicians must apply
human resource management techniques, materials and environmental protection
policies, just as companies do in their routine management, complying with envi-
ronmental laws and being proactive in the application of other non-mandatory tech-
niques.

The first step to apply these policies is to know the current situation. In this sense,
this master’s thesis deals with the knowledge of the traffic that circulates in a vul-
nerable place, such as the villages of the Poqueira Valley, located at the foot of the
natural site of Sierra Nevada. Specifically, we have carried out a project in which we
have designed the deployment of traffic sensors, managed the implementation with
the sensor company and defined strategies for the extraction of knowledge from the
collected data. Subsequently, machine learning techniques are applied on the col-
lected data to study traffic patterns.

We propose a pattern analysis pipeline that utilizes multiple data sources and sim-
plifies the selection of clustering and normalization algorithms. In our research, we
highlight the importance of choosing the right normalization algorithm to scale the
input features of heterogeneous data efficiently. This is critical for understanding
and analyzing mobility patterns. To validate our approach, we use data from four
license plate recognition (LPR) cameras collected over nine months in a district of
the Alpujarra Granadina. We also incorporated additional databases with informa-
tion on origin, income, and vacation data, giving us a dataset of more than 50,000
vehicles.

By applying our pipeline and analyzing this large dataset, we identified diverse traf-
fic patterns between residents and visitors in a rural tourist area. The results of our
study provide valuable insights to data analysts on factors to consider when select-
ing suitable algorithms for analyzing heterogeneous datasets. Our findings are of
utmost importance for both managers of national parks, which are particularly vul-
nerable to climate change-related threats, and managers of organizations located in
these areas. Furthermore, they provide policymakers with a deeper understanding
of mobility patterns in environmentally sensitive areas. This, in turn, facilitates the
achievement of sustainability in these territories across three dimensions: economic,
social, and environmental.





Yo, Daniel BOLAÑOS MARTÍNEZ, estudiante del Máster en gestión y Tec-
nologías de Procesos de Negocio de la Universidad de Granada, con DNI
76592621E, autorizo la ubicación de la siguiente copia de mi Trabajo Fin de
Máster en la biblioteca del centro para que pueda ser consultada por las per-
sonas que lo deseen.

Fdo: Daniel BOLAÑOS MARTÍNEZ

Granada, 20 de junio de 2023





María BERMÚDEZ EDO, Profesora del Departamento de Lenguajes y Sistemas
Informáticos de la Universidad de Granada.

Blanca Luisa DELGADO MÁRQUEZ, Profesora del Departamento de Organi-
zación de Empresas II de la Universidad de Granada.

Informan:

Que el presente trabajo, titulado Exploring Vehicle Behavior in Smart Vil-
lages Environments, A Comprehensive Clustering Pipeline for Analysis
and Insights, ha sido realizado bajo su supervisión por Daniel BOLAÑOS
MARTÍNEZ, y autorizamos la defensa de dicho trabajo ante el tribunal que
corresponda.

Y para que conste, expiden y firman el presente informe en Granada a 20 de
junio de 2023.

Las directoras:

Fdo: María BERMÚDEZ EDO
Fdo: Blanca Luisa DELGADO MÁRQUEZ

Granada, 20 de junio de 2023

https://lsi.ugr.es/
https://lsi.ugr.es/
https://oe2.ugr.es/
https://oe2.ugr.es/




Daniel BOLAÑOS MARTÍNEZ, estudiante del Máster en Gestión y Tecnologías
de Procesos de Negocio de la Universidad de Granada, declaro explícitamente
que el trabajo presentado es original, entendido en el sentido de que todas las
fuentes utilizadas se han citado debidamente respetando los derechos de au-
toría.

Fdo: Daniel BOLAÑOS MARTÍNEZ

Granada, 20 de junio de 2023





xiii

Acknowledgements
I would like to express my heartfelt gratitude to Maria and Blanca for their invalu-
able guidance as my tutors. Their expertise and support have been instrumental in
the completion of this Master’s Thesis. Additionally, I would like to extend my ap-
preciation to Alberto, Jose Luis, and Julian for their exceptional teamwork as mem-
bers of the Smart Poqueira. Their collaboration and trust have been a significant
contribution to this project.





xv

Contents

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Related Work 7
2.1 Information Fusion in Smart Cities for Touristic applications . . . . . . 7
2.2 Clustering and mobility patterns . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Traffic management and business strategy in villages . . . . . . . . . . 8

3 Fundamentals 11
3.1 Main clustering algorithms . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Clustering performance . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.3 Principal Component Analysis . . . . . . . . . . . . . . . . . . . . . . . 15
3.4 Normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.5 Dataset geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.6 Case study: smart villages . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.6.1 Addressing challenges in small tourist villages . . . . . . . . . . 18
3.7 Smart Village Platform Design and Deployment . . . . . . . . . . . . . 19

4 Clustering Pipeline 21
4.1 Data collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.2 Data Cleaning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.3 Data Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.4 Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.5 Dimensionality reduction . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.6 Clustering and evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.7 Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

5 Results 31

6 Discussions 49

7 Conclusions 51
7.1 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Bibliography 55





xvii

List of Figures

4.1 Overview of the clustering pipeline. . . . . . . . . . . . . . . . . . . . . 22
4.2 Setup of the 4 LPR that obtain the data from the license plates of the

vehicles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

5.1 Correlation between the registered resident label and the rest of the
variables. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

5.2 Correlation matrix for all variables in the proposed dataset. . . . . . . . 33
5.3 Variance with 3 principal components. . . . . . . . . . . . . . . . . . . . 34
5.4 Scatter-plot of the first two principal components for the different nor-

malizations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.5 Information criteria for the GaussianMixture on min-max normaliza-

tion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.6 Elbow method for BIC using min-max normalization. . . . . . . . . . . 38
5.7 Information criteria for the GaussianMixture on ℓ2 normalization. . . . 39
5.8 Elbow method for BIC using ℓ2 normalization. . . . . . . . . . . . . . . 39
5.9 Scatter-plot of the first three components (PCA) using min-max nor-

malization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.10 box plots for min-max normalization (I). . . . . . . . . . . . . . . . . . . 41
5.11 Box plots for min-max normalization (II). . . . . . . . . . . . . . . . . . 42
5.12 Box plots for min-max normalization (III). . . . . . . . . . . . . . . . . . 43
5.13 Scatter-plot of the first three components (PCA) using ℓ2 normalization. 46
5.14 Box plots for ℓ2 normalization. . . . . . . . . . . . . . . . . . . . . . . . 48





xix

List of Tables

3.1 Examples of works using clustering to infer mobility pattern in 2020-
2023. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

4.1 Configuration of each stage of the pipeline with the values used in
this study. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

4.2 Detailed schematic of the data fusion stage in the pipeline. . . . . . . . 25

5.1 Mean and std. deviation for registered residents and rest of individu-
als in dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5.2 Clusters based on registered resident labels using min-max normal-
ization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

5.3 Mean of variables for each cluster performed using min-max normal-
ization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.4 Clusters based on actual resident labels using ℓ2 normalization. . . . . 45
5.5 Mean of variables for each cluster performed using ℓ2 normalization. . 47

6.1 Equivalence of the clusters made for each normalization. . . . . . . . . 49





xxi

List of Abbreviations

AEAT Agencia Estatal de Administración Tributaria
ANPR Automatic Number-Plate Recognition
API Application Programming Interface
AP Affinity Propagation
ASC Attributed Spectral Clustering
AIC Akaike Information Criterion
BIC Bayesian Information Criterion
CH Calinski-Harabasz Score
DB Data Base
DBI Davies-Bouldin Index
DGT Dirección General de Tráfico
DTW Dynamic Time Warping
EM Expectation Maximization
GPS Global Positioning System
IC Information Criterion
INE Instituto Nacional de Estadística
IO Indoor-Outdoor
IP Internet Protocol
IoT Internet Of Things
LPR License Plate Recognition
MAD Median Absolute Deviation
ML Machine Learning
MT Master’s Thesis
PCA Principal Component Analysis
SC Silhouette Coefficient
SGTM Secretaría General de Transportes y Movilidad
SSB Sum of Squared Between
SSW Sum of Squared Within





1

Chapter 1

Introduction

Currently, there are 13.4 billion Internet of Things (IoT) devices. Statista predicts
that this figure will increase to 29.4 billion by 20301. These devices form an intercon-
nected network that produces extensive data in numerous social domains. Access
to a large volume of data collected by various sensors makes it possible to supervise
and manage different aspects of society, including healthcare, evacuation systems,
smart environments, and transportation. [2, 9, 25, 15]. Extracting and combining in-
formation from multiple sources, not only sensor data, but also information stored
on the Internet, can lead to a better understanding of the problem to be solved, such
as healthcare or vehicle mobility. For example, traffic in cities is partially dependent
on local holidays. These multi-source data have resulted in the growth of some re-
search fields, such as information fusion, intelligent environments, and ubiquitous
computing. The insights from analyzing these multisource datasets can be applied
to real-world problems such as tourism management, economics, and financial in-
formation systems [28].

The number of studies with smart city data has grown exponentially in recent years.
The most important cities have deployed sensor networks and IoT platforms. The
data obtained by these sensors have led to numerous studies in several areas, such
as traffic behavior [43, 37, 52, 46]. However, most solutions that try to cluster dif-
ferent traffic behavior do not have additional information, such as the residence of
vehicle owners, to provide additional insight into the explainability of the clusters.
Furthermore, this smart city trend has yet to reach small villages, and the solutions
found for large cities do not always apply directly to small villages. For example,
solutions monitoring traffic behavior in large cities with numerous streets and sev-
eral traffic lines in some avenues do not extrapolate to villages with 6 or 7 mostly
pedestrian streets and only one road with one line in each direction. Additionally,
even if we try to add some explanation to the behavioral cluster in smart villages,
the residency of vehicle owners is not straightforward. Due to the recent movement
on moving from cities to villages and retrying or spending long periods on second
residences, the actual residence information is fuzzy in rural villages.

This work proposes a clustering based on vehicle behavior in small villages, with
information from license plate recognition (LPR) devices and owners’ residences,
among others. We applied the study directly to each individual (vehicles) and de-
fined their spatio-temporal behavior based on their spatial frequencies of visitation.
To that end, we fused several datasets and calculated new valuable variables such

1https://www.statista.com/statistics/1183457/iot-connected-devices-worldwide/

https://www.statista.com/statistics/1183457/iot-connected-devices-worldwide/
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as the time spent in the area; total distance traveled there, etc. We study the popu-
larly used clustering algorithms to draw conclusions on which of them performs
better on the problem under consideration. In particular, we used a pipeline to
analyze the particularities of the data through several visualization tools, and we
explained, based on the data, the optimal normalization and clustering algorithm
that best groups the different behaviors of the vehicles. We will focus on the im-
portance of selecting the optimal normalization algorithm and its influence on the
results. Additionally, we analyzed the results with residential information and de-
termined the variables that most influence each cluster. With this information, we
explained the behavior pattern of each cluster. Our pipeline comprises eight steps:
data collection, cleaning, fusion, normalization, dimensionality reduction, cluster-
ing, evaluation, and visualization. Finally, we applied the proposed pipeline to a
touristic rural region, with the problems mentioned above of a single small road and
the lack of reliable residency information.

The findings of our research hold significant implications for policymakers, particu-
larly in managing tourism flows in smart cities and villages. By integrating multiple
data sources and employing appropriate clustering and normalization algorithms,
our proposed pipeline enables a comprehensive analysis of mobility patterns. The
enriched dataset, with its valuable insights into different patterns, can inform poli-
cymakers about the dynamics of tourism flows in specific areas. This knowledge is
crucial for managing and optimizing transportation systems, infrastructure devel-
opment, and resource allocation to accommodate the needs of both residents and
visitors. By understanding the traffic patterns among residents and tourists in a
rural touristic area, policymakers can devise targeted strategies to enhance visitor
experiences, reduce congestion, and mitigate the environmental impact associated
with tourism activities. The data analysts and policymakers can utilize our research
to select suitable algorithms and gain a deeper understanding of mobility patterns,
thus facilitating evidence-based decision-making and the effective management of
tourism flows in environmentally sensitive areas.

1.1 Motivation

In conducting a literature review, I observed a significant gap in the analysis of smart
villages and car behavior within these environments, compared to the abundance of
articles focused on smart cities. In addition, there was limited exploration of normal-
ization techniques in this context. This realization sparked a personal interest and
desire to tackle the challenge of working with sensors and creating a comprehensive
database from a simple one constructed from timestamps and license plate data.

Given my background, I was able to combine different fields of expertise, combin-
ing my previous knowledge in computer science with those acquired during my
master’s degree, such as business intelligence, data visualization and information
extraction for policymakers. During my degree, I did a simple internship on clus-
tering analysis, and dealing with the topic of unsupervised learning in the master’s
degree, aroused even more my interest to go deeper into this topic.

As an additional motivation, the completion of this Master’s Thesis (MT) is also
linked to Smart Poqueira2 a subproject included in the project "Thematic Center on

2https://wpd.ugr.es/~smartpoqueira/

https://wpd.ugr.es/~smartpoqueira/
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Mountain Ecosystem & Remote sensing, Deep learning-AI e-Services" (LifeWatch-
2019-10-UGR-01), linked to the analysis of different aspects related to the conser-
vation of the Sierra Nevada National Park through advanced digital systems. The
project has been co-funded by the Ministry of Science and Innovation through the
ERDF funds of the Pluriregional Operational Program of Spain 2014-2020 (POPE),
LifeWatch-ERIC action line, with the co-funding of the Provincial Council of Granada
and the University of Granada. The heads of the Provincial Council and the Univer-
sity of Granada have pointed out that this commitment to the use of digital technol-
ogy and innovation will make it possible to efficiently manage numerous data on
the behavior of its visitors and, thus, implement solutions that improve the quality
and sustainability of the visits received.

In addition to the connection with the Smart Poqueira Project, this MT is closely
related to several subjects learned in the Master’s program, providing a solid foun-
dation and relevant knowledge for its development. The following are some of the
areas from the master’s degree courses that have a strong relationship with this dis-
sertation:

• Analysis and Inference in Business Processes: This course has provided me
with a background in machine learning techniques and validation metrics. By
leveraging this knowledge, I have been able to develop intelligent systems that
extract relevant information and patterns for decision-making in the field of
sustainable tourism.

• Business Intelligence: Data analysis related to business strategy is a key el-
ement in implementing sustainable tourism solutions. In this subject, I have
improved my skills in collecting, analyzing, and visualizing data, enabling
me to make well-informed decisions for tourism management in the region
of Alpujarra.

• Data Bases for Business Processes: Effective management of the data col-
lected is crucial to the success of the project. By studying this subject, I have
acquired the knowledge necessary to design and ensure the integrity and use-
fulness of the information collected.

• Big Data and Sustainability: My understanding of big data and its implica-
tions for sustainability in the tourism industry was fostered through the sub-
ject of Introduction to Management and Technologies in Business Processes.
Efficient management of collected data, its analysis, and the generation of in-
sights from it will be key elements in making informed decisions and develop-
ing strategies that foster sustainability in the tourism sector.

• Project Management and Planing: Effective communication and planning are
essential for successful project execution. In this course, I have learned how to
establish clear lines of communication with suppliers and stakeholders. In ad-
dition, this subject has given me project management techniques that support
the design of project requirements and timelines essential in project develop-
ment.

• Business Strategy and Internationalization in Technologically Advanced En-
vironments: In this course, I have learned that, today, organizations and busi-
nesses face a rapidly changing and highly competitive global environment.
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Policymakers and business owners must be agile, flexible and be able to ob-
tain the necessary information for strategic decision-making, which facilitates
higher levels of current and future competitiveness. The integration of tech-
nologies into business processes facilitates responsiveness, cost reduction, im-
proved productivity and enhanced services.

These subjects provide a solid foundation of knowledge and skills that will be di-
rectly applied in the development of the MT. Additionally, other competencies from
subjects in the program have been developed through teamwork, which has made
this work possible. Collaborative Systems and Workflow Management (commu-
nication tools with teams and suppliers), Dashboards and Multidimensional Sys-
tems (designing KPIs and dashboards linked to the project), and Design and Access
to Web-Based Information and Content Management (development of the project’s
website) have all contributed to the completion of this work. The combination of the
connection with the Smart Poqueira project and the relevance to key subjects in the
Master’s program ensures the significance and applicability of this work, making a
significant contribution to the advancement and development of sustainable tourism
in Alpujarra.

1.2 Objectives

The objective of this MT is to investigate and analyze traffic behavior in smart vil-
lages using license plate recognition (LPR) devices and considering the residence of
the owners. The specific objectives are as follows:

• Study clustering algorithms, machine learning pipelines and normalization al-
gorithms; and the suitability of using specific algorithms for specific data dis-
tributions.

• Review previous works on clustering applied to traffic behavior with LPR.

• Design and deploy an infrastructure to collect data on vehicle movements in
smart villages.

• Examine, in our use case, the correlation between vehicle behavior and prove-
nance, visitation frequency, length of stay, and seasonality.

• Evaluate and compare different normalization techniques for preprocessing
the collected data.

• Explore various clustering algorithms and techniques and select the most ap-
propriate ones based on the visualization and explainability of the results.

• Evaluate the performance of the proposed clustering pipeline and selected
clustering and normalization algorithms.

By achieving these objectives, this work aims to contribute to the understanding of
traffic behavior in smart villages and provide valuable information for the design of
effective traffic and tourism management systems and policies in the area.
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1.3 Thesis Outline

This chapter has presented the challenges that face the study of traffic in smart vil-
lages and the motivation of this dissertation. In Chapter 2 related work is sum-
marized. Chapter 3 presents the theoretical bases discussed throughout the MT,
describing the main normalization and clustering algorithms and metrics, as well
as the demographic context of the area where the study was conducted. Chapter 4
presents the unsupervised learning pipeline, including the sensor’s setup and the
different sources of information used to construct the dataset. Chapters 5 show the
analysis of the results. Finally, Chapter 6 concludes the work and Chapter 7 presents
the limitations and future work related to the project.
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Chapter 2

Related Work

2.1 Information Fusion in Smart Cities for Touristic applica-
tions

The concept of information fusion has been applied to the specific problem of tourism
flows and smart cities. These approaches use advanced data analysis techniques to
combine multiple sources of information, providing valuable insights for develop-
ing smart tourism applications in cities and designing sustainable environments.
Smart city applications are built on top of data, and data fusion has provided a wide
variety of techniques to improve the input data for an application [35]. Examples of
these techniques include data association, state estimation, unsupervised machine
learning, or statistical inference. For example, combining different tourist informa-
tion has been used to predict the national tourist flow in Spain with graph neural
networks [60]. The data used in the solution are composed of tourist infrastruc-
ture information, such as camping and tourist housing from the data sources Open-
StreetMap and the National Institute of Statistics of Spain (INE); reports released
by the Spanish Ministry of Transportation (SGTM); and human mobility data in-
cluding the number of movements between administrative areas per hour extracted
from geotagged Twitter data. Most of these applications are focused either on user
recommendations or tourist flow, but little attention has been paid to studying the
individual behavior of the tourist inside an area (for a detailed survey, see [18, 35]).

2.2 Clustering and mobility patterns

The increasing deployment of IoT platforms in smart cities has boosted the prolifer-
ation of sensors, including those that monitor traffic. These sensory data allow us to
analyze vehicle behavior. The most common works in this area are to analyze mobil-
ity patterns in order to improve traffic congestion [43, 52], and to aggregate vehicles
to obtain useful conclusions for urban management [12, 37].

To infer mobility patterns from raw data, unsupervised ML is widely adopted. In
particular, various industries use clustering algorithms to categorize data into dis-
tinct groups based on similarities, differences, and patterns without prior knowl-
edge. Clustering analysis is used to detect behavioral patterns in the field of pedestrian-
vehicle mobility, and in the field of indoor-outdoor (IO) positioning systems [39].
Some works use partitional clustering to analyze data. For example, in [75], the ISO-
DATA clustering algorithm is used to cluster mobility patterns and a decision tree is
used to create decision rules between the attributes and the labeling obtained from
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the clustering. In [65], they propose a K-Means clustering framework combined with
other processes such as dimensionality reduction and feature extraction to classify
tourists and locals based on the data generated by each individual’s mobile phone
signaling data and their movement through the area. Hierarchical clustering [49] has
also been used to segment time series related to vehicle mobility, with the objective
of predicting areas where there is a higher risk of accidents. Other commonly used
clustering algorithms are density-based, as they can be adapted to problems where
irregular behavior occurs within the population. In [7], the authors propose an alter-
native version of the DBSCAN clustering algorithm to detect collective anomalous
human behavior from large amounts of pedestrian data in smart cities. The algo-
rithm uses an iterative search process and aggregation of achievable density data
points to form clusters, culminating in a global approach to identify behaviors of
particular interest in the population. Density clustering techniques also allow the
analysis of movement in areas where some specific transport behaviors are known
but where more information about particular groups is desired. In [4], a modified
version of DBSCAN (iterative and multi-attribute) was used to cluster the different
areas of the port, with the aim of improving organization and resolving port conges-
tion. Algorithms such as GaussianMixture are used to perform segment analysis,
where individuals are defined by their movement routines, and the data is related
to the frequency and period of stay in different areas. From the movement informa-
tion provided by smart cards, several papers apply this algorithm to identify market
segments based on temporal travel patterns [14], define tourist patterns based on fre-
quency and areas where transactions are made [26] or identify changes in functional
areas of cities over time [68].

Few works related to clustering analysis in mobility use LPR cameras as the main
source of information [73]. For example, [73] analyze the commuting patterns con-
structing the spatio-temporal similarity matrix using the dynamic time warping
(DTW) algorithm; and afterward, analyze the characteristics of commuting patterns
with the density-based spatial clustering of applications with noise (DBSCAN) algo-
rithm. Similarly, [74] analyzes the change in traffic patterns during the pandemic
using K-Means. However, none of these works combine LPR data with vehicle
provenance nor study the touristic behavior of the vehicle. Likewise, none of them
compares the suitability of using different clustering algorithms.

2.3 Traffic management and business strategy in villages

Traffic management and business strategy in rural villages is a crucial topic for the
development of rural policies in Europe. The implementation of smart villages
presents distinct challenges in both central and peripheral rural areas at the Euro-
pean and national levels. It is necessary to have an integrated vision that takes into
account the specific issues, needs and expectations of each country. In this context,
Spain finds itself in a situation of dual rural periphery: European and national. There
are two paths towards smart villages: the horizontal connection between territories
and the businesses that promote diversification [47]. Depopulated areas are attrac-
tive for leisure, work, and retirement. The challenge lies in developing intelligent
and competitive policies that encompass all European rural areas, as well as imple-
menting intelligent and competitive policies and strategies in depopulated zones.
These policies may include the development of sustainable indicators to avoid over-
tourism [51], while businesses can leverage data on the frequency and duration of
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tourist visits to determine optimal opening hours and the types of goods and ser-
vices to offer [71]. Data on the modes of transportation used by visitors can also pro-
vide insights into the necessary transportation infrastructure to support businesses
in the area.

Analyzing traffic patterns can also help businesses to better understand the impact
of tourism on their operations. By identifying peak tourist seasons and the types of
tourists that frequent the area, businesses can adapt their strategies accordingly [11].
For instance, they can adjust their marketing campaigns to target specific groups of
tourists or offer promotions during off-peak seasons to attract more visitors. The
highlights the importance of data-driven decision-making in developing strategies
that are tailored to the needs of visitors and the local community [45]. Such analyses
also provide policymakers with insights to understand mobility patterns in environ-
mentally sensitive areas, ultimately leading to better planning and management of
transportation infrastructure.





11

Chapter 3

Fundamentals

3.1 Main clustering algorithms

Unsupervised machine learning automates the knowledge discovery process with-
out the need for labeled data or previously classified data [35]. Techniques such as
clustering and anomaly detection fall under this category. Clustering is an unsu-
pervised ML technique that aims to find patterns in observations of events. Most
taxonomies group the algorithms into at least five categories [27], although we have
identified seven, as some of them did not fit in the 5 elements taxonomy:

Partitional Clustering: This clustering technique decomposes a dataset into distinct
clusters through an iterative process of distance calculations between individuals,
and typically uses centroids. Examples of algorithms that utilize this technique in-
clude K-Means and MiniBatchKMeans, which is a scalable version of K-Means that
updates clusters using small random batches until convergence is achieved [6]. An-
other algorithm that falls into this category is ISODATA [42], which employs itera-
tive self-organizing data analysis.

Hierarchical Clustering: This clustering method constructs clusters in either an ag-
glomerative or divisive manner by adding or removing individuals, respectively.
BIRCH [77], an algorithm that uses an unbalanced height tree to dynamically split
data points, is a popular example of hierarchical clustering.

Density-based Clustering: This technique identifies dense regions of objects in the
data space separated by low-density regions. It is known to handle noise well and
adapt to arbitrary shapes in the data. The algorithm most commonly in this cate-
gory is DBSCAN [20], along with improved versions such as OPTICS [1] and HDB-
SCAN [41], which compute a density function for each cluster found. Other exam-
ples include Mean-shift [16], which creates clusters based on regions of maximum
density attraction and can be considered a version of K-Means using density func-
tions, making it adaptable to arbitrary shapes of clusters.

Distribution-based Clustering: This technique creates clusters based on the prob-
ability that each individual belongs to the same distribution, the Gaussian distri-
bution is the most widely used distribution based on the expectation maximization
algorithm [72]. These algorithms result in Gaussian Mixture models, which are also
classification algorithms. In some cases, they are a generalization of K-Means, with
each individual having a probability of belonging to each cluster.
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Clustering Category Algorithms Application Related work

Partitional
K-Means, MiniBatchKMeans,
ISODATA

Target classes,
analyze patterns

[74, 65, 75]

Hierarchical
Agglomerative clustering,
Divisive clustering, BIRCH

Behavioral patterns,
feature extraction

[49, 76, 34]

Density-based
DBSCAN, OPTICS,
HDBSCAN, MeanShift

Complexity reduction,
anomaly detection

[52, 4, 73, 7]

Distribution-based Gaussian Mixture
Density estimation,
outlier detection

[14, 26, 68]

Grid-based
STING, WaveCluster,
CLIQUE

Spatial-based
segmentation

Not found

Message passing-based
Affinity Propagation,
IWC-KAP, ScaleAP

Clustering indoor
location patterns

[40, 78, 44]

Spectral Spectral Clustering, ASC
Graph partitioning,
image segmentation

[55, 48, 36]

TABLE 3.1: Examples of works using clustering to infer mobility pat-
tern in 2020-2023.

Grid-based Clustering: This clustering approach involves dividing the space into a
finite number of cells, followed by defining clustering operations within the quan-
tized space. Some popular algorithms that utilize this method include STING [67],
WaveCluster [62], and CLIQUE [21].

Message-Passing Clustering: This category of clustering creates clusters by exchang-
ing messages between different data points until convergence. An example of this
approach is the Affinity Propagation (AP) algorithm [22], which has been further
improved by proposals such as IWC-KAP [61] and ScaleAP [63].

Spectral Clustering: This method uses the spectral radius of a similarity matrix
of the data in a multidimensional problem. Dimensionality reduction techniques,
such as Principal Component Analysis (PCA), are used to obtain a linearly separable
problem. There are different versions of Spectral Clustering algorithms, depending
on how the eigenvectors are selected from the Laplacian of the similarity matrix [66].
Newer versions, such as Attributed Spectral Clustering (ASC), improve the degree
of affinity between nodes in the same density region [8].

Table 3.1 shows the main algorithms in each category described in this section, and
examples of applications for each algorithm, in the field of mobility pattern analysis
in the last 3 years (2020-2023).

3.2 Clustering performance

Clustering is difficult to evaluate, as we do not know the ground-true, i.e. we do not
have labeled data, to evaluate whether the clustering algorithm has grouped each in-
dividual in the right cluster. However, there are some metrics that could give some
insight into how good the clustering is based on the distances between groups or the
balance between groups, or the density of individuals in each group. The three most
popular internal evaluation metrics in the literature [38] are silhouette coefficient,
calinski-harabasz score, and davies-bouldin index. All of these metrics are based
on distances between data points and are commonly used to evaluate the effective-
ness of virtually any clustering algorithm, working especially well in algorithms
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that work with distances, such as those included in the hierarchical, partitional, or
spectral categories.

• Silhouette Coefficient (SC): measures the similarity, based on distances, of an
individual to its own cluster compared to other clusters [59]. The coefficient
value ranges between [−1, 1], where 1 represents a good clustering division
and a value close to −1 represents a poor division.

The silhouette coefficient of one data point i ∈ Ci is:

s(i) =
b(i)− a(i)

max{a(i), b(i)} i f |Ci| > 1, s(i) = 0 i f |Ci| = 1 (3.1)

Where Ci represents the cluster to which the data point i belongs, and |Ci| is
the cluster size, i.e. the total number of points contained in Ci.

a(i) =
1

|Ci| − 1 ∑
j∈Ci ,i ̸=j

||j − i||, b(i) = min
k ̸=i

1
|Ck| ∑

j∈Ck

||j − i|| (3.2)

Where a(i) is the average distance between a data point i and all other data
points in the same cluster Ci, and b(i) is the average distance between a data
point i and all data points in the nearest cluster other than Ci.

For n the total number of data points, the global silhouette coefficient is defined
as:

SC =
1
n

n

∑
i=1

s(i) (3.3)

• Calinski-Harabasz Score (CH): like the silhouette coefficient, measures how
similar an individual is to its group relative to other groups [13]. A higher
value minimizes the intracluster covariance of individuals and maximizes the
intercluster covariance. In cluster analysis, the within-group variance and
between-group variance can be calculated by sum-of-squares within a cluster
(SSW) and sum-of-squares between clusters (SSB) respectively.

Sum of Squared Within (SSW): minimizes the distance between individuals in
the same cluster (cohesion).

SSW =
k

∑
i=1

∑
i∈Ci

||i − mi||2 (3.4)

where k is the number of clusters, i is a point of cluster Ci and m is the centroid
of a cluster Ci.

Sum of Squared Between (SSB): maximizes the distance between individuals
from different clusters (separation).
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SSB =
k

∑
j=1

|Cj|||mj − x̄||2 (3.5)

where k is the number of clusters, |Cj| is the number of elements in a cluster j,
mj is the centroid of the cluster j and x̄ is the mean of the dataset.

The CH score is the division between both variances:

CH =
SSB(n − k)
SSW(k − 1)

(3.6)

where k is the number of clusters and n is the sample size.

• Davies-Bouldin Index (DBI): Small values indicate compact clusters with well-
differentiated centers that are far apart from each other. [17].

DBI =
1
k

k

∑
i=1,i ̸=j

max(
σi + σj

||Cj − Ci||
) (3.7)

where k is the number of clusters, σp is the average distance between each point
in a cluster p and the centroid of its cluster (with p ∈ {i, j}) and ||Cj − Ci|| is
the distance between the centroids of the two clusters.

The distance-based metrics discussed above may not be suitable for algorithms that
use the Expectation Maximization (EM) method, such as the GaussianMixture algo-
rithm. This is because the EM method models the data using probability distribu-
tions rather than distances between data points. Therefore, we might get some im-
precision when comparing the performance of algorithms of this type if we use these
metrics. Instead of using distance-based metrics, distribution-based algorithms typ-
ically use statistical criteria to determine the optimal number of clusters or compo-
nents that best fit the data. These metrics aim to balance the trade-off between an
ideal clustering and the number of parameters used in the model, with a penalty for
models that have too many parameters. One of the scores used is the information
criterion (IC), a penalized likelihood function that includes a negative log-likelihood
function and an aggregate penalty term that increases with the number of parame-
ters in the model.

IC(K) = −2 · l(Ψ̂|C) + d(K) · an (3.8)

where Ψ̂ is the estimate of the parameters of the K-component mixture model, d(K)
the number of parameters of the K-component mixtures model, l(Ψ̂|C) the log-
likelihood function, n the sample size, and an an increasing function. The optimal
number of clusters is the one that minimizes the IC.

The following are two of the best-known variations of information criteria used in
the literature [30]:

• Akaike information criterion (AIC): AIC is a particular specification of the
general information criterion (IC), in which an = 2. This criterion is known to
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overestimate the order of the model.

AIC(K) = −2 · l(Ψ̂|C) + 2 · d(K) (3.9)

• Bayesian information criterion (BIC): Tries to overcome the overestimate of
AIC. The penalty term depends on the sample size n, so as n → ∞ the penalty
is larger and does not overestimate the order of the mixture as much as AIC
does [5].

BIC(K) = −2 · l(Ψ̂|C) + log n · d(K) (3.10)

3.3 Principal Component Analysis

The Principal Component Analysis (PCA) method reduces the dimensionality of a
dataset in order to simplify the complexity of the ML analysis with an elevated num-
ber of variables. This method condenses the information provided by multiple vari-
ables (X1, . . . , Xp) from a given sample into a smaller number of variables, finding
a number s of underlying factors that explain approximately the same variance as
the original variables with s < p. Each of the new variables (Z1, . . . , Zp) are called
principal components, which correspond to an eigenvector of the covariance matrix
associated with the data. These new variables are linear combinations of the original
variables.

Each principal component (Zi) is defined as a normalized linear combination of the
original variables (Xi) under a variance maximization problem, indicating that the
new component best summarizes the information contained in the original vari-
ables. We define each Zi as:

Zi = Φ1iX1 + Φ2iX2 + . . . + ΦpiXp (3.11)

Each Φ represents the weight or importance that each variable Xi has in each Zi and,
explains the information collected by each of the principal components. To compute
the first principal component of a dataset with n observations and p variables, first,
centralize the variables so that they have zero mean. Then an optimization problem
is solved to find the values of Φ that maximize the variance, using the eigenvectors of
the covariance matrix. Once the first component is obtained, the second component
is calculated following the same process, but adding the condition of no correlation
with the already calculated components [31].

It is advisable to apply prior normalization to the data, since this method is highly
sensitive to variables of different scales. Furthermore, the PCA only works with
numerical data, so it is necessary to perform a previous preprocessing on categorical
variables that may exist in the input dataset [57].
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3.4 Normalization

The existence of attributes at different scales and measured in different units in-
creases the influence of some variables over others in the clustering process. Nor-
malization compresses or expands the values of each variable to fit them in the
same range of values, normally [0,1], or [-1, 1], making them comparable in sub-
sequent processes (PCA or ML algorithms). The choice of the normalization algo-
rithm usually depends on the specific application and the dataset used, as different
methods may yield different results and interpretations. For example, in cluster-
ing analysis, normalization can be particularly important for comparing similarities
between characteristics based on certain distance measures. Among the most com-
monly used normalization methods in the literature are min-max normalization and
Z-score standardization [29, 50]. In the context of PCA, z-score standardization is
often preferred over min-max normalization. The z-score standardization method
handles outliers better because it uses the standard deviation to scale the data, rather
than a fixed range as in min-max normalization, where outliers can significantly af-
fect the overall scale of the dataset. However, it is important to note that being more
sensitive to outliers does not always work well for all datasets. We have also tested
two other methods that are commonly used in the literature [54, 3] and occasionally
produce better results than the two described above.

1. Min-max normalization: Uses the minimum and maximum in the attribute
domain to normalize the values to the interval, [0, 1] keeping the distances for
each data point X.

X′ =
X − Xmin

Xmax − Xmin
(3.12)

2. Z-score standardization: scales the values so that the mean (µ) of the data
domain is 0 and the standard deviation (σ) is equal to 1.

X′ =
X − µ

σ
(3.13)

3. Median Absolute Deviation (MAD) normalization: normalizes the data such
that the median of each attribute is 0 and the median absolute deviation is
equal to 1. The formula for MAD normalization is shown below:

X′ =
X − median(X)

MAD(X)
(3.14)

Where median(X) is the median of the values in attribute X, and MAD(X) is
the median absolute deviation of X.

4. ℓ2 normalization: normalizes the data by dividing it by its Euclidean norm.
This ensures that all feature vectors have the same length and is commonly
used in machine learning and information retrieval. The formula for ℓ2 nor-
malization is shown below:
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X′ =
X

||X||2
(3.15)

Where ||X||2 is the Euclidean norm of, X given by
√

∑n
i=1 X2

i .

3.5 Dataset geometry

In mathematics, a Riemannian manifold is a geometric object that can be described
locally as Euclidean space. Curvature is an intrinsic measure of a manifold, indi-
cating how much the manifold curves at each point. In this context, we say that
a manifold is flat if its curvature is zero at all points, that is, if the manifold is lo-
cally indistinguishable from a flat Euclidean space. If the curvature is not zero at
any point of the manifold, the manifold is non-flat. In data analysis, we refer to flat
and non-flat geometry as the measurement of distances between points by Euclidean
or non-Euclidean geometric methods, respectively. In flat geometry, the distance is
measured following a straight line between two points, while in non-flat geometry,
the distance is measured following a curve. We can detect whether our data follow
flat or non-flat geometry by representing the data in a scatter plot, where each point
represents an individual in the population. Visually we can only represent 3 dimen-
sions, which normally are the most representative variables of the cluster, or the
firsts principal components of a dimensional reduction algorithm. If the resulting
figure shows a roughly circular, rectangular, or elliptical shape, the data are likely
to follow a flat geometry. However, if the figure has an irregular, twisted, or folded
shape, the data are likely to follow a non-flat geometry. From different studies [24], it
has been found that partitional or distribution category clustering algorithms work
best with data cases that follow a flat geometry, while density-based and message-
passing algorithms work best with non-flat geometries.1

3.6 Case study: smart villages

Recent years have seen a growing trend of urban exodus, with many people leaving
the cities in search of a quieter life. This development is largely due to the positive
perception of the quality of life in rural areas, which offer a number of amenities
attractive to those seeking a more relaxed lifestyle. In addition, with the advent of
COVID-19, there has been a significant increase in the urban exodus, as many people
have opted to live in less populated environments [69]. With the rise of telecommut-
ing, this trend is likely to continue in the future, with an increase in the number of
people choosing to live in villages while working from home for companies in large
cities. These migratory flows include both foreign immigrants and the arrival of res-
ident citizens from other parts of the country, attracted by new conditions such as
living in a cheaper and less crowded [53] environment. Also, noteworthy are the
groups of retirees (both foreigners and nationals), who move to the countryside to
acquire more comfortable homes, leading a quiet lifestyle that allows them to enjoy
higher levels of social and environmental capital [70, 58]. Most of these newcomers
to the rural areas do not register their vehicles in their new residences.

1https://scikit-learn.org/stable/modules/clustering.html

https://scikit-learn.org/stable/modules/clustering.html
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The Alpujarra Granadina is a region located in the Sierra Nevada National Park
in Granada, Spain. This region is made up of 32 municipalities with an average
of fewer than 1000 inhabitants that enjoy a great tourist attraction with visitors of
different nationalities [19]. The Alpujarra is an area that attracts foreign and na-
tional retirees, from other regions further north, who spend several months of the
year there, avoiding the colder winter months. There are also new groups of people
(neo-rural) who, motivated by environmental movements or simply the search for a
quieter life, come from other parts of the country or other countries to experience an
exotic village and become residents of the area for several months [10]. Both groups
of individuals; retirees and neo-rurals, face a transition or permanent period, leaving
the address of the vehicle registered to their previous residence. Following the con-
cept discussed in [58], we will call these groups of “false residents" non-registered
residents, since they do not have a residence permit but do have a dwelling or hab-
itable accommodation during the long period of stay. Therefore, within the group
of residents, we will distinguish between those who are registered in the study area
(registered residents) and those who, despite behaving as residents and having their
own homes, are not registered in any of the municipalities (non-registered residents),
but who represent an important part of the population of the Alpujarra. Located on
the southern slope of Sierra Nevada and within the northern part of the Alpujarra,
is the Barraco de Poqueira, a region formed by the municipalities of Pampaneira,
Bubión and Capileira [19], and within which our case study is located. Preserving
the ecosystem of this region is essential because it is situated in a natural park near
a national park with unique biodiversity. Hence, we selected this region because it
is essential to balance the wealth that brings tourists to the zone with the pollution
generated by vehicles. Understanding the patterns of the vehicles in the zone is the
first step to generating suitable policies to preserve the area’s sustainability.

3.6.1 Addressing challenges in small tourist villages

Small tourist villages pose a significant challenge to policymakers due to the pres-
ence of non-registered residents. These non-registered residents, who are not ac-
counted for in official statistics, can have a significant impact on the local economy
and the provision of public services. In many cases, these non-registered residents
are individuals who own or rent properties in the village but are not officially regis-
tered with local authorities as permanent residents [32]. Policymakers may need to
explore creative solutions, such as offering tax incentives or social programs, to en-
courage non-registered residents to participate more actively in the local community.
Another challenge for policymakers is finding ways to promote sustainable tourism
in the area, by creating personalized experiences based on different seasons or the
origin of the tourist flow [64]. Consequently, policymakers are striving to identify
their needs and demands and provide them with appropriate services.

One way to address these challenges is to use data-driven methods to better un-
derstand the characteristics and behaviors of individuals who visit the village [33].
Data-driven methods have a huge potential to comprehend visitor behavior and,
based on that, develop policies and services that meet their needs. For instance, the
use of mobile device data or any other information captured by sensors can pro-
vide insights into the movements and activities of individuals in the village [26].
Machine learning algorithms can then be employed to analyze this data and seg-
ment behaviors into different clusters. Policymakers can leverage this information
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to develop more effective policies and services that cater to common needs and en-
hance the overall economic and social well-being of the village. By addressing these
challenges, policymakers can ensure that small tourist villages remain sustainable
communities for both visitors and residents.

3.7 Smart Village Platform Design and Deployment

The main objective of the Smart Poqueira project is the development of sustainable
tourism in Alpujarra. The first step to develop a sustainble tourism is to study the
current tourism. To that end we use sensorization tools to gather information on
vehicles, provenance, and other relevant aspects, as well as the analysis of related
data.

In addition to the construction of a ML pipeline for data analysis, it is necessary
to highlight my role in shaping the project’s design and my contributions to vari-
ous essential pre-tasks presented in this work. These include the decision-making
process regarding camera placement, project management support, communication
with LPR suppliers, and analysis of advantages and decisions made.

Camera Placement

As a member of the project’s design team, I participated in the task of identifying and
determining optimal locations for camera installation. To accomplish this, we dis-
cussed various options and analyzed advantages and alternatives that would min-
imize costs while maximizing the information extracted by the cameras (discussed
in Section 4.1). Furthermore, we monitored the proper functioning of the cameras in
the following months after installation, considering factors such as viewing angles,
lighting conditions, and reporting incidents.

Communication with Suppliers

As part of the project, a collaboration was established with the suppliers of the im-
plemented LPR cameras. I served as one of the primary liaisons between our team
and the external suppliers. My role involved establishing clear and effective commu-
nication, and ensuring that project requirements and expectations were adequately
conveyed. I coordinated meetings with suppliers’ team leaders to discuss progress,
address issues or concerns, and ensure the promised quality was met.

In summary, my involvement in the university project encompassed the configura-
tion of the design, camera placement, project management support, and communi-
cation with external suppliers. Through my contributions in these areas, I aimed to
ensure efficiency, effectiveness, and overall project success.
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Clustering Pipeline

To analyze vehicle behavior, we have designed an information fusion pipeline, which
divides the analysis into different stages. Each stage fulfills its own objective of
data processing and extraction of information that will be relevant in the subse-
quent stage. In general, the pipeline begins with the extraction and collection of data
from heterogeneous sources and finally produces a grouping result from a cluster-
ing model based on the decisions we make along the pipeline (see in Figure 4.1).
The technologies used to implement and execute the different stages of the pipeline
come from the fields of ML and data analysis. In Table 4.1, we can visualize a de-
scription of the different stages proposed in the pipeline and the experimental values
considered in each of them. The pipeline consists of the following stages: data col-
lection, data cleaning, data fusion, preprocessing, dimension reduction, clustering,
evaluation, and visualization.

4.1 Data collection

The data collection phase handles the collection and storage of our different data
sources. This process involves collecting data from different sensors and other data
sources, such as Web pages or databases. In our case, we collected the data from LPR
cameras and from specific databases we collected: vehicle information, demographic
and economic, national calendar, and geographic data.

Regarding vehicle tracking infrastructure (LPR cameras), data is collected by four
devices equipped with vehicle detection sensors. These devices are Hikvision LPR
IP cameras with Automatic number-plate recognition (ANPR) based on Deep Learn-
ing. The devices have a 2MP resolution, 2.8-12 mm varifocal optics, and IR LEDs
with a range of 50 m.

To cover the entrances and exits of each village in the target area, we strategically
positioned the four cameras, as shown in Figure 4.2. The locations are (i) entrance to
Pampaneira from the western part of the Alpujarra, (ii) entrance to Pampaneira from
the eastern part of the Alpujarra, (iii) entrance to Bubión via a single road, and (iv)
entrance to Capileira via a single road. By taking advantage of the road structure,
we can monitor the mobility of all vehicles that circulate in the Poqueira area using
only four LPRs.

The main objective of these cameras is to track vehicles entering and leaving each of
the villages, providing detailed knowledge of mobility in the Poqueira area. Using
only four cameras also helped minimize the cost and complexity of the system while
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FIGURE 4.1: Overview of the clustering pipeline.

Stage Configuration parameters Experimental values

Data Collection
Data collection

from different sources
Storage in own DB and
external IoT platform

Data Cleaning
Recovery and treatment

of lost data

1. License plate matching
2. Recover movement of vehicles not

detected by any camera in their total route

Data Fusion
Fusion of information data

and feature extraction
Detailed process in Table 4.2

Preprocessing Normalization methods
Min-max normalization, z-score standarization,

MAD normalization, ℓ2 normalizacion

Dimension reduction
Dimension reduction

techniques
Principal Component Analysis (PCA)

Clustering Clustering algorithms

K-Means, MiniBatchKMeans,
Agglomerative clustering, BIRCH,
DBSCAN, HDBSCAN, MeanShift,

Gausian Mixture, Spectral Clustering

Evaluation Evaluation metrics

Silhouette, Davies–Bouldin,
Calinski–Harabasz, number of clusters,

Bayesian Information Criterion,
Akaike Information Criterion

Visualization Visualization plots
box plot, scatter-plot,

elbow method, PCA variance plot

TABLE 4.1: Configuration of each stage of the pipeline with the val-
ues used in this study.
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FIGURE 4.2: Setup of the 4 LPR that obtain the data from the license
plates of the vehicles.

still capturing the necessary data. The information collected by the cameras is stored
on a cloud platform.

The rest of the data were collected from different databases. Vehicle information
from a private dataset of the National Traffic Department. The demographic and
economic information from the Internet website of the National Statistics Institute
and the Tax Agency. the national calendar and the geographic data are from Python
libraries.

4.2 Data Cleaning

In the field of the IoT, the production of sensor data can often be inaccurate and
lead to the loss of some records. In our case, we present two cleaning steps for the
main dataset (LPR cameras). The first step, “license plate matching", aims to reduce
the error rate of incomplete or wrongly detected license plates by the LPR devices
to maintain consistency between vehicles with the same license plate. About 2% of
the stored 1,050,760 records have missing values in the license plate number. For
example, if we have a record with a correct license plate 0000AAA, and another
record with the value 0#00AAA, missing the second digit, we could, by probability,
infer that both records belong to the same plate number and assign the correct value,
0000AAA, to both records. In our case, we assign the same plate number to all
those records whose license plate matches at least four characters out of seven in the
same position. The second step, “route recovery", aims to reduce the percentage of
vehicles not detected by any LPR device. These errors occur when the camera does
not detect a vehicle that passes through the road. This error is difficult to detect, but
in our setup, if a vehicle moves on the road from camera 1 to 3, and camera 2 (in the
middle of the unique road connecting cameras 1 and 3), does not detect the car, we
could infer that the car has passed through camera 2. In our process, if the vehicle is
detected in less than 30 minutes in two non-consecutive cameras, our system infers
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that the vehicle is still in the area and calculates its time of stay based on the new
registered values.

4.3 Data Fusion

The area where we conducted the experiments, as presented in Section 3.6, records
individuals with diverse behavioral patterns and experiences a large flow of tourists
from different parts of Spain and elsewhere, each with unique mobility characteris-
tics that vary by region of provenance. Combining data from provenance, mobility
in the area, and the holiday calendar offers the opportunity to gain an understand-
ing of the region, its inhabitants, and visitors. This section explains each source of
information and the feature extraction and construction process of each dataset to
allow the merging. We will detail the structure and variables obtained for each data
source, creating a joint database. Table 4.2 schematically shows the information fu-
sion process we have followed.

License Plate Recognition Data

The LPR cameras described in Section 4.1 return information on four variables: the
vehicle license plate (license_plate), the time stamp (time_stamp), and the direction
(type) for each camera defined by an identifier (camera_id). The dataset contains
information for nine months (February to October 2022). On these data, we perform
the data cleaning that we defined in Section 4.2. We change the original license plate
value to an integer value that functions as the vehicle identifier. In total, we have
1,050,760 records, of which 25.69% correspond to the camera PAMPANEIRA 1 (i),
29.25% to PAMPANEIRA 2 (ii), 19.16% to BUBION (iii) and 25.9% to CAPILEIRA
(iv) (see in Figure 4.2). We grouped the records based on the new vehicle identifier
(num_plate_ID), taking into account the mobility behavior of each vehicle. For each
vehicle, we built a record per each time the vehicle visits the area, containing the
date of entry (entry_time_stamp) and exit (exit_time_stamp) to the area and a list of
all the cameras (route) by which it has been registered during its stay, from which we
can calculate the distance in kilometers traveled (total distance) in the area. From the
above records, we can also calculate the duration of stay (avg_visit_POQ) expressed
in days and the number of nights spent there. In case of missing data, i.e., we cannot
calculate the time of entry or exit of a vehicle in the area, we remove the individual
from the dataset.

After that, we performed a grouping at the license plate level so that each database
row corresponds to a different individual. In this way, we fuse the information of all
the vehicle visits in the area. Finally, we obtained a dataset with the total number of
visits (total_entries), the average time (avg_visit_POQ) in days, the complete vehicle
routing (route), the total accumulated distance traveled (total_distance), the stan-
dard deviation of the average time of each visit (std_visit_POQ) in days, the total
time spent (total_time_POQ) in the area and the total number of nights spent there
(nights). From the new record structure, we can calculate the visits of each vehicle
in different weeks (visits_dif_weeks) and months (visits_dif_months) to study the
fidelity of the individual in the area. Finally, we obtain a dataset with 50,901 vehicle
records and ten attributes.
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Phase Tasks Values
Calendar Data

Importing Data
Read the dataset with information on
public holidays at national level in Spain

270 days, 3 attributes
(date, type, holiday_period)

Set holiday
periods

Establish the important holiday
periods in Spain: Summer Holiday,
Christmas and Holy Week

Summer Holiday (from 1 aug. to 31 aug.)
Christmas (from 12 dec. to 6 jan.)
Holy Week (from 10 apr. to 17 apr.)

Encode variables
Convert categorical holiday periods
into binary variables

270 days, 5 attributes
(date, type, Summer, Christmas, Holy_Week)

License Plate Recognition Data

Importing Data
Read the cleaned dataset produced
from the detection of vehicle license plates

1,050,760 rows, 4 attributes
(license_plate, time_stamp, type, camera_id)

Calculate
associate variables

Calculate variables combining the 4 cameras
(license_plate, entry_time_stamp, exit_time_stamp,
route, total_distance)

Group information Group the information for each record by vehicle

50,901 rows, 10 attributes
(license_plate, total_entries, avg_visit_POQ,
std_visit_POQ, total_time_POQ, nights, route,
total_distance, visits_dif_weeks, visits_dif_months)

Vehicle information Data

Importing Data
Reads the dataset with vehicle
information and its origin

45,132 license plates, 4 attributes
(license_plate, postcode, co2_emissions, num_seats)

Demographic and Economic data

Importing Data
Reads demographic information about
the region of origin of the vehicle

11,752 regions, 4 attributes
(postcode, population, gross_income, disposable_income)

Merging Data Merge the two sources INE

Validate Data
Validate information
common to the two sources

INE

Geographic data

Importing Data
Reads information regarding the
region of origin of the vehicle

11,752 regions, 8 attributes
(postcode, autonomous_community, province,
county, district, town, latitude, longitude)

Merging Data
Mix and validate information
from the two sources used

geopy and pgeocode

Standardize values
Treatment of equivalences between names
of regions in different co-official languages

Elimination of accents, spaces and translation
to Spanish of all values related to region names

Validate Data Validate postcodes and geolocation geopy, pgeocode and INE

Generate
new variables

Calculate the distance between the study area
and the postcode origin from the coordinates

11,752 regions, 9 attributes
(postcode, autonomous_community, province,
county, district, town, latitude, longitude, km_to_POQ)

Fusion Dataset

Merging Data
Unification of header names and data formats,
Mix postcode and license plate fields,
Delete rows with some null fields

49,224 vehicles, 24 attributes
(license_plate, total_entries, avg_visit_POQ, std_visit_POQ,
total_time_POQ, nights, route, total_distance,
visits_dif_weeks, visits_dif_months, co2_emissions, num_seats,
postcode, autonomous_community, province, county,
district, town, latitude, longitude, km_to_POQ,
population, gross_income, disposable_income)

Generate
new variables

Calculate variables related to the type
of dates in the calendar during the period
of stay of each vehicle

49,224 vehicles, 29 attributes
(license_plate, total_entries, avg_visit_POQ, std_visit_POQ,
total_time_POQ, nights, route, total_distance,
visits_dif_weeks, visits_dif_months, co2_emissions, num_seats,
postcode, autonomous_community, province, county,
district, town, latitude, longitude, km_to_POQ,
population, gross_income, disposable_income,
total_holiday, total_workday, entry_in_holiday,
total_high_season, total_low_season)

Exporting Data Obtaining the resultant dataset CLUSTERING_VEHICLES DB

TABLE 4.2: Detailed schematic of the data fusion stage in the pipeline.
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Vehicle Information Data

The National Department of Traffic in Spain (DGT) has provided us with data re-
lating to vehicle information1 including details such as the vehicle’s CO2 emissions
(co2_emissions), the number of seats (num_seats) and the postcode of the vehicle’s
address (postcode). It is important to note that each vehicle is associated with a fis-
cal address used to pay road tax. This will generally match the place of origin of the
vehicle driver, although as we have described in Section 3.6, this is not entirely true.
This dataset will help us understand the distribution of vehicle types and ownership
in the different regions. We have a dataset with 45,132 vehicles registered in Spain
and four attributes. Unfortunately, we do not have this information for vehicles
registered outside of Spain. The percentage of foreigners in the data sample is less
than 9.5%. Therefore, we determined these individuals exclusively by their mobility
behavior in the area. All information related to vehicle information, demographic,
economic, and calendar holidays is restricted to Spanish-registered vehicles.

Demographic and Economic data

We have access to data regarding population size (population), average gross income
(gross_income), and average disposable income (disposable_income) per person for
each region linked to a postcode (postcode). This information comes from different
sources such as the Spanish Tax Agency (AEAT)2 or the National Statistics Institute
(INE)3. The data are available for regions with more than 1000 inhabitants and are
updated until 2020. When using the AEAT source, we noted that some regions were
missing, so we relied solely on the INE as a source for the variables mentioned. The
information collected in this database allows us to understand each region’s eco-
nomic and demographic characteristics, which can be valuable for analyzing pat-
terns in the data related to the drivers’ economic capacity and willingness to travel.
We obtained a database with 11,752 postcode records from Spain and four attributes.

National calendar data

We obtain the holiday data using a holiday library, which also allows the creation of
custom calendars for local holidays, long weekends, and bank holidays. The library
is designed to quickly and efficiently generate holiday sets specific to each country
and subdivision (such as state or province)4. It aims to determine whether a partic-
ular date is a public holiday and to set national and regional holidays for multiple
countries. As we mentioned before, due to the small percentage of foreign individ-
uals in the sample, and the complexity of dealing with a different set of holidays for
different vehicles, we have restricted the analysis of the holidays to Spain. However,
in the holidays, we include Saturdays and Sundays, so we also consider the idea of
a weekly holiday for any origin. For each day, represented by a date (date), we have
information (type) on whether it is a holiday or a working day in Spain. In addition,
holiday periods have been defined to establish high and low tourist seasons based
on the three most important national holidays in Spain: Summer, Christmas, and
Holy Week5, which represent a binary variable, indicating whether the date belongs

1https://sede.dgt.gob.es/es/vehiculos/informe-de-vehiculo/
2https://sede.agenciatributaria.gob.es/Sede/estadisticas.html
3https://www.ine.es/dynt3/inebase/es/index.htm?padre=7132&capsel=5693
4https://python-holidays.readthedocs.io/en/latest/
5https://es.statista.com/temas/3585/vacaciones-en-espana/#topicOverview

https://sede.dgt.gob.es/es/vehiculos/informe-de-vehiculo/
https://sede.agenciatributaria.gob.es/Sede/estadisticas.html
https://www.ine.es/dynt3/inebase/es/index.htm?padre=7132&capsel=5693
https://python-holidays.readthedocs.io/en/latest/
https://es.statista.com/temas/3585/vacaciones-en-espana/#topicOverview
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to that holiday period (Summer, Christmas, Holy Week). We obtain a database with
270 days and five attributes.

Geographic data

We get the geographic origin of the vehicles using the postcode and two libraries:
pgeocode and geopy. pgeocode6 allows fast and efficient queries of GPS coordinates,
region name, and municipality name from postcodes. The library can also calculate
the distances between postcodes. geopy7 is a Python client that provides access to
several popular geocoding web services. It allows developers to find the coordinates
of addresses, cities, countries, and landmarks from third-party geocoders and other
data sources. The library includes geocoding classes for numerous services, such as
OpenStreetMap Nominatim and Google Geocoding API (V3), which can be found
at geopy.geocoders. We use data from both sources to validate and complement
each other’s vehicle location information at different levels, such as municipality,
county, or suburb. Furthermore, we also use data from the National Statistics Insti-
tute (INE)8 to verify the province and autonomous community code of the vehicle,
which is directly related to the postcode. Hence, we have created a database that con-
tains, for each postcode, information about: (autonomous_community), (province),
(county), (district), (town), (latitude), (longitude), and distance in kilometers be-
tween the origin of the vehicle and the study area (km_to_POQ). We obtain a database
with 11,752 postal code records for Spain and nine attributes.

Merge of all the processed datasets

Finally, we fuse all constructed databases, crossing the information from the license
plate and postcode variables. After merging the tables, we eliminated records with
any of the aforementioned attributes null. The information from the national cal-
endar allows us to add to the vehicle database information related to the stay and
its total number of holidays (total_holiday), workdays (total_workday), high season
(total_high_season), low season (total_high_season) and a binary variable indicating
whether the vehicle enters the area on a holiday or a workday (entry_in_holiday).
The resulting dataset contains information on the behavior in the area for 49,224
vehicles and 29 attributes.

4.4 Preprocessing

Our dataset contains about 29 attributes with different scales and units. Hence,
some variables may be more influential than others in our analysis. To solve this
problem, we will apply normalization to the data. Normalization must be applied
to numerical data, so we must first convert the categorical variables to numerical
values. Of the 29 variables, only the following are categorical: postcode, route, au-
tonomous_community, province, county, district, town, license_plate. The variable
license_plate is a unique identifier of each record, so we delete it. The region variable
directly correlates with the km_to_POQ, so we can eliminate this feature without
losing information. For the same reason, we eliminated the variables latitude and
longitude. The numeric variable, total_distance, keeps the information of the kilo-
meters traveled in the variable route. We will not use in this problem the variables

6https://pgeocode.readthedocs.io/en/latest/
7https://geopy.readthedocs.io/en/latest/
8https://www.ine.es/daco/daco42/codmun/cod_ccaa_provincia.htm

https://pgeocode.readthedocs.io/en/latest/
https://geopy.readthedocs.io/en/latest/
https://www.ine.es/daco/daco42/codmun/cod_ccaa_provincia.htm
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co2_emissions and num_seats, since they contain empty values for a high percentage
of individuals (approx. 25%). Also, we believe that for this problem, they do not pro-
vide information of relevant interest. We will finally obtain a dataset with 49,224 ve-
hicles and 17 numerical attributes: total_entries, avg_visit_POQ, std_visit_POQ, to-
tal_time_POQ, nights, total_distance, visits_dif_weeks, visits_dif_months, km_to_POQ,
population, gross_income, disposable_income, total_holiday, total_workday, entry_in_holiday,
total_high_season, total_low_season.

4.5 Dimensionality reduction

It is advisable to reduce the search space of the feature matrix before the clustering
for efficiency reasons. This process aims to create a simplified set of dimensions con-
taining much of the variance of the original dataset, as there could be features with
very low variance, which would make them of little use for our goal of clustering
into different vehicle behaviors. Specifically, we want to minimize the number of
components as a function of the variance explained. Hence, after the normalization
in Section 4.4, we apply Principal Component Analysis (PCA), as a dimensionality
reduction algorithm. The result of this stage is a projection of the original dimensions
onto a smaller number of new dimensions, also called PCA components. Then, we
will evaluate which normalization offers a higher variability value on a fixed value
of PCA components. Visualizing the variance explained by each component can
help choose the best normalization. This analysis will be discussed in Chapter 5.

Removing highly correlated features can cause a loss of information for data with
high dimensionality, and the PCA technique reduces the dimension of the dataset
[23]. However, we have found that removing variables with very high correlation
substantially improves the results and the performance of the clustering models for
our data. Furthermore, correlated variables increase the data’s variance, making the
visual interpretation of the PCA results difficult, as the firsts principal components
may not accurately reflect the underlying structure of the data.

4.6 Clustering and evaluation

Our choice of unsupervised machine learning is motivated by the need to categorize
unlabeled individuals into distinct groups. Our study explores all the algorithms
mentioned in Section 3.1 to determine the optimal approach for pattern recognition
and evaluate whether they can find a realistic solution.

4.7 Visualization

Data visualization is essential in our work, as it helps to determine and make deci-
sions about parameter settings, algorithms, and normalization used in our analysis.
Likewise, it helps in the explainability of the machine learning results. Regardless
of the metrics used, performing a visual evaluation of the results is recommended.
Combining the evaluation metrics and visualization charts, we can reach conclu-
sions that facilitate making informed decisions on configuring our model. For ex-
ample, we use the elbow method to determine the optimal number of clusters for
different algorithms. This method consists of plotting a graph based on the number
of clusters or components and a given evaluation metric, and visually looking for
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the inflection point on the defined curve (“elbow"). By selecting the number of com-
ponents at the bend, we strike a balance between model complexity and accuracy.

We have visualized the first two PCA components for each normalization with scat-
ter plots to study the data’s geometry and the clusters’ distribution. These visualiza-
tions help to understand the underlying structure of the data. However, there is a
limitation in the number of coordinates supported for the scatter plot (maximum 3).
Some graphs, such as the Andrews curves, exceed the theoretical limit of the num-
ber of components displayed, as they are based on the Fourier series. The problem
arises because too many individuals in the dataset overlap, which causes the cluster
curves to overlap as well and, thus, provide limited visual information. Therefore,
this graph is not helpful for our data. We also use box plots to visualize the distribu-
tion of each feature among the individuals in each generated cluster. By comparing
these distributions between different clusters, we can identify common patterns that
help us understand the individuals that compose each cluster.
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Results

The first intuitive analysis is a correlation to identifying possible predictors of res-
idency. As we want to model the behavior of the traffic, and we assume that the
behavior of the residents should be different from the tourists’ behavior, we corre-
late the residence label against all the other variables. We assign a label of 1 if the
vehicle is registered in Pampaneira, Capileira or Bubión (registered resident) and
0 otherwise. Our results reveal several variables that showed non-significant cor-
relations (correlation less than 0.2): avg_visit_POQ, std_visit_POQ, and population,
which have been removed (see in Figure 5.1). Table 5.1 shows the mean and standard
deviation for a selection of uncorrelated variables between two groups: registered
residents and non-registered individuals. The variable visit_POQ, which relates to
the time of each visit to the area, has a high standard deviation (std_visit_POQ) for
registered residents, which could indicate the existence of residents who go out more
often and others less often. Furthermore, the mean values (avg_visit_POQ) of this
variable (visit_POQ) do not differ much between the two groups. As for the pop-
ulation size variable, there are other villages with a similar size to that of the three
villages under study. Hence, the three removed variables are less relevant than the
rest in predicting whether a vehicle is a resident of the study area or not.

Preprocessing and Dimension reduction results: Normalization selection

Although the preprocessing and dimension reduction stages are performed sequen-
tially, they are interdependent, so we will describe them together.

nights total_distance total_entries entry_in_holiday
Residents Others Residents Others Residents Others Residents Others

mean 158.47 19.99 205.82 13.60 19.46 2.35 4.26 0.72
std 72.37 48.07 238.52 47.78 23.57 6.58 5.49 1.70

gross_income km_to_POQ visits_dif_weeks total_high_season
Residents Others Residents Others Residents Others Residents Others

mean 16,084 25,007.07 1.02 374.73 4.57 1.48 27.53 3.84
std 0.00 7671.19 0.59 486.97 4.03 1.97 14.75 9.00

total_holiday avg_visit_POQ std_visit_POQ population
Residents Others Residents Others Residents Others Residents Others

mean 52.54 6.83 23.60 10.54 20.26 4.15 406.66 19,8175.90
std 23.71 15.06 34.85 31.87 23.35 16.05 121.16 56,7183.30

TABLE 5.1: Mean and std. deviation for registered residents and rest
of individuals in dataset.
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FIGURE 5.1: Correlation between the registered resident label and
the rest of the variables.

PCA technique handles the linear correlations of the original variables to create the
principal components. However, we observed that the prior removal of highly cor-
related variables improves the variance explained by PCA and the scatter plots dis-
playing the PCA component. Hence, we plot in Figure 5.2 the correlation matrix, in
which each entry represents the correlation coefficient between a pair of attributes
in the dataset. We identify five pairs of variables that are highly correlated, which
may cause multicollinearity problems in the study. Specifically, we remove vari-
ables that have a correlation coefficient higher than 0.90 with other variables, re-
ducing the attributes in our dataset. We therefore use the following variables: to-
tal_entries, nights, visit_dif_weeks, visit_dif_months, km_to_POQ, gross_income,
entry_in_holiday, total_distance and total_high_season.

After applying the four most common normalization to the data (see in Chapter 3),
we apply PCA analysis. Figure 5.3 shows the variance carried by each PCA compo-
nent for each normalization. We can appreciate that two components explain most
of the variance in all normalization. Hence, we perform an exploratory visual anal-
ysis plotting the first two principal components to study their underlying geometry.
We have overlapped on the plots, in red, the points representing the vehicles of
the registered residents. These visualizations provide information about the data
structures and the performance of each normalization method. Based on the princi-
pal component analysis and the visualization of the data geometry, we will choose
which type of algorithm and normalization is the most suitable for our problem (see
in Figure 5.4).

The normalization method that obtained the highest cumulative variance is ℓ2, in-
dicating that it retains the most information in only two components (see in Fig-
ure 5.3 (d)). In addition, the variance of each dimension is high compared to the
other techniques analyzed, suggesting that the data are well distributed in both di-
mensions. The graph in Figure 5.4 (d) shows a clear separation between the two
groups, and the registered residents (in red) are well confined. The min-max nor-
malization method obtained the second-best cumulative variance and the highest
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FIGURE 5.2: Correlation matrix for all variables in the proposed
dataset.
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(a) Min-max normalization. (b) Z-score standarization.

(c) MAD normalization. (d) ℓ2 normalization.

FIGURE 5.3: Variance with 3 principal components.
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(a) Min-max normalization. (b) Z-score standarization.

(c) MAD normalization. (d) ℓ2 normalization.

FIGURE 5.4: Scatter-plot of the first two principal components for the
different normalizations.
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variance for each dimension, preserving a reasonable amount of information in only
two components (see in Figure 5.3 (a)). The graph also shows a clear separation be-
tween the two groups, and the actual residents are defined along a vertical line on
the left cluster in Figure 5.4 (a). In contrast, the mad normalization method has a
lower cumulative variance and variance for each dimension (see in Figure 5.3 (c))
than the ℓ2 and min-max normalization methods. The 2-dimensional scatter plot
shows no apparent clusters (see in Figure 5.4 (c)), and the actual residents are highly
dispersed, which makes it unusable for our analysis. We had similar results in a
scatter plot of three principal components. Finally, the mean normalization, z-score,
method presented the lowest cumulative variance, indicating that it loses more in-
formation during dimensionality reduction than other techniques (see in Figure 5.3
(b)). The graph shows that the actual residents are grouped together, but for the
2-components, there are no apparent significant clusters (see in Figure 5.4 (c)). The
trend of the cumulative variance explained is rising, suggesting that the current nor-
malization method could be enhanced by including more components. By adding
more dimensions, it may be possible to identify a dimension where the group of
registered residents conforms to a clearer distribution. Principal Component Anal-
ysis (PCA) typically works better with z-score standardization than with min-max
normalization. However, normalization techniques that better handle outliers (such
as z-score) may not always be effective for all datasets because it tries to distribute
the individuals uniformly, softening the outliers. For example, we observed that the
min-max normalization method performed better than the z-score standardization,
possibly due to the presence of small clusters that z-score detects as outliers. In par-
ticular, the dataset has a low proportion of registered residents (less than 2% of the
total sample), which could be considered outliers (see in Table 5.1). In these cases,
the min-max normalization method, which is more sensitive to small clusters, may
give better results. With all this information, we decided to apply the two best nor-
malizations for our data (ℓ2 and min-max) and compare the results obtained in the
clustering.

From the scatter plots in Figure 5.4, we observe that the data points are spread rela-
tively flat. This suggests that the data points are concentrated in a lower dimensional
space within the original feature space. In other words, the data appears to exist in
a more compressed space rather than being spread out across multiple dimensions.
Hence, partition and distribution-based clustering models are the most suitable for
this geometry (see in Section 3.5). To verify this, we have also tested other algorithms
with poor results. For example, density and spectral-based algorithms performed
poorly, probably because of the non-flat geometry, but also because they work best
for detecting outliers. Hierarchical algorithms performed poorly, probably because
of the non-flat geometry, but also they have difficulties with highly concentrated
datasets, creating distinct groups only when the separation is very obvious. Conse-
quently, we decided to focus on the partitional and distribution-based algorithms,
which work well with flat geometry data. In particular, we try Gaussian mixtures,
K-Means, and MiniBatchKMeans.

Gaussian Mixture models are more flexible and can handle different cluster shapes
and sizes, while K-Means assumes a spherical shape of the clusters and a uniform
size. In addition, Gaussian Mixture models can estimate the probability that a data
point belongs to a cluster, which can be useful in specific applications where we need
to make decisions based on uncertain data or when we want to assign a data point to
multiple clusters with different probabilities. On the tests carried out, we discovered
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that K-Means and MiniBatchKMeans are not able to find any cluster that contains the
majority of individuals of registered residents (see in Figure 5.4 (a) and (d)). This is
because the distribution of these individuals follows an elliptical geometry, which is
not amenable to partition-based algorithms directly. Based on these results, we used
the Gaussian Mixture clustering algorithm given the geometry of our data and the
distribution followed by registered residents.

Evaluation results

Once selected the algorithm, we need to select the configuration and hyperparam-
eters of the algorithm. In GaussianMixture algorithm, a “mixture" refers to a linear
combination of several Gaussian distributions, where each component represents a
Gaussian distribution in the mixture [56]. Each mixture component is defined by a
set of parameters, including its own mean and covariance matrix, which describes
how the data are distributed in that space. In practice, the number of mixture compo-
nents is an adjustable parameter of the algorithm, meaning that we can specify how
many Gaussian distributions to combine to model the data. Another configurable
parameter of the GaussianMixture algorithm covariance type used to construct the
covariance matrix associated with each mixture component. These covariance types
specify how the different variables in the data are correlated and can significantly
affect the accuracy and efficiency of the model. The common types of covariance
are:

• Full: all components have their own covariance matrix. This means that each
component can have a complex correlation structure between the different
variables.

• Tied: all components share the same overall covariance matrix. This can be
useful if different variables are highly correlated.

• Diagonal: each component has its own diagonal in the covariance matrix. This
means that the correlation structure between the different variables is limited
to correlations between pairs of variables.

• Spherical: each mixture component has its own unique variance. This means
that the correlation structure between the different variables is limited to the
variance of each variable individually.

To select the best hyperparameters, we calculate the performance of the resulting
model with the metrics presented in Section 3.2, which are appropriated for cluster-
ing algorithms based on density (BIC and AIC). In the next subsections, we perform
the evaluation for the different types of covariance of the GaussianMixture algo-
rithm on the two normalizations chosen in the previous subsection: min-max and ℓ2

normalization.

Evaluation results: Min-max normalization

We begin first by presenting the results obtained with the min-max normalization.
Figure 5.5 represents the values of the BIC and AIC metrics with respect to the num-
ber of components and type of covariance used as parameters of the GaussianMix-
ture algorithm. We note that the “full" covariance type is the one that minimizes
both metrics in all cases, so it will be the one chosen for the subsequent analysis.
This value means that each component has its own overall covariance matrix, which
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(a) BIC score. (b) AIC score.

FIGURE 5.5: Information criteria for the GaussianMixture on min-
max normalization.

FIGURE 5.6: Elbow method for BIC using min-max normalization.

means it can capture any correlation between variables. We note no significant dif-
ferences between the values obtained for AIC and BIC scores. Therefore, we cal-
culate the elbow method on the BIC score to select the optimal number of mixture
components, which from Figure 5.6 is 7, producing an abrupt change in the slope of
the curve.

Evaluation results: ℓ2 normalization

Figure 5.7 represents the values of the BIC and AIC metrics with respect to the num-
ber of components and type of covariance, used as parameters of the GaussianMix-
ture algorithm for ℓ2 normalization. We observe that the “tied” covariance type is
slightly superior for 3 components, although for more than 3 components the “full”
covariance type is again the best. Similarly to the min-max normalization, there is no
significant difference between the values obtained for AIC and BIC scores. There-
fore, we will calculate the elbow method on the BIC score (see in Figure 5.7) and
“full” covariance type. The elbow method indicates that there is a sharp change in
the slope at 4 components.
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(a) BIC score. (b) AIC score.

FIGURE 5.7: Information criteria for the GaussianMixture on ℓ2 nor-
malization.

FIGURE 5.8: Elbow method for BIC using ℓ2 normalization.
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(a) Segmentation for 7 mixture components. (b) Highlighted registered residents.

(c) 3D plot with 3rd component.

FIGURE 5.9: Scatter-plot of the first three components (PCA) using
min-max normalization.

Visualization results

Once we have selected the clustering algorithm and the hyperparameters, we will
discuss the visualization of the generated clusters over the two chosen normaliza-
tions: min-max normalization and ℓ2.

Visualization: Min-max normalization

Figure 5.9 (a) shows a 2D scatter plot, where each axis represents one of the prin-
cipal components (1st and 2nd) of the distribution. In Figure 5.9 (b), we highlight
in red the registered residents labeled in our database. Finally, in Figure 5.9 (c), we
can visualize the 3D scatter plot, in which each axis represents one of the 3 principal
components. Table 5.2, shows the percentage of vehicles and the number of regis-
tered residents in each of the 7 clusters. We can see that cluster 3 correctly groups
more than 96% of this group of individuals. Approximately 48% of the total sample
is grouped in only one cluster (cluster 5), so almost half of the vehicles follow the
same behavior. In addition, the cluster containing most of the registered residents
(cluster 3) represents approximately 11% of the total population.
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Data points Nº cluster
0 1 2 3 4 5 6

Percentage of sample 15.04% 6.11% 8.58% 11.17% 8.55% 47.50% 3.05%
Real Residents 10 0 0 641 3 12 0

Rest of individuals 7391 3009 4221 4862 4205 23,370 1500

TABLE 5.2: Clusters based on registered resident labels using min-
max normalization.

(a) Total nights of stay by cluster. (b) Distance in Km. to the area by cluster.

FIGURE 5.10: box plots for min-max normalization (I).

Figure 5.10 presents the box plots for the 7 clusters for the nights (Figure 5.10 (a))
and km_to_POQ (Figure 5.10 (b)) variables, which show significant differences in
explaining the groups. Figures 5.11 and 5.12 present the box plots of the most rele-
vant variables for the 7 clusters obtained, making a previous division into 2 groups,
which we explain below. Table 5.3 complements Figures 5.11 and 5.12, indicating
the exact number of the mean of each variable in each cluster. To facilitate visualiza-
tion, we have separated some of the box plots according to the value of the variable
nights, which seems to discriminate well between 2 groups of clusters: (0, 1, 2, 5)
with lower values and (3, 4, 6) with higher values (see in Figure 5.10 (a)). Clusters
3,4,6 have a number of nights close to the behavior of a resident in the area. These
represent 22.77% of the total sample (see in Table 5.2). Clusters 0,1,2,5 have visitor
behavior because they spent fewer nights in the area and represent 77.23% of the to-
tal dataset. Thus, we can define a distinction between the 7 clusters based on length
of stay, which is directly correlated with overnights.

For clusters 3,4,6 (residents’ behavior), another relevant variable is the distance in
kilometers from the registered address of the vehicle to the area (see in Figure 5.11
(c)). The three clusters, despite having notable differences for the variable of ori-
gin, have similar behaviors for the variable of nights. Hence, the individuals in
these 3 clusters have residence or accommodation in the area. According to their
distance to the area, cluster 3, with a mean value of 19.39 km (see in Table 5.3), cor-
responds mostly to vehicles registered in the area under study (registered residents)
and nearby villages in the Alpujarra. Cluster 6, with a mean value of 1747.30 km for
the variable km_to_POQ, corresponds to non-registered residents from abroad that
we defined in Section 3.6. Cluster 4, with a mean value of 318.36 km, corresponds to
individuals from other regions of Spain who are non-registered residents, which we
also discussed in that Section. Moreover, the gross income variable is much higher
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(a) Nights of stay for clusters 3,4,6. (b) Nights of stay for clusters 0,1,2,5.

(c) Distance to the area for clusters 3,4,6. (d) Distance to the area for clusters 0,1,2,5.

(e) Total entries for clusters 3,4,6. (f) Total entries for clusters 0,1,2,5.

FIGURE 5.11: Box plots for min-max normalization (II).
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(a) Distance run in area for clusters 3,4,6. (b) Distance run in area for clusters 0,1,2,5.

(c) Avg. gross income for clusters 3,4,6. (d) Avg. gross income for clusters 0,1,2,5.

(e) Total high season for clusters 3,4,6. (f) Total high season for clusters 0,1,2,5.

FIGURE 5.12: Box plots for min-max normalization (III).
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in group 4 than in groups 3 and 6 (almost 34% higher) (see in Figure 5.12 (c)). There-
fore, we can say that the majority of individuals in this group (non-registered resi-
dents from other Spanish regions) come from regions with higher incomes than the
average of the rest of the residents. We can observe that in general for the three
groups of residents, the mean of the variables total_distance, total_high_season, and
total_entries (see in Table 5.3), are inversely proportional to the mean of the clusters
for the variable km_to_POQ. Therefore, residents coming from farther away (clus-
ters 4 and 6) will have a lower mean than the clusters coming from closer (cluster
3) for those variables, this is because coming from farther away the frequency of
visitation, kilometers traveled and visits in high season (see in Figure 5.11 (e) and
Figure 5.12 (a, e)) will also be lower.

For clusters 0,1,2,5 (visitor behavior), we also describe the average behavior of each
cluster (see in Table 5.3). Cluster 0 has an average distance of 128.55 km to the area,
so it corresponds to visitors from the province of Granada (region of the villages).
This cluster comprises individuals who spend an average of 1.57 nights in the area.
The variable total_entries tells us that individuals have made an average of 1.54 vis-
its during the period collected in the sample. Due to its variables total_high_season
(see in Figure 5.12 (b, f)), we observe that more than 65% of the visits are made in
high season. Therefore, this cluster corresponds to individuals from the province of
Granada who visit the area on weekends and holidays and stay between 1–2 nights.
Cluster 1 has an average of 1742.97 km, which indicates foreign visitors. This cluster
has an average of 0.26 nights, so they are individuals who usually visit the area dur-
ing the day. Observing the variable total_high_season, we can see that the behavior
of these individuals who come from abroad is to visit in low seasons. In addition,
the relatively low value of the total_distance variable (4.90 km) suggests that it is
likely that these tourists visit one of the three villages, specifically Pampaneira, us-
ing the main road instead of deviating from other routes, probably the behavior of
these individuals is to visit the towns of the Alpujarra that coincide with the route of
the main road. Cluster 2 has an average of 474.21 km, so visitors come from outside
the province of Granada. This cluster comprises individuals who spend an average
of 1.55 nights in the area, similar to cluster 0 (visitors from the province of Granada).
This cluster has the highest average for the gross_income variable of all the clusters
(see in Figure 5.12 (d)). This leads us to think that it contains vehicles from the north
of Spain, where the average income is higher than in the south of Spain. In addi-
tion, the variable total_high_season, shows that approximately 74% of the stays are
in high season, so these individuals correspond to tourists from the northern regions
of Spain who decide to spend 1–2 days in the Alpujarra during their holidays. Fi-
nally, cluster 5 has an average of 253.70 km, indicating visitors from other Andalusia
provinces. This cluster has an average of 0 nights, so the visits usually occur during
the day, with no associated overnight stays. It is important to highlight that cluster
5 represents 47.50% of the individuals in the sample (see in Table 5.2), so we can
say that the majority behavior among individuals is not to spend the night in the
area. Furthermore, they rarely come in high season (27% of the total entries) (see in
Figure 5.12 (f)), so the majority will correspond to tourists from other provinces of
Andalusia who visit the area and return home at the end of the day.
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Variables Nº cluster
0 1 2 3 4 5 6

nights 1.57 0.26 1.55 108.62 84.66 0.00 68.73
km_to_POQ 128.55 1742.97 474.21 19.39 318.36 253.70 1747.30
total_entries 1.54 1.12 1.58 10.34 4.36 1.12 2.71

total_distance 11.64 4.90 10.67 70.24 30.77 4.86 14.42
gross_income 23,085.36 19,482.10 35,547.66 20,972.17 26,902.26 25,151.75 19,179.54

total_high_season 1.01 0.31 1.14 18.85 15.10 0.31 11.24

TABLE 5.3: Mean of variables for each cluster performed using min-
max normalization.

Data points Nº cluster
0 1 2 3

Percentage of sample 8.55% 8.76% 4.36% 78.33%
Real Residents 589 0 0 77

Rest of individuals 3620 4314 2146 38,478

TABLE 5.4: Clusters based on actual resident labels using ℓ2 normal-
ization.

Visualization: ℓ2 normalization

Figure 5.13 shows the distribution of the data using the ℓ2 normalization. Figure 5.13
(a) shows a 2D scatter plot, where each axis represents one of the principal compo-
nents (1st and 2nd) of the distribution of the groups. In Figure 5.13 (b), we highlight
in red the registered residents. Finally, in Figure 5.13 (c), we can visualize the 3D
scatter plot. Table 5.4 shows the percentage of the total sample and the number of
registered residents in each cluster. We can see cluster 0 correctly groups more than
88% of the registered residents. Approximately 80% of the total sample is grouped
in a single cluster (cluster 3). In addition, the cluster containing registered residents
(cluster 0) represents approximately 9% of the total population.

Figure 5.14 shows the box plots of the relevant variables for the 4 clusters, and Ta-
ble 5.5 shows the mean of each of these variables in each cluster. We distinguish two
clusters that contain a high value of the variable nights (cluster 0 and 2), while the
rest of the clusters (clusters 1 and 3) have a low value. Although there are outliers
(see in Figure 5.14 (a)) that increase the mean number of nights for these clusters
(clusters 1 and 3), 50% of the individuals have a number of nights lower than 2 for
cluster 3 and lower than 15 nights for cluster 1.

Cluster 0 has an average of 144.93 nights and an average distance to the area of
25.54 km. In addition, it contains more than 88% of the real residents. hence, we
can consider this cluster as that of the area’s residents (registered and unregistered).
Most of the unregistered residents in this group, as shown in Figure 5.14 (b), come
from the province of Granada. Cluster 2 is small (only 4.36% of the total sample)
of non-registered residents who spend an average of 84.62 nights and come from an
average origin of 598.01 km. Therefore, it corresponds to residents from outside the
province of Granada. We can observe that in general, for the two groups, the means
of the variables total_distance, total_high_season and total_entries (see in Table 5.5),
are inversely proportional to the means of the variable km_to_POQ. This means
that visitors that come from further away tend to: visit in the low season; move
less inside the area; and come fewer times in the year than other visitors (see in
Figure 5.14 (c, d, f)). Cluster 1 comprises individuals from afar to the 1750.68 km
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(a) Segmentation for 4 mixture components. (b) Highlighted registered residents.

(c) 3D plot with 3rd component.

FIGURE 5.13: Scatter-plot of the first three components (PCA) using
ℓ2 normalization.
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Variables Nº cluster
0 1 2 3

nights 144.93 22.81 84.62 4.82
km_to_POQ 25.54 1750.68 598.01 240.01
total_entries 13.18 1.52 3.53 1.49

total_distance 95.43 6.89 26.43 8.01
gross_income 20,268.41 19,018.55 22,886.88 26,158.32

total_high_season 24.83 3.87 14.47 1.36

TABLE 5.5: Mean of variables for each cluster performed using ℓ2

normalization.

area and has an average of 22.81 nights (although most of them spend less than two
nights). This group contains foreign visitors and some unregistered foreign residents
(less than half of the group). Only 17% of the stays are in high season. This is because
the cluster comprises foreigners, so they do not depend on the Spanish national
calendar. Furthermore, despite having an average of 22.81 nights, the visits to the
area are only 1.52, which means that in all those days they do not travel to nearby
areas (see in Table 5.5). Finally, group 3 contains the majority of individuals in the
data set and models individuals with a mean behavior of 4.82 nights (although most
do not stay overnight) and 240.01 km of distance. This cluster represents 78.33% of
the individuals in the sample (see in Table 5.4). Hence, we can say that the majority
behavior of the individuals is not to spend the night in the area. In addition, they
rarely come in high season (28% of the total stay) (see in Figure 5.14 (f)). Thus,
the majority will correspond to tourists from Granada and other nearby Andalusian
provinces visiting the area and returning home at the end of the day. Cluster 3 has
the highest income, with a mean of 26,158.32; however, since it contains almost 80%
of the sample, it does not provide much information.
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(a) Total nights of stay by cluster. (b) Distance in Km. to the area by cluster.

(c) Total entries to the area by cluster. (d) Distance run in area by cluster.

(e) Average gross income by cluster. (f) Total high season by cluster.

FIGURE 5.14: Box plots for ℓ2 normalization.
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Discussions

Table 6.1 shows the equivalence by clusters and percentage of the total set for the
two normalizations analyzed. For the group of registered residents, we can see that
both normalization methods group them into a single cluster (cluster 3 in min-max
and 0 in ℓ2). However, there is a 2.62% difference in the size of these clusters, with
the ℓ2 cluster size being smaller. The min-max normalization distinguishes between
foreign visitors and foreign non-registered residents (clusters 1 and 6, respectively),
while the ℓ2 normalization groups all foreign individuals into a single cluster (cluster
1). The clusters of national non-registered residents are also similar in both normal-
ization methods (cluster 4 in min-max and 2 in ℓ2). Still, there is a 4.19% difference
in the size of these clusters, with the size of the ℓ2 cluster also being smaller. Finally,
the ℓ2 normalization groups all national visitors into a single cluster (cluster 3), while
the min-max normalization divides these into three distinct clusters (clusters 0, 2 and
5). It should be noted that in the ℓ2 normalization, cluster 3 is larger than the sum
of clusters 0, 2 and 5, because it contains individuals with resident behaviors that
were not included in the other clusters. This explains the significant differences in
the sample sizes of clusters 0 and 2 compared to their equivalents in the min-max
normalization.

The min-max normalization seems more efficient since it allows a more detailed seg-
mentation of individuals than ℓ2, and ℓ2 shows more outliers in the box plots for all
the variables. While min-max seems to distinguish the residents from the visitors,
with the variable representing the number of nights spent in the area, ℓ2 seems to
have a clear segmentation on the distance to their home. Hence, for our purposes,
min-max offers better segmentations. In addition, min-max detects atypical behav-
iors of individuals not officially registered as residents of the area, but that behave
as residents. In contrast, the ℓ2 normalization could be useful for excluding foreign-
ers from the analysis and focusing only on comparing registered and non-registered
residents at the national level, grouping visitors in a single cluster.

Normalization

Min-max
Nº cluster 3 1 6 4 0 2 5
% sample 11.17% 6.11% 3.05% 8.55% 15.04% 8.58% 47.50%

ℓ2 Nº cluster 0 1 2 3
% sample 8.55% 8.76% 4.36% 78.33%

TABLE 6.1: Equivalence of the clusters made for each normalization.



50 Chapter 6. Discussions

In summary, the work presents an effective pipeline for clustering analysis, using
data from different sensors and sources to detect registered and non-registered resi-
dents, and visitors; and their behavior in a given area. We have selected an optimal
clustering algorithm based on the data distribution and two potential normaliza-
tion algorithms. We found that the min-max normalization was the most effective
for detailed segmentation of individuals and their visiting behavior in the area, and
detection of atypical behavior of individuals not registered as residents of the area,
but showing resident behavior. The ℓ2 normalization could be useful in specific sit-
uations requiring a distinction from the region of origin. The information obtained
from this analysis can help area managers to create personalized strategies for re-
taining specific tourists based on income or provenance and encouraging overnight
stays, thereby generating wealth in the area and reducing the number of vehicles
moving inside the area with other policies. This approach has important tourism
planning and sustainability implications and is extensible to different regions. Our
pipeline and analysis could also assist data analysts in improving their solutions and
making informed decisions.
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Conclusions

In this study, we have proposed a pipeline to merge data from different sources in
smart villages and analyzed these data to infer the traffic behavior in the area, pro-
viding policymakers the first step to understanding their traffic, which could lead
to implementing effective policies aim towards a sustainable tourism. By doing so,
we have accomplished the objectives outlined in Section 1.2 regarding the investiga-
tion and analysis of traffic behavior in smart villages. The following objectives were
successfully attained:

• We analyzed the suitability of specific algorithms for different data distribu-
tions, enabling us to make informed decisions during the analysis process (see
in Chapter 3).

• We extensively reviewed previous works on clustering applied to mobility pat-
terns, information fusion, and traffic management, helping us leverage exist-
ing knowledge and identify potential gaps in the current research landscape
(see in Chapter 2).

• We discussed the design and deployment process of the infrastructure used to
collect data on vehicle movements in smart villages (see in Section 3.7).

• We analyzed the collected data and performed statistical analyses to identify
patterns and correlations among variables from different data sources (see in
Chapter 5).

• We evaluated various normalization techniques to preprocess the collected
data, considering the effectiveness of each technique in improving result qual-
ity (see in Chapter 5).

• We applied the studied clustering algorithms to the collected data and eval-
uated the visualization and explainability of the results, aiming to select the
most suitable algorithms for our analysis (see in Chapter 5).

• We assessed the performance of the proposed clustering pipeline and the se-
lected normalization methods. We discussed the different segmentations ob-
tained and the usability of each studied method (see in Chapter 6).

By achieving these objectives, our work contributes to understanding traffic behav-
ior in smart villages. The information gained from this research can help improve
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traffic flow, enhance visitor experience, and optimize resource allocation in these re-
gions. Our findings serve as a valuable resource for the design and implementation
of effective traffic and tourism management systems and policies in smart villages.

7.1 Limitations

One of the main limitations of this study lies in the inability to validate the unreg-
istered residents identified through the segmentation of the problem. These unreg-
istered residents are identified through mobility patterns extracted from available
data sources. However, due to the lack of real information about them, their par-
ticipation in such patterns cannot be verified. The lack of labels or real information
about the data points is a common limitation in unsupervised learning algorithms.
These algorithms are based on finding patterns and structures in the data without
the guidance of predefined labels. However, when applying these methodologies in
practical situations, it is important to recognize this limitation and consider it when
interpreting the results and the practical implications of the study. There is a need
for further research and ways to obtain more complete data, e.g., through question-
naires, that would allow an accurate understanding of mobility patterns in areas
where the unregistered population may play a significant role.

Another important limitation of this study is the use of only three principal compo-
nents (PCA) to represent the data in the analysis of mobility patterns. Cluster visu-
alization is a crucial aspect in the analysis performed, but it is clear that we cannot
visualize more than three dimensions using conventional plots. When considering
Andrew Curves as an alternative to visualize more than three components, we face
another limitation. These curves allow us to represent multiple variables and their
relationships by plotting each observation as a curve on a two-dimensional graph.
However, in problems with a large amount of data, it is difficult to visually interpret
Andrew curves due to the overlapping and increasing visual complexity as more
variables are added. This makes it difficult to identify and understand more com-
plex and subtle mobility patterns that might be present in the data. Given this limita-
tion, it is important to recognize that the representation and visualization of mobility
patterns in this study are restricted by the reduced dimensionality and visualization
techniques used. For a more detailed understanding of mobility patterns, it would
be advisable to explore more advanced dimensionality reduction and visualization
techniques that can address these challenges and provide a more complete and ac-
curate representation of mobility patterns in future research.

7.2 Future Work

As future work, the project itself has offered us interesting opportunities to enrich
and expand the research conducted in this work. One possible direction is to cross-
reference the data used in this study with information generated by additional sen-
sors (waste and motion sensors to detect persons in local businesses and streets),
which have also been implemented in the project, and have the potential to provide
valuable information that would complement existing vehicle data.

On the one hand, the incorporation of waste sensors would allow the analysis of
waste generation and management patterns in relation to the identified mobility
patterns. By correlating the amount and type of waste generated with traffic activity
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in a specific area, deeper insights into the environmental impact and sustainable
waste management needs in the context of urban mobility could be gained. This
cross-referenced information could be useful to develop more efficient collection and
recycling strategies.

On the other hand, the use of motion sensors that collect information on incoming
and outgoing people counts and gauging could provide additional information on
the mobility patterns of residents and visitors. By analyzing the number of peo-
ple present at certain locations at different times, a more detailed understanding of
people flows and their relationship to vehicle traffic could be obtained. This would
allow the identification of time intervals, where pedestrian and vehicular mobility
patterns are intertwined. These findings would be valuable for planning and de-
signing urban infrastructures that promote sustainable mobility and transportation
efficiency, taking into account both pedestrians and drivers.

Future work in this field could gain significant benefits from integrating data from
waste and motion sensors. This integration would allow a more complete under-
standing of mobility patterns in smart villages by providing relevant information
on environmental aspects, waste management and human behavior. It would be
desirable to explore techniques and methodologies to combine and analyze these
additional data in order to obtain a comprehensive view of urban mobility and its
strategic implications. In addition, an integration of these indicators into a strate-
gic dashboard could be carried out in order to merge the information and facilitate
decision-making by local managers.
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