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Bayesian Networks and Structural Equation Modelling to develop service 
quality models: Metro of Seville case study 

ABSTRACT 

For many years it has been desirable to improve Service Quality (SQ) in Public Transport (PT) 
because of its strong influence on user satisfaction and its importance in attracting new 
passengers. Structural Equation Modelling (SEM) is one of the most widely used techniques for 
analysing SQ due to its ability to address different kinds of variables and to model a whole 
phenomenon occurring at one time. Nevertheless, its confirmative nature requires the 
presence of previous knowledge, a hurdle that can be overcome by applying Bayesian 
Networks (BN) as a technique that learns directly from data without any pre-assumptions. The 
aim of this paper is to apply a novel methodological approach in the field of SQ, based on a 
two-step process combining the techniques of BN and SEM, to model SQ in the Metropolitan 
Light Rail Transit (LRT) Service of Seville (Spain). The methodological approach proposed in this 
paper has been applied to discover and confirm the possible relationships between the LRT 
service characteristics and how they are related with passengers’ overall perception of SQ 
directly from data and without the need to make assumptions. A BN was automatically learnt 
from the data and allowed to establish relationships between various SQ dimensions 
describing the service. SEM then checked the SQ model and the relationships between the 
dimensions extracted from the BN. The SEM model fit parameters and its consistency with the 
real life expected scenario supported and validated the proposed SQ model. Furthermore, the 
different relationships between the dimensions extracted from the BN were found to support 
the usefulness and potential of this methodological process for the development and 
confirmation of new theories and models in any field of knowledge based on data and expert 
supervision. 

Keywords: Structural Equation Modelling, Bayesian Networks, Service Quality, Public 
Transport. 

1. Introduction 

Over recent years the study of Service Quality (SQ) and its improvement has become a 
relevant and crucial factor in many fields. Companies, operators and governments have 
focused on providing high levels of quality in their services in order to improve the current 
level of customer satisfaction and to attract new clients. It is important to highlight that this 
relationship between SQ and Satisfaction has been tested in a variety of fields, such as 
Marketing (Grönroos, 1984), Tourism (Shonk and Chelladurai, 2008), and On-line (Ho and Lee, 
2007), etc. 

In the specific field of Public Transport (PT), governments and operators have paid great 
attention to the study and analysis of SQ from the perspective of passengers (Andreassen, 
1995; de Oña et al., 2015; Dell´Olio et al., 2011 a; Nathanail, 2008; Woods and Masthoff, 2017; 
etc.). Their main purpose, apart from addressing passenger satisfaction, has been to improve 
the ability of PT to compete with the private car by finding alternative modes of transport able 
to combat problems of mobility, traffic jams and pollution, etc. (Beirao and Cabral, 2007; de 
Oña and de Oña, 2015; Linda, 2003).  

A wide range of techniques applied to the study of SQ in PT can be found in the literature (e.g., 
Celik et al,. 2013; Islam et al., 2016; Kuo, 2011; etc.). Their main application has been to 
investigate the influence different service quality factors have on overall SQ. Such knowledge 
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allows administrations and operators to concentrate their efforts and investment in specific 
areas in need of improvement or of greatest importance to the passengers. 

Examples of such techniques are: Importance-Performance Analysis in Weinstein (2000); A 
Composite Index in de Oña et al. (2016a); Multinomial Logit models in Eboli and Mazzulla 
(2008); the VIKOR method in Kuo and Liang (2011); etc.Structural Equation Modelling (SEM) 
has, nevertheless, been one of the more widely used techniques and its application in this field 
has grown over recent years (e.g. Amin and Isa, 2008; Chen, 2008; Hapsari et al., 2017; Yang et 
al., 2012; Yilmaz and Ari, 2017;etc.). The main reason behind the increased interest in SEM is 
its ability to easily address large numbers of variables, both endogenous and exogenous, as 
well as latent variables (not observed variables) explained as a linear combination of observed 
variables (Golob,2003). Indeed, SEM is generally considered to be one of the best integrated 
methods for measuring latent variables and assessing their structural relationships (Chiou and 
Chen, 2012; de Oña et al., 2015). 

These characteristics are all crucial in the study of SQ as it has been defined as such a complex, 
fuzzy and abstract concept (Carman, 1990; Parasuraman et al., 1985). SQ also depends on a 
series of underlying observed and unobserved variables. These unobserved variables are 
commonly denominated as dimensions and are used to provide a better understanding of how 
customers perceive various service attributes (de Oña et al., 2013). 

The suitability of using SEM to study SQ is, therefore, more than justified. Nonetheless, due to 
the confirmative nature of this technique (de Oña and de Oña., 2015; Golob, 2003), its use 
requires previous knowledge about how the different dimensions of the SQ models are 
related. This means that the bibliography or expert knowledge is usually required to develop 
the models (e.g.,Bagozzi, 1994; Eboli and Mazzulla, 2012; Fillone et al., 2005; Kamaruddin et 
al., 2012; etc.) and, depending on the context, this could cause users to miss certain important 
relationships in the explanation of SQ. 

The above has not usually been considered in the specific case of studying SQ in PT (de Oña et 
al., 2017), where the scientific community agrees that SQ is directly related to and influenced 
by all its dimensions. Nevertheless, there is evidence in the bibliography to suggest that SQ 
dimensions could be interrelated and influence each other, and that their relationship with 
overall SQ or user satisfaction is not always direct but sometimes indirect. Evidence of this can 
be found in different ways (i.e., directly or indirectly) of relating the dimensions in the PT SQ 
models found in the literature (e.g., Chou and Kim, 2009; de Oña et al., 2017; Eboli and 
Mazzulla, 2012; Rahman et al., 2016; etc.). For example, de Oña et al. (2017) grouped service 
attributes into two latent dimensions: primary attributes (transport service factors), and 
secondary attributes (comfort and convenience factors). They showed that the secondary 
factor dimension exerted an effect on the primary attribute dimension, and its relationship 
with user satisfaction was not direct, but rather indirect through the primary factors 
dimension. 

To overcome this handicap, this paper proposes a two-step procedure based on the combined 
use of Bayesian Networks (BN) and SEM in a single methodology, as yet unrecorded in the field 
of SQ. The combined use of BN and SEM has already been applied in the health sector with 
outstanding results (e.g., Duarte et al., 2011; Scheines et al., 1999; Trentini et al., 2015). 
Moreover, Kenett and Salini (2011) have presented Bayesian networks and latent variable 
models as suitable methodologies for analysing customer surveys.  
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The first step in this approach is to use BN to find certain hypotheses about the relationships 
between the dimensions which define SQ, followed by a second step which applies SEM to 
validate these relationships and the model as a whole. 

Both techniques can be considered as being complementary due to the different 
characteristics inherent to each one. On the one hand, BN is an exploratory technique which 
learns directly from data without the need for pre-assumptions (Heckerman, 1998). Thus, 
using BN solves the problem of requiring previous knowledge about dimensional relationships. 
On the other hand, SEM is a confirmatory technique which allows the modelling of a 
phenomenon in which a set of unidirectional effects or relationships between observed and 
unobserved variables are established by researchers (de Oña et al,. 2015; Golob, 2003). 
Moreover, this technique examines more than one relationship and tests a set of hypotheses 
considering a large amount of information at the same time (de Oña et al., 2013; Hair et al., 
2010). Therefore, SEM allows researchers to check and validate the relationships of the SQ 
framework extracted from the BN. 

Thus, the proposed two-step methodological approach is appropriate for studying SQ. This is 
particularly relevant in the field of PT, due to the probable existence of several relationships 
between the SQ dimensions which might not be discovered and tested by other means. 

The proposed research presented here is oriented towards the study of SQ in the Metropolitan 
Light Rail Transit Service (LRT) of Seville (Spain) by applying this two-step methodology. The 
main goal is to achieve a model which explains the SQ of this PT service from the point of view 
of passengers by using data from a Customer Satisfaction Survey (CSS) carried out on 2014. 

This paper is structured as follows: Section 2 presents the PT case study, the data collection 
procedure and the sample characteristics. Section 3 describes the BN and SEM approaches and 
the two-step methodological process. The results obtained are explained and discussed in 
Section 4. Finally, the conclusions are reported in Section 5.  

2. Methodology 

This section describes all the processes that have been applied in this study. First, BN and SEM 
techniques are defined, followed by a detailed analysis of the two-step methodological 
process. 

2.1. Bayesian Network (BN) 

A BN is a framework for reasoning under uncertainty, and is widely used for representing 
uncertain knowledge (Pearl, 1988). This is a data mining technique with a wide range of 
advantages, one of the most important of which is that it makes complex problem analysis 
easy to understand as the interrelationships and dependencies of the model parameters 
become visible (Hänninen, 2008). 

BN can be described according to two different terms. Firstly, in terms of a quantitative 
component consisting of a joint probability distribution that factorizes into a set of conditional 
probability distributions, governed by the structure of a Directed Acyclic Graph (DAG): 

Let 𝑈 = {𝑥%, … , 𝑥(}, 𝑛 ≥ 1be a set of variables. A BN over a set of variables U is a network 
structure, which is a DAG over U and a set of probability tables (1): 

𝐵. = {𝑝(𝑥1|𝑝𝑎(𝑥1), 𝑥1 ∈ 𝑈)}        (1) 
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where	𝑝𝑎(𝑥1) is the set of the antecedents of 𝑥1  n BN and 𝑖 = 1, 2, 3, … , 𝑛. 

A BN represents joint probability distributions (2): 

𝑃(𝑈) = ∏ 𝑝(𝑥1|𝑝𝑎(𝑥1))=>∈?         (2) 

Secondly, BN can also be described in terms of a qualitative component, consisting of a DAG. In 
other words, BN can be defined as graphic models of the interactions between a set of 
variables, where the variables are represented as the nodes of a graph and the interactions 
(direct dependences) as directed links (also known as arcs and edges) between the nodes. 

In the model, the nodes can be connected, which shows direct dependence between them, 
and, in the opposite case, the nodes can be not connected, which shows independence among 
them. A particular nomenclature for these situations of dependence/independence between 
nodes is: nodes with arrows directed into them are called “child”, while the nodes from which 
the arrows depart are called “parent”. 

Each node contains the states of the random variable and it represents a conditional 
probability table. The conditional probability table of a node contains the probability of the 
node being in a specific state, given the states of its parents. 

For a detailed description of BN the reader is directed to Kjaerulff and Madsen(2008). 

2.1.1. Bayesian Networks learning and the scoring metric 

The first step in a BN analysis is to learn both the structure, which has to be validated, and the 
parameters. There are two main approaches to learning structures in BN: 

- Automatic Learning Approach: The structure of the BN is provided by algorithms which 
learn the structure using only one database. There are three main approaches to 
structural learning in BN (De Oña et al., 2011): 
a) Constraint based: Tests of conditional independence are performed on the data, 

and a search is made for a network that is consistent with the observed 
dependencies and independencies. 

b) Scored based: A score that evaluates how well the dependencies or 
independencies in a structure match the data is defined and a search is made for a 
structure that maximizes the score.  

c) Hybrid: Combines aspects of both constraint-based and score-based algorithms, as 
they use conditional independence tests and network scores at the same time.  

Note that before learning the BN by applying any of the previous approaches, 
mandatory relationships or independence can be imposed between the considered 
variables.  

- Manual Learning Approach: The structure of a BN is provided by human expertise. This 
can be a highly labour intensive task, requiring a great deal of skill and creativity as 
well as close communication with problem-domain experts (Kjaerulff and Madsen, 
2008). 

In this paper, the methodology of automatic learning is used due to its multiple advantages, an 
example being the possibility of combining previous knowledge with automatic learning from 
data or finding new and unknown relationships between the variables. In addition, the 
purpose of using BN in this research is to achieve a model (i.e., structure) directly from data.  
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To apply this technique and to get the most robust BN, we have relied on the methodology 
explained in Cugnata et al. (2016). It lies in the application of a wide range of different learning 
algorithms and in measuring the arc strength using re-sampling techniques. The most robust 
structure reappears with specific arcs in the most learned networks and can then be chosen.  

2.2. Structural Equation Modelling (SEM)  

SEM can be defined as a multivariate technique combining regression, factor analysis, and 
variance analysis to simultaneously estimate interrelated dependence relationships. If the 
latent variables are classified as endogenous (dependent) and/or exogenous (independent) 
variables, the two components of SEM can be defined. The first is called the structural model 
and describes the relationships between endogenous and exogenous variables, showing the 
direction and strengths of the relationships between the latent variables. The second is called 
a measurement model and assesses the relationships between latent and observed variables. 

The basic SEM equation can be defined as in Bollen (1989). 

𝜂 = 𝐵𝜂 + 𝛤𝜉 + 𝜁         (4) 

In which η = m × 1 is a vector of the latent variables; ξ = n × 1 is a vector of the latent 
exogenous variables; B = m × m is the matrix of the coefficients associated with the latent 
endogenous variables; Γ = m × n a matrix of the coefficients associated with the latent 
exogenous variables; ζ = m × 1 a vector of error terms associated with the endogenous 
variables. 

The basic equations of the measurement model can be expressed as (5) and (6). 

𝑥 = 𝛬=𝜉 + 𝛿          (5) 

𝑦 = 𝛬H𝜂 + 𝜀          (6) 

In which x = column q-vector related to the observed exogenous variables; δ = column q-vector 
related to the observed exogenous errors; Λx = q × n structural coefficient matrix for the 
effects of the latent exogenous variables on the observed variables; y = column p-vector 
related to the observed endogenous variables; ε = column p-vector related to the observed 
endogenous errors and Λy = p × m is a structural coefficient matrix for the effects of the latent 
endogenous variables on the observed ones. 

Different methods can be used to estimate the parameters of the model (e.g., maximum 
likelihood, weighted and un-weighted least squares, generalized least squares, etc.). All of 
them have similar goals to minimize the differences between the predicted variance-
covariance matrix of the variables in the model and the observed variable, while respecting the 
constraints of the model. Therefore, in order to select the most suitable, each case must be 
analysed by focusing on the probability distribution, the scale properties of the variables, the 
complexity of the SEM, and the sample size (Golob, 2003). Moreover, SEM is a confirmatory 
rather than an exploratory technique because the researcher constructs the model by defining 
unidirectional effects between variables (Golob, 2003), and with this purpose in mind it was 
used in this study.  

2.3. Methodological process: step by step 

The methodological process proposed in this paper is based on two crucial steps: 1) knowledge 
extraction from data; and 2) relationship validation.  
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Step 1: Knowledge extraction from data 

The BN is calibrated to find the possible relationships between the dimensions explaining SQ.  

This research applied the process described in Cugnata et al. (2016) to achieve the most robust 
BN structure. For this purpose, an adaptation of the R script provided in Cugnata et al. (2016) 
has been applied to our case of study. 

This step begins when different network structures are learned. With this end in mind, the 
data is analysed using 17 algorithms implemented in the R package bnlearn (i.e., Constraint-
based, Scored-based and Hybrid learning algorithm) and encode in the R script of Cugnata et 
al. (2016). It is important to highlight that this number of algorithms was considered as being 
sufficient for the present case study in this research, however it could be very different 
depending on the criteria of the researcher.  

The most robust network is then selected. The occurrence of an arc between two nodes at 
each learned BN is reported and scored following the process described in Cugnata et al. 
(2016). This process measures the occurrence of each arc in the learned BN which could be 
interpreted as the arc’s strength. Therefore, the most robust BN has the highest number of 
arcs with the highest number of occurrences. A threshold of 11 was established for the 
occurrence score, which corresponds to almost 2/3 of occurrence in the total learned BN. An 
arc is considered to have a high level of occurrence if it has appeared at least 11 times in the 
algorithms that were implemented. Where two robust BN have the same number of arcs with 
high occurrence, the one with the lowest misclassification rate is selected. 

Where different numbers of algorithms are considered, this threshold will be different 
depending on where it represents an almost 2/3 occurrence in the total learned BN. 

Finally, a bootstrap re-sampling procedure is performed on the initial dataset to analyse the 
robustness of the chosen network and the extracted relationships. This consists of learning 
1,000 BN using the same algorithm (which achieved the most robust BN in the previous step) 
on 1,000 randomly generated subsets with 1,000 random observations. The proportion of 
occurrence of each arc in the bootstrap replicates is obtained indicating the robustness of the 
dimension relationships extracted from the BN. 

Step 2: Relationship validation 

In this step the relationships between the dimensions identified with the BN are modelled and 
validated by SEM (Amos Graphics v.22 software was used). For this purpose, the goodness-of-
fit parameters of the structural model were analysed following Hooper et al. (2008). They 
showed different kinds of indices to determine the model fit (i.e., absolute, incremental and 
parsimony), and suggested acceptable threshold levels for each one. 

The following goodness-of-fit indices were used for this research:  

- Absolute fit indices: the chi-squared test, the goodness of fit index (GFI) and the 
adjusted goodness of fit index (AGFI), the root mean square error of approximation 
(RMSEA) and the root mean square residual (RMR).  

- Incremental fit indices: The normed fit index (NFI) and the comparative fit index (CFI). 
- Parsimony fit indices: The parsimony goodness-of-fit index (PGFI) and the 

parsimonious normed fit index (PNFI). 
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Moreover, all the relationships in the model are tested in order to be significant at a 0.05 level 
of confidence. If not, they are removed.  

Table 1 shows a summary of the process. 

Table 1.Summary of Methodology. 

Steps Content 

Step 1: Knowledge 
extraction from data 

- Following Cugnata et al. (2016): 
a) Learning of different network structures. 
b) Selection of the most robust network. 
c) Analysis of the robustness of the chosen network and 

extraction of the relationships between dimensions. 

Step 2: Relationships 
validation 

-Test Structural Model: 
Ø Fit indices: 

- Chi-squared test, GFI, AGFI, RMR, RMSEA. 
- NFI, CFI. 
- PGFI, PNFI. 

Ø Significance of structural coefficients. 

3. Data Collection  

The data of this study was gathered from a CSS asked about the LRT Service of Seville (Spain). 
This service consists of one 18 Km long line and 22 stations which are distributed throughout 
the city of Seville (690,566 inhabitants in 2016). The survey implementation and data 
collection were carried out online, via a web-based platform for conducting surveys. 
Passengers had three weeks (May-June 2014) to complete the online survey providing 3,365 
registered responses, of which 3,198 were found to be valid for subsequent analysis. 

Different kinds of subjects were covered in the survey (e.g., attitude of the passengers towards 
the LRT service, travel habits, socioeconomic characteristics, etc.). Nevertheless, this study was 
mainly focused on the perceptions of passengers about the service characteristics (i.e., the 
availability of the service, accessibility, information, timeliness, customer service, comfort, 
safety and environmental pollution). Moreover, overall passenger satisfaction with the service 
and their global score for SQ were also considered. 

The main socioeconomic characteristics and travel habits of the sample showed a distribution 
between females and males of 53.30% and 46.70%, respectively. Around half of them were 
aged between 18-25 years (41.70%), followed by 26-40 (28.90%) and 41-65 years (25.60%). 
Note that in this sample the age groups younger than 18 and older than 65 were under-
represented (2.80% and 1.00%, respectively). The main reasons for travelling were studies 
(38.80%) and work (35.50%), followed by leisure and other reasons (15.30% and 10.30%, 
respectively). Their frequency of use of this service is daily (52.10%) and, generally, they have a 
high-school diploma (41.90%) or are university graduates (48.50%). A smaller group is also 
represented in the sample, those who only have secondary compulsory education (8.40%). 
Most of the respondents have a low household monthly family income (lower than 1,800 
Euros) and, there is not much difference between the percentage of passengers who had a 
private vehicle available to make the trip and those who did not have one (54.78% and 45.22%, 
respectively). The answers given for the question “Overall Service Quality” show that the 
passengers in this sample perceived a suitable level of SQ (average rate of 7.6 and standard 
deviation of 1.5). 
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4. Results and discussion 

Many variables were considered for the case of the Seville Metro which could have influenced 
the results of the BN. Therefore, the data base needed to be pre-processed before taking the 
steps described in the proposed methodology. 

4.1. Data pre-processing 

The following questions were used as variables in the analysis: Thirty seven questions/SQ 
attributes which are related to various aspects of the LRT service, such as Availability of the 
service, Accessibility, Safety, etc.; one question about the overall perceived level of quality 
with the LRT (i.e., “Overall Service Quality”); and, finally, another question about the overall 
satisfaction of the passengers (i.e., “Overall Service Satisfaction”) (see Table 2).The perceived 
level of quality of each of the 37 attributes and the “Overall Service Quality” were asked with 
an 11-point Likert scale (0-lowest quality and 10-highest quality). The “Overall Service 
Satisfaction” was scored on a 5-point Likert scale (1-lowest satisfaction and 5-highest 
satisfaction). 

The data pre-processing began with a re-categorization of the attributes (i.e., 37 SQ attributes 
and “Overall Service Quality”). The accuracy of the BN model, its complexity and the 
probability of each class are influenced by the number of categories of different variables 
(Kashani and Mohaymany, 2011). Therefore, because of the wide range of categories (11 
categories) and the number of variables, the authors decided to reduce them by a re-
categorization of the perceived scores, moving from an 11-point scale to a 5-point scale. The 
“Overall Service Satisfaction” was performed on a 5-point scale and no re-categorization was 
necessary.  

This was followed by performing a Principal Component Analysis (PCA) on the 37 SQ attributes 
in order to determine the SQ latent dimensions. Another PCA was performed on the “Overall 
Service Quality” and “Overall Service Satisfaction” to determine the Quality of Service (QoS) 
latent dimension. The use of a PCA meant the number of dimensions was reduced to 9 (Table 2 
shows the attributes and the dimensions obtained with the PCA). The resulting dimensions 
represent the variables of this study and are as follows: Accessibility (ACCESS), Availability of 
the Service (AVAIL), Customer Service (CUST_SER), Tangible Service Equipment (TANG_E), 
Security (SEC), Individual Space (IND_S), Information (INF), Environmental Pollution (ENV_POL), 
Quality of Service (QoS).  

It is important to highlight that, based on the PCA results (Table 2), the attributes that showed 
a factor loading of 0.4 or higher in the same dimension were grouped together (Brons et al., 
2009). Finally, the attributes B30, B1 and B3 were removed and the dimensions were extracted 
according to 36 attributes. 

Table 2. Principal Component Analysis (PCA) results. 

    PCA Factor 
loadings 

PCA Factor 
weight scores 

Accessibility (ACCESS)     
B8 Easy access of persons with reduced mobility 0.696 0.348 

B6 Easy access to stations and platforms from the street 0.691 0.327 
B7 Operation of elevators, escalators, etc. 0.671 0.326 
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B9 Operation of ticket validators at the entrance and exit of stations 0.635 0.311 

B10 Easy use of ticket vending machines 0.613 0.301 

B5 Easy connection with other transportation modes such as bike 
rental, taxis, buses, etc.  0.548 0.242 

Availability of the Service (AVAIL)     
B2 Number of trains per day (frequency of the service) 0.769 0.434 
B17 Waiting time on the platform 0.728 0.414 

B16 Speed of the trip 0.632 0.315 

B4 Regularity of the service (absence of interruptions caused by 
breakdown or incidents) 0.565 0.296 

B15 Punctuality 0.554 0.243 

Customer Service (CUST_SER)     

B20 Effectiveness and speed of employees to respond, give 
information and deal with users’ daily problems 0.806 0.412 

B19 Courtesy of the employees 0.794 0.400 

B21 Performance of the Customer Service (offices, web site, contact 
by phone, dealing with complaints, etc.) 0.733 0.359 

B18 Appearance of employees 0.693 0.323 
Environmental Pollution (ENV_POL)     
B36 Noise level on the vehicle 0.868 0.425 

B37 Vibration level on the vehicle 0.847 0.407 
B35 Noise level in stations 0.819 0.401 

Individual Space (IND_S)     
B26 Seat availability in stations and on platforms 0.739 0.514 

B27 Level of comfort on vehicle (seat availability or enough room 
while standing up) 0.728 0.486 

Information (INF)     

B12 Updated, precise and reliable information in stations (price. 
operating hours. stops. service interruptions. etc.) 0.733 0.451 

B11 Updated, precise and reliable information on vehicles (operating 
hours, stops, service interruptions, etc.) 0.733 0.442 

B14 Clear and simple notice boards with information and directions in 
stations 0.648 0.368 

B13 Information available through other communication technologies 
(internet, phone, mobile applications, etc.)  0.596 0.356 
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Security (SEC)     

B32 Sense of security against theft and aggression in stations and on 
vehicles 0.740 0.458 

B31 Sense of security against accidents while traveling (crash/vehicle 
derailment) 0.735 0.431 

B33 Sense of security against slipping, falling and accidents at vehicle 
doors and escalators. 0.715 0.416 

B34 Signage of emergency exits and extinguishers 0.592 0.315 
Tangible service equipment (TANG_E)     
B22 Cleanliness of the stations 0.732 0.370 

B24 Lighting in stations 0.707 0.341 
B25 Lighting on vehicle 0.689 0.325 

B23 Cleanliness of the vehicle 0.643 0.298 

B28 Temperature and ventilation system on vehicle and in stations 0.418 0.160 
B29 Appropriate driving 0.340 0.085 

Quality of Service (QoS)     

SQ1 Overall Service Quality 0.921 0.543 
SQ2 Overall Service Satisfaction 0.921 0.543 

4.2. Bayesian Networks results 

The 9 dimensions extracted from the PCA and re-categorized into a 5 point – Likert scale were 
used for learning the BN. Before calibration, the condition that QoS was directly linked to all 
the SQ dimensions was imposed as mandatory for the learning structures. Although the 
literature provides examples where the dimensions indirectly influence SQ (de Oña et al., 
2017), most researches show a direct influence (e.g., de Oña et al., 2013; Eboli and Mazzulla, 
2008; Redman et al., 2013; etc.). 

Figure 1 shows the most robust network. This is learned using the TABU algorithm with mBDeu 
score. The total score of all 17 algorithms is reported for each arc. The red arcs have a score 
equal to or higher than 11. Note that the arcs between QoS and the rest of the variables have 
a score of 17 because these relationships were set as mandatory in all the algorithms. Other 
red arcs showing strong relationships between SQ dimensions are TANG_E with CUST_SER, SEC 
and IND_S; ACCESS with INF and INF with AVAIL. There are also other relationships with scores 
close to the thresholds, for example, TANG_E with INF and AVAIL or SEC with ENV_POL. 
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Note: the dotted arcs are mandatory relationships. 

Figure 1. Learned Bayesian Network. 

Figure 2 shows the occurrence proportion of each arc in the bootstrap replicates. The arcs with 
a proportion close to 1 are considered to be robust while those close to 0 need further 
analysis. 

Note that almost all the red arcs have a value close to 1, which means that the relationships in 
the present BN are robust. Only the relationships between ACCESS and SEC, and SEC and 
IND_S present values under 0.5, so, their significance and relevance were analysed using SEM 
in order to discover whether or not they should be removed. The relationships between the 8 
SQ dimensions and QoS show a value of 1 because these arcs were imposed as mandatory in 
accordance with the literature.  
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Note: the dotted arcs are mandatory relationships. 

Figure 2. BN with the proportion of occurrence of each arc in bootstrap replicates. 

4.3.  Structural Equation Model results 

The SEM was built using the dimension relationships obtained from the previous BN model. 
The latent variables representing the 8 SQ dimensions were explained using the 36 SQ 
attributes (from B2 to B37, without B1, B3 and B30) based on the PCA (Table 2) whereas the 
latent variable QoS, was explained with the two observed variables: “Overall Service Quality” 
(SQ1) and “Overall Service Satisfaction” (SQ2) 
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Table 3. Regression weights of Measurement Relationships. 

Measurement Relationships Unst S.E. St p-value 
B5 <--- ACCESS 1 - 0.625   
B6 <--- ACCESS 1.021 0.030 0.760 *** 
B7 <--- ACCESS 0.986 0.030 0.712 *** 
B8 <--- ACCESS 1.088 0.033 0.717 *** 
B9 <--- ACCESS 1.054 0.034 0.659 *** 

B10 <--- ACCESS 1.076 0.035 0.640 *** 
B2 <--- AVAIL 1 - 0.639   
B4 <--- AVAIL 0.835 0.031 0.561 *** 

B15 <--- AVAIL 0.827 0.025 0.733 *** 
B16 <--- AVAIL 0.966 0.029 0.739 *** 
B17 <--- AVAIL 1.101 0.033 0.715 *** 
B18 <--- CUST_SER 1 - 0.795   
B19 <--- CUST_SER 1.200 0.023 0.853 *** 
B20 <--- CUST_SER 1.293 0.024 0.852 *** 
B21 <--- CUST_SER 1.207 0.025 0.797 *** 
B35 <--- ENV_POL 1 - 0.775   
B36 <--- ENV_POL 1.095 0.022 0.866 *** 
B37 <--- ENV_POL 1.069 0.022 0.853 *** 
B26 <--- IND_S 1 - 0.673   
B27 <--- IND_S 1.087 0.036 0.791 *** 
B11 <--- INF 1 - 0.782   
B12 <--- INF 1.019 0.022 0.797 *** 
B13 <--- INF 0.914 0.028 0.588 *** 
B14 <--- INF 0.906 0.021 0.757 *** 
B31 <--- SEC 1 - 0.764   
B32 <--- SEC 0.925 0.024 0.711 *** 
B33 <--- SEC 1.013 0.025 0.741 *** 
B34 <--- SEC 0.858 0.021 0.733 *** 
B22 <--- TANG_E 1 - 0.740   
B23 <--- TANG_E 1.171 0.028 0.741 *** 
B24 <--- TANG_E 1.060 0.024 0.782 *** 
B25 <--- TANG_E 1.082 0.025 0.782 *** 
B28 <--- TANG_E 1.118 0.037 0.558 *** 
B29 <--- TANG_E 1.192 0.036 0.605 *** 
SQ1 <--- QoS 1 - 0.891   
SQ2 <--- QoS 0.872 0.020 0.773 *** 

Note: Unst., unstandardized; St., Standardized; S.E., estimate of the standard error of the 
covariance. *** (p<0.001). 
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Table 4.Regression weights of Structural Relationships. 

Structural Relationships Unst S.E. St p-value 
ACCESS <--- CUST_SER 0.278 0.022 0.306 *** 
ACCESS <--- TANG_E 0.608 0.031 0.534 *** 
AVAIL <--- INF 0.381 0.024 0.418 *** 
AVAIL <--- TANG_E 0.525 0.033 0.427 *** 

CUST_SER <--- TANG_E 0.862 0.027 0.690 *** 
ENV_POL <--- SEC 0.581 0.024 0.518 *** 

IND_S <--- SEC 0.437 0.036 0.414 *** 
IND_S <--- TANG_E 0.537 0.052 0.340 *** 

INF <--- ACCESS 0.661 0.036 0.557 *** 
INF <--- TANG_E 0.371 0.037 0.275 *** 
SEC <--- ACCESS 0.402 0.037 0.305 *** 
SEC <--- TANG_E 0.757 0.044 0.506 *** 
QoS <--- AVAIL 0.530 0.030 0.507 *** 
QoS <--- CUST_SER 0.139 0.023 0.135 *** 
QoS <--- ENV_POL 0.058 0.014 0.075 *** 
QoS <--- IND_S 0.284 0.024 0.349 *** 
QoS <--- SEC 0.078 0.028 0.090 0.006 
QoS <--- TANG_E -0.213 0.050 -0.165 *** 

Note: Unst., unstandardized; St., Standardized; S.E., estimate of the standard error of the 
covariance. *** (p<0.001). 

 

 

Figure 3. Structural model of SEM with significant relationships. 
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The results of the SEM are displayed in Table 3 and Table 4.  The measurement model shows 
the relationships among the latent and observed variables (i.e.,the 37 SQ attributes, SQ1 and 
SQ2 (Table 3), while the structural model is formed by the 9 dimensions and their relationships 
(Table 4). Concerning the measurement model, all relationships were significant (at a 
significance level of 0.001), and all the standard regression weights were considerably high (St. 
> 0.5). SQ1 and SQ2 explained the QoS dimension very well with a standard regression weight 
of 0.891and 0.773, respectively.  

For the case of the structural model, most of the relationships were significant at a significance 
level of 0.001, and all of them at a level of 0.01. Even the two relationships where the 
proportion of occurrence in the final BN structure (Figure 2) was under 0.5 (i.e., INF with AVAIL 
and SEC with ENV_POL) were significant in the SEM model. Similarly, all the attributes show 
significant and positive relationships with their respective dimensions at a significance level of 
0.001. Almost all the dimensions show significant and positive relationships with QoS. Only 
TANG_E shows a significant but negative relationship with QoS. However, this fact must be 
analysed through the overall effect the variables have on QoS.  

Therefore, Table5 shows that all the dimensions had a direct effect and ACCESS, INF, SEC and 
TANG_E had an indirect effect on QoS. The case of TANG_E can be seen to have had a slightly 
negative direct effect which can be considered to be not as important as its indirect effect. 

Any analysis or study of the SQ model needs to take into account the overall effect, because if 
the research only considered the direct effects then TANG_E would have a negative influence 
on QoS, meaning the pre-assumption made in this study would not have been logical and 
validated and,  therefore, the model would have been incorrect. However, the existence of 
relationships between the SQ dimensions allows the indirect effects on QoS to be included and 
these effects have an overall positive effect which supports our hypothesis about the different 
relationships between SQ and its dimensions (i.e., direct or indirect). 

Considering the Standardized total effects shown in Table 5, the TANG_E and AVAIL 
dimensions are shown to be the most relevant aspects influencing passenger perception of 
QoS, whereas ENV_POL has the lowest total influence on QoS. These results agree with other 
analyses which used the same data base (i.e., De Oña et al., 2016b; De Oña et al., 2015; 
Machado-Leon et al., 2016; etc.) 

Table 3. Direct, indirect and total effect on the "Quality of Service" latent variable. 

  ACCESS AVAIL CUST_SER ENV_POL IND_S INF SEC TANG_E 
Direct 
Effects St. 0.000 0.507 0.135 0.075 0.349 0.000 0.090 -0.165 

Indirect 
Effects St. 0.202 0.000 0.062 0.000 0.000 0.212 0.184 0.776 

Total 
Effects St. 0.202 0.507 0.197 0.075 0.349 0.212 0.274 0.611 

The model’s fit parameters can be seen in Table6. The fit parameters of a basic model in which 
the SQ dimensions have direct relationships with QoS but without any interrelationships 
between them are also shown (Third column). A comparison between the fit parameters of 
both models clearly highlights that the proposed two-step process model described in this 
study achieves better results than the alternative used and thereby supports the existence of 
relationships between the various dimensions forming SQ. 
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The two-step process model proposed in this study achieves the following fit parameters: 
Model chi-square indicates that the magnitude of discrepancy between the sample and fitted 
covariance matrix is insignificant at a level of 0.05, which is the threshold value suggested by 
several authors (e.g., Golob, 2003; Hooper et al., 2008; Mulaik et al., 1989, etc.). Moreover, the 
same authors indicate that the sample size should be greater than 200 for an acceptable 
model, as is the case here. Absolute fit indices like GFI and AGFI have values similar to the 
recommended value, which is 0.90 (GFI=0.921, AGFI=0.909); RMSEA (0.045) is also under 0.08 
for a good fit. Incremental fit indices have comparable values (NFI=0.929and CFI=0.938); in this 
case a value closer to 1 indicates a good fit. The parsimony fit indices, PGFI and PNFI, have 
values of around 0.796 and 0.850, respectively, consistent with the statement expressed by 
Mulaik et al. (1989). Moreover, RMR (0.044) is below 0.05 which indicates well-fitting models. 
Therefore, the level of goodness-of-fit of the model was considered to be fine, even better 
than in other studies in the literature which have applied SEM in the field of PT and others 
(e.g., De Oña et al., 2013; Dimitrov, 2006; Philip et al., 2003, etc.). 

Table 4. Goodness of fit measures of SEM. 

 
Model with Relationships 
between SQ dimensions 

Model without Relationships 
between SQ dimensions 

Fit Indices 

Chi-square  4,273.87 15,112.00 

Degrees of freedom  576 586 

Probability level  0.000 0.000 
Number of distinct parameters to be 

estimated: 90 80 

Absolute fit indices 
GFI 0.921 0.687 
AGFI 0.909 0.643 
RMSEA 0.045 0.088 
RMR 0.044 0.281 

Incremental fit indices 
NFI 0.929 0.750 
CFI 0.938 0.757 

Parsimony fit indices 
PGFI 0.796 0.604 
PNFI 0.850 0.698 

4.4. Discussion about the SQ Model 

Figure 1 shows the relationships that are learnt using BN, and Figure 3 shows the definitive 
relationships of the SQ model which have been validated by SEM. Note that the relationships 
between INF and ACCESS with QoS have been removed. However, their influence on QoS is 
made indirectly through other dimensions. Therefore, it can be stated that all the different SQ 
dimensions have a direct or indirect influence on overall SQ.  
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TANG_E was shown to be the most influential dimension on SQ (total effect=0.611). Note that 
the important influence it has is made in an indirect way which means that the influence of 
TANG_E  comes through other dimensions (e.g., AVAIL, ACCESS, CUST_SER, IND_S, INF or SEC). 
This fact can be explained by analysing the attributes grouped into TANG_E (i.e., temperature, 
cleanliness, lighting, appropriate driving). They might be the “base” of a good performance for 
these dimensions. For example, ACCESS will be perceived in a better way if the cleanliness and 
the lighting work perfectly, which in turn, will have a positive influence on passenger 
perception of QoS.  

AVAIL was shown to be the second most influential dimension on SQ (total effect=0.507). This 
dimension has been shown in the literature to represent a basic and fundamental aspect of 
any public transport service (Eboli and Mazzulla, 2008; UNE-EN 13186, Tripp and Drea, 2002, 
etc.).  

Note the cases of ACCESS and INF which did not have a direct influence on QoS. The 
passengers considered that the different attributes covered by ACCESS and INF did not have a 
direct influence on their global perception of QoS, nevertheless, they can still have a bearing 
on other dimensions (e.g., AVAIL or SEC) and therefore have an indirect influence on QoS. For 
example, if elevators and escalators operate appropriately, the sense of security against falls 
will improve and have a positive direct influence on passenger perception of QoS. 

Finally, the ENV_POL was shown to be the dimension that had the least influence on QoS. This 
can be explained by the fact that the LRT Seville service is a modern environmentally friendly 
electric vehicle and the only pollution being produced is acoustic (noise and vibration). The 
passengers are fully aware of this. 

Certain relevant relationships between SQ dimensions can be highlighted and could not have 
been identified if the proposed two-step process had not been applied. 

A relevant case is t-he TANG_E dimension which influences the remaining dimensions apart 
from ENV_POL. It covers all the aspects relating to lighting, cleanliness (both vehicles and 
stations), temperature, comfort, ventilation, or even appropriate driving. A positive or negative 
perception of this dimension by the passengers is going to influence their perception of the 
remaining dimensions: 

a) Suitable temperature, cleanliness and ventilation allow passengers to perceive a 
good level of on-vehicle comfort (Relationships with IND_S). 

b) Good illumination of elevators, escalators, etc., allow passengers to easily access 
the stations and platforms from the street. Moreover, a good level of cleanliness 
for these facilities means they achieve a good score. Thus, the relationship with 
Access is more than justified (Relationship with ACCESS). 

c) In the case of security, lighting has a direct influence on the numbers of robberies 
or assaults and the number of physical accidents due to bad lighting (i.e. falling, 
crash, slips, etc.), proving the relationship (Relationship with SEC). 

d) Bad driving is going to influence the passenger perceptions about the performance 
of this service, from the point of view of frequency, punctuality, etc. These aspects 
are covered by AVAIL and support their relationships.  

e) Adequate lighting in stations also helps passengers to identify the different 
information boards in order to guide them around the stations or in the train. 
(Relationships with INF). 
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f) Finally, passengers usually demand an adequate performance from the LRT, no 
excessive speeds, a good level of comfort, cleanliness, etc. In other words, these 
are all daily requirements or problems, the resolution of which will impact the 
perception passengers have about the effectiveness and speed of employees in 
dealing with them. Therefore, TANG_E has an influence on the CUST_SER 
dimension. (Relationships with CUST_SER) 

The ACCESS dimension is connected to the INF dimension because well operating ticket 
validating or vending machines allow passengers to be reliably informed which improves their 
satisfaction with aspects associated to information.  

The INF dimension is related to the AVAIL dimension. Updated, precise and reliable 
information means passengers can plan and organize their trips in advance. This fact reduces 
the waiting time on the platform, improves the sense of punctuality and, if this information is 
about the same service in other cities, it can improve their current level of satisfaction over the 
operating hours of the service, its frequency and regularity, etc. 

Finally, the SEC dimension is linked up with the ENV_POL dimension. When passengers feel 
safe it entails a lower level of vibration and noise perception.  

To sum up, these examples show that the relationships extracted from the BN are suitable for 
modelling SQ in this LRT and agree with real life expected scenarios. Bayesian Networks have 
also been shown to be a suitable appropriate technique for finding potential relationships 
which may exist between the variables used in the study. But, when combined with SEM it is 
possible to determine if these relationships are significant or not and, in consequence, to 
check and validate the SQ model framework obtained from the BN. Therefore, this study 
supports the use of the proposed two-step methodology and demonstrates its usefulness and 
relevance in developing new theories to identify new relationships between variables and to 
confirm their validity in this field and others. 

5. Conclusions 

This research demonstrates that the combined use of BN and SEM in a two-step 
methodological process represents a powerful tool which can be used to develop new theories 
or frameworks in any field of knowledge. In this study, the authors have applied this 
methodological approach for analysing SQ in the LRT Service of Seville (Spain). The research 
has demonstrated the usefulness of this methodology in identifying and validating hidden 
relationships between the SQ dimensions of the LRT service. 

The authors have used the BN as an exploratory technique due to its ease of application, it 
learns directly from the data without the requirement of any pre-assumptions and its results 
can be easily interpreted. Furthermore, its characteristics overcome the limitations of SEM as a 
confirmatory technique. BN results are represented as a DAG from which the relationships 
between the model’s variables can be extracted and analysed. This technique allows 
information to be introduced to condition the links between the variables (e.g., compulsion of 
link, prohibition of link, etc.) where researchers have partial expert knowledge about the 
phenomena being studied. Similarly, SEM has been used as a confirmatory technique. It has 
been used to analyse the achieved SQ model due to its suitability as a technique for describing 
complex phenomena. SEM can be considered as a similar but more advanced technique to 
regression modelling; in fact, it allows researchers to introduce latent constructs which really 
appear in such phenomenon where latent dimensions are present. Therefore, the limitations 
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associated with learning directly from data or the requirement for pre-existing knowledge are 
overcome by the characteristics of the two-step methodological procedure applied in this 
research. 

In this study, the authors have followed the learning BN methodology shown in Cugnata et al., 
(2016). It consists of applying a wide range of different learning algorithms and measuring the 
arc strength using re-sampling techniques. In this paper, the most robust BN is learned by Hill 
Climbing with mBDeu score from the data of a CSS of the LRT Service of Seville (Spain). The 
robustness of this BN was checked by bootstraps. The final model was formed with 9 latent 
variables/dimensions (i.e., ACCESS, AVAIL, INF, TANG_E, CUST_SER, SEC, IND_S, 
ENV_POLCUST_SERENV_POL and QoS) and various observed variables (i.e. 37 SQ attributes, 
“Overall service quality” and “Overall Service Satisfaction”). The goodness-of-fit parameters of 
the SEM model provided excellent results, better than those from a model without 
relationships between the SQ dimensions. Moreover, combining both techniques in a two-step 
methodological process represents an interesting approach to model SQ in PT, as a more 
complex phenomenon SQ dimensions not only influence service quality, but also other SQ 
dimensions. 

Furthermore, for this specific case, the resulting model structure provides valuable information 
for understanding what aspects of the service have the greater influence on passengers when 
they are deciding to use the service. This information can help transport managers to prepare 
new strategies and investment plans in order to continually improve the quality perceived by 
their passengers, and consequently the use of the system. Transit operators can also use these 
findings to attract new and retain existing passengers.  
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