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Abstract. People detection and tracking is an interesting skill for in-
teractive social robots. Laser range finder (LRF) and vision based ap-
proaches are the most common although both present strengths and
weaknesses. In this paper, a multisensor system to detect and track peo-
ple in the proximity of a mobile robot is proposed. First, a supervised
learning approach is used to recognize patterns of legs in the proximity
of the robot using a LRF. After this, a tracking algorithm is developed
using particle filter and the observation model of legs. Second, a Kinect
sensor is used to carry out people detection and tracking. This second
method uses a face detector in the color image, the color of the clothes
and the depth information.The strengths and weaknesses of the second
proposal are also commented. In order to put together the strengths of
both sensors, a third algorithm is proposed. In this third approach both
laser and Kinect data are fused to detect and track people. Finally, the
multisensory approach is experimentally evaluated in a real indoor en-
vironment. The multisensor system outperforms the single sensor based
approaches.

Keywords: People detection and tracking, multisensor based tracking,
social robot, human-robot interaction.

1 Introduction

In order to focus its attention on humans, a social robot needs to be aware of
their presence. Therefore, people detection and tracking is an interesting skill.
This is a challenging task because people move freely by the environment around
the robot, moreover the sensory systems could suffer from the presence of false
positives, noise and vagueness in the sensorial data.

Several approaches have been proposed to carry out people detection and
tracking using different kinds of sensors, being the most popular sensors for
those tasks laser sensors and cameras. Regarding laser based approaches, for
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instance, in [7] authors propose detection and tracking schemes for human legs
by the use of a single LRF. In [15] a systematic comparative analysis of laser
based tracking methods, at feet and upper-body height, is performed. In [16]
a system for tracking a variable number of pedestrians in crowded scenes by
exploiting laser range scanners is proposed. On these works some conclusions
arise. Compared with vision approaches, the use of laser sensors is advantageous
since they are robust against illumination changes in the environment and the
tracking algorithms are faster and more efficient. However, laser sensors have
some limitations because the robot only can obtain distance information from
a 2d-plane located at a certain height. A 3D-laser could solve this limitation
but other problems arise as the cost of this device or the time of the data
acquisition. In regards to the vision based approaches, mono, stereo cameras
and RGB-Depth, as the Kinect sensor [12], have been used to detect and track
people. Stereo and RGB-Depth cameras provide color and depth information.
In [13] a fuzzy algorithm for detection and tracking of people in the proximity
of a robot by using stereo vision is proposed. In [19] the depth information
obtained from a Kinect sensor is used to detect humans. A 2-D head contour
model and a 3-D head surface model is shown. Then a tracking algorithm is
proposed based on their detection results. Vision based approaches also have
some limitations. Illumination conditions can affect the performance of these
methods, depth information is not always reliable and false positives in the
detection methods are possible. In order to improve the results of laser and vision
based approaches, multisensor solutions propose to use several kinds of sensors
to achieve a more robust solution. In [3] a people following behavior is developed
fusing information provided by a laser sensor and a stereo camera. In [5] authors
propose multisensor data fusion using a laser scanner and a monocular camera.
In [17] a multiple sensor fusion approach is proposed using three kinds of devices,
Kinect, laser and a thermal sensor mounted on a mobile platform. It is shown
that combination of different sensory cues increases the reliability of their people
following system.

In this paper we propose a multisensor system to detect and track people
in the proximity of a mobile robot. First, a supervised learning approach is
used to identify patterns of legs in the proximity of the robot. This method
analyses certain geometric features present in the laser data in order to detect
possible legs of people. A classifier is trained using Support Vector Machines
(SVM) [6] to classify the data obtained from laser using instances of patterns of
legs. After this, a tracking algorithm is developed using particle filter and the
observation model of the legs. The tracking algorithm is experimentally evaluated
and some strengths and weaknesses are commented. Second, a Kinect sensor is
used to carry out the people detection and tracking. This second method uses
a face detector in the color image in order to perform people detection and the
color of the clothes and the depth information is used to track people. Again a
particle filter is developed using only the Kinect sensor to compare the results
against the first proposal. The strengths and weaknesses of the second method
are commented as well. In order to put together the strengths of both sensors,
a third algorithm is proposed. In this third approach both laser and Kinect are
used to detect and track people in the proximity of the robot. In the same way,
the multisensory approach is experimentally evaluated. In the current work the
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robot is standing still and looking the motion of people but in next works this
limitation will be removed taking into account the required changes.

The rest of this paper is organized as follows. Section 2 describes the hard-
ware that has been used in our system. Section 3 briefly describes the human
legs detection algorithm, including the supervised learning algorithm, and the
laser based tracking proposal. Section 4 shows the people detection and tracking
algorithm based on Kinect. In Section 5 the multisensor approach is shown and
experimental results are compared with both previous approaches. Finally some
concluding remarks and future works are commented in Section 6.

2 System description

Our hardware system comprises a PeopleBot mobile robot equipped with a LRF
SICK LMS200 and a Kinect sensor. Laser sensor scans 180° with a 1° resolution
at 75 Hz. Its maximum range of distance in the current operation mode is 8
meters. It is mounted at a height of 30 cm above the ground. The Kinect features
a RGB camera, a depth sensor and a multi-array microphone. Kinect uses an
infrared projector and an infrared camera which are able to compute depth [14].
The Kinect depth sensor range is: minimum 800 mm and maximum 4000 mm.
The resolution of both color and depth images is 640x480 at 30 fps. Because
it uses IR, Kinect will not work under direct sunlight, e.g. outdoors. Since our
system is intended to allow human robot interaction in indoor environments,
these features of Kinect are suitable for our specifications. More information on
Kinect is available in [20]. A laptop has been used to run the software due to
the onboard computer is not powerful enough to perform video processing. The
laptop has an Intel Core i5 with 4 GB DDR3 RAM and it is wired connected
to the onboard computer. The laptop receives the laser data from the onboard
computer while the Kinect sensor is directly connected to the laptop.

3 People detection and tracking using laser sensor (LRF
based method)

The objective of this work is the design of a system capable to be used in
Human Robot Interaction (HRI) applications. People interested in establishing
interaction with the robot should be close to the robot; thus, an operation range
of 1 to 3 m is defined. The first approach to detect and track people is based
on a previous work by the authors [1] so that only a brief description is given
below.

3.1 Leg detection method

The idea is to detect the legs when people are both moving or static. It is a
challenging task because legs patterns are different in both situations. To do
0, the laser measurements are clusterized and their geometrical properties are
then analyzed. The considered properties comprise width, depth and size and
all of them have been used successfully by others authors [7]. In our approach,
a SVM classifier is trained by using the properties of the detected clusters and
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a large data set that contains positive and negative instances of patterns of
legs. Positive instances were registered with people walking and standing in the
proximity of the robot. Negative instances include objects such as table legs,
bins, boxes and various kinds of fire extinguishers. Note that some of this object
could have geometrical properties similar to those of human legs. A balanced
dataset containing 7802 instances of both, positive and negative samples, was
used to train the SVM classifier.

In order to apply the SVM classifier, LibSVM was used [6]. Different kernels
have been considered and the best precision is obtained with radial basis function
(RBF). A wide grid-search using cross-validation has been performed in order to
find the optimal value for these parameters, obtaining a precision of 89% which
is suitable for this kind of application. Table 1 shows the results of a 10-fold
cross validation. Results are acceptable since the rates of true positives and true
negatives are high.

Table 1. Contingency table for the SVM classifier

Observation class

Positive Negative
Predicted class Positive 88.71 % 10.62 %
Negative 11.29 % 89.38 %

3.2 Particle filter based tracking

Particle filter is well known for its many applications in tracking. Target tracking
problem is expressed by recursive Bayesian estimation. Essentially, two steps are
given in each iteration: prediction and estimation. Both steps take into account
the information of an observation model. Equations of particle filter are well
known [4]. The vector of state, the definition of state transition and the model
of noise is described in [1].

The LRF based method uses the leg detection algorithm as observation model
so that each laser reading set is analyzed and the positions of possible legs are
obtained. The probability for each particle is computed taking into consideration
the distance between the position of the nearest detected legs to the evaluated
particle and the last known position of legs of the tracked person. Details are
also described in [1].

3.3 Experimental results of LRF based method

In order to test the accuracy of the LRF based method several experiments
have been carried out in a real indoor environment. A set of five paths on the
floor were defined taking into account different trajectories. Two trajectories are
straight, one is a circle and the last two are curves. The experiments consist
of tracking people whom are following those trajectories. The trajectories have
been manually mapped to serve as ground truth on people motion. Five persons
participated in the experiments. It is important to acquire data from different
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people since each person has a particular gait. Every person walked on each
trajectory three times. Thus, 75 different samples can be analyzed to measure
the accuracy of the proposal. Notice that laser and images were collected at the
same time to build a dataset which is used to evaluate the three approaches
shown in this work.

The performance of the LRF based tracking on a trajectory J, is measured
taking into account for each time ¢, the euclidian distance from the hypothesis
computed by the tracker h;, to the real position p; € J. The correspondence be-
tween h; and p; should not be made if its distance d; exceeds a certain threshold
H.If d; > H then the tracker has missed the person in the time ¢. The tracking
> dy

mj

error TE1(J), given a trajectory J, is computed by TFE;(J) = where m;

is the total number of matches made in the trajectory J.

The algorithm has been evaluated using different numbers of particles: 50,
100, 150, 200 and 250. Table 2 shows the results obtained for each trajectory
T and each number of particles. Tracking error TE;(.J) and standard deviation
Stdy, in mm, are indicated. The error of tracking decreases when the number of
particles increases. For a number of particles higher than 200 the error decreases
at lower rate, hence, the final algorithm uses 200 particles. Using 200 particles,
the average tracking error for all the trajectories is computed obtaining a value
of 34,33 mm and its standard deviation is 9,93 mm. The processing framerate
obtained using 200 particles has been 40,02 Hz. Therefore the LRF based ap-
proach has a good precision to track a person and it can be used in real time.

Table 2. Results in mm for TE1(J)

Number of particles
50 100 150 200 250
TE, Stdy | TE1 Stdi | TE1 Stdi| TE1  Stdi| TEw  Stdy
28.82 47.60 | 28.90 51.03 | 27.26 50.71| 27.11 47.90| 25.32 39.52
57.04 53.53 | 55.60 56.40 | 49.43 51.75| 49.38 63.16| 47.83 28.83
28.95 30.75 | 31.18 31.61 | 27.47 28.56| 24.14 31.08| 23.87 39.82
43.11 39.80 | 38.65 39.12 | 32.10 38.88| 33.32 44.75| 33.07 34.12
49.62 40.24 | 46.67 41.39 | 42.36 42.27| 37.68 40.14| 36.84 44.97
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Strengths of LRF based approach are the precision, performance rate and
wide field of view of the sensor. However if the model of observation is not suffi-
ciently discriminatory then it is not possible to distinguish between two people
when their trajectories intersect. In such situations, the tracker can confuse the
targets. This problem is illustrated by Fig. 1. In this figure, two persons are
tracked by the system. Red and green points represent two different persons and
blue points are the laser readings. From up left to down right, the two first scenes
show the system properly tracking both people. The two scenes situated below
show the situation when two persons are intersecting their trajectories and the
system is confused as both trackers end up following the same person. Some
proposals try to overcome this problem by including a model of human walking
motion [7] or by using a more complex state and observation models and then
applying data association techniques [5]. However false positives and tracking
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errors are still possible. In this work, a multisensor based tracking is proposed
to overcome this problem, and therefore, to achieve multiple people tracking.

1000 3000 1000 9oee 3000

Fig. 1. LRF based approach fails to discriminate between people that get close enough.

4 People detection and tracking using Kinect sensor

Kinect sensor provides both 640x480 distance map and color image. Therefore
both color and depth information can be used for people detection and tracking.
The Kinect based approach used in this work has been adapted from a previous
work by the authors [13]. In the previous work, a traditional stereo camera was
used and the color and depth information was fused using fuzzy logic. Now,
Kinect is the sensor used and color and depth information is fused using a
particle filter. Below Kinect based approach is described.

Notice that in this work people detection and tracking comprise separate
processes. When new people are detected then independent trackers are cre-
ated for every one. People detection is made by using the frontal face detector
of OpenCV [10] based on the Viola and Jones’ method [18]. Once a person is
detected, a model of that person is built by our method. This model is an ellip-
tical region placed at the height of the person chest. Standard anthropomorphic
measurements have been taken into account to build this model. The model is
resized depending on the distance of people to the Kinect sensor. The center of
this elliptical model will be the target to track on the color image. This is done
by analyzing its color and depth information. To do so, a color histogram ¢ of
the elliptical region is calculated using the HSV color space [8]. HSV color space
is relatively invariable to illumination changes. A color histogram § comprises
npns bins for the hue and saturation. However, chromatic information cannot
be considered reliable when the value component is too small or too big. There-
fore, pixels on this situation are not used to describe the chromaticity. Because
of these pixels might have important information, the histogram includes also
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n, bins to capture its luminance information. Thus, the resulting histogram is
composed by m = npns + n, bins.

As stated above, we consider an elliptical region of the image to create the
color model whose horizontal and vertical axes are h, and h, respectively. Let
pe be the ellipse center and {pj }jzlw,n the locations of the interior pixels. Let’s
also define a function b : ®? — 1, ...,m which associates to the pixel at location
p; the index b(p;) of the histogram bin corresponding to the color u of that pixel.
It is now possible to compute the color density distribution for each bin §(u) of
the elliptical region with:

q(u) =

S|

> klblpy) — (1)

where the parameter k is the Kronecker delta function. Please notice that
the resulting histogram is normalized, i.e., >/ | G(u) = 1. After calculating the
color model, the Bhattacharyya coefficient as described in [2] can be computed.
In the case of a discrete distribution it can be expressed as indicated in Eq.
2. The result expresses the similarity between two color models in the range of
[0, 1] where 1 means that they are identical and 0 means that they are completely
different.

p(6,d) = Viw)q (u). (2)

Once the Bhattacharyya coefficient is computed, two models of color §, ¢’
can be compared through the Bhattacharyya distance [2]:

BD(4,q') =1~ p(4,q) (3)

It provides values near 0 when two color models are similar and tends to 1
as they differ. An important feature of p is that both color models, ¢ and ¢’, can
be compared even if they have been created using regions of different sizes.

4.1 Particle filter based tracking

A particle filter is again used to achieve a robust tracking of detected people.
In this case the state at time ¢ is defined as a pair of coordinates (z,y) on
the image plus the information of depth Z of that pixel. These coordinates
correspond to the pixel centered on the elliptical region that is used to model
the detected person. That is, the people position S; is represented by the state
model S; = [xt,yt, Z¢]. The prediction is carried out by the model of the state
transition. The state transition is defined as S; = S;_1 + R;_1 where S;_1 is the
previous state vector and R;_; is the process noise. A model of people velocity
is not explicitly considered in order to manage the unpredictability of human
behaviors. The noise is modeled using a Gaussian with average pugr and standard
deviation or. Experimental data have been taken into account to establish the
values of ur and o in order to model the conditions of the real world.
Condensation algorithm [11] is used to generate a weighted set of particles
(si(t), IT;(t)) where s;(t) represents an hypothesis of the position of the person
being tracked, and IT;(¢) is a factor called importance weight which provides an
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estimation of the observation. At the beginning the algorithm is provided by an
initial sample (s;(0), I7;(0)) of N equally weighted particles. At each iteration,
the algorithm uses the sample set (s;(t — 1), II;(t — 1)) to create a new one. A
resample mechanism is used to solve the divergence problem by eliminating par-
ticles having low importance weights. Afterwards, the model of state transition
is used to predict the motion of the person obtaining the prediction of the state
S}. The weight IT;(t) of each particle is computed based on the new observation

O(t). Then the weights are normalized so that Zi\; II;(t) = 1.

The observation model is required to carry out the update. As model of ob-
servation, position (z,y) on the image, depth Z and color information are used.
On one hand, let f; , be the euclidian distance in pixels between the position of
the particle s;(t) on the image and the last known state S; and fz the difference
of depth between both positions. On the other hand, let BD(q, §’) be the Bhat-
tacharyya distance (Eq. 3) between the corresponding elliptical regions centered
on the particle s;(t) and the last known position S;. Then, the importance weight
of each particle is computed by:

VA

) =25 A (#) . - Bp@.9)). @)

Parameters o1, 09 correspond to the standard deviations of two zero centered
normal distributions, respectively. 01,02 have been experimentally tuned. The
final person position corresponds to the mean of the state £[S(¢)], calculated as

E[S®)] = Zi\il IT;(t)s;(t). Please, note that face detection is only used in the
detection phase but it is not used in the tracking phase. Therefore, once a person
is detected, this person can be tracked using its people model although his or
her face is not again detected.

4.2 Experimental results of Kinect based method

The goal is to compare the results of the Kinect based approach with the LRF
based approach. Therefore the same dataset collected to test the LRF based
approach is used. However both systems use different coordinates systems. As
Kinect sensor provides the information of depth, the estimated position on the
image x,y can be projected to the LRF coordinates system. Also it is required to
have into account that the ground truth was built by measuring the positions of
the middle point between the legs and now the target is located at the height of
the chest. All these details have been taken into consideration in order to achieve
comparable results. The algorithm has been evaluated using different numbers of
particles: 50, 100, 150, 200 and 250. Table 3 shows the results obtained for each
trajectory T" and each number of particles. Tracking error T'Eo(J) and standard
deviation Stds in mm are computed in a similar way to that of the first approach.
Once again, the tracking error decreases as the number of particles increases.
Using 200 particles, the average tracking error for all the trajectories is computed
obtaining a value of 66,17 mm and its standard deviation is 29,29 mm. The
processing framerate obtained using 200 particles has been 2,46 Hz. These results
point out that the precision of this approach is lower than LRF based approach
although it is enough to develop Human-Robot Interaction applications. The
main problem is the processing framerate since which is low due to the computing
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time required to process the color image and the usage of face detector on each
frame in order to detect a new people in the frame.

Table 3. Results in mm for TE2(J)

Number of particles
50 100 150 200 250
TE> Stds TFE, Stda | TE» Stdy | TE2,  Stde | TE2  Stds
73.63 37.90 | 58.02 67.69 | 58.61 72.12|52.01 40.46 | 50.33 49.72
127.27 135.03 | 111.41 130.71 | 100.18 126.65| 97.80 123.60| 97.18 124.62
114.44 99.18 | 98.24 93.33 | 92.87 81.71|96.45 100.35| 86.96 89.32
44.04 67.36 | 39.35 32.86 | 38.50 32.62|32.92 25.47|33.15 20.15
89.38 90.98 | 67.90 68.50 | 51.03 45.87|51.68 56.88|51.04 34.21

U W N~

However the Kinect based approach has a main advantage over the LRF
based approach. When two or more people are tracked and the color of their
vests are different, the Kinect based approach can still track people without
confusing them and it can cope as well with certain level of occlusion. This
situation is shown by Fig. 2.

Fig. 2. Tracking two people using the Kinect based approach.

5 People detection and tracking using a multisensor
approach

On one hand, LRF based approach is precise and fast but it can confuse the
targets when two or more people are being tracked. On the other hand, the
Kinect based approach has a lower precision and is slower but it can distinguish
people by using color and depth information. Both approaches can suffer from
false positives detection. That is, the SVM classifier can recognize laser data
as legs in a false way and the OpenCV face detector can recognize faces in
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the color image erroneously as well. The multisensor approach fuses information
from both sensors in order to achieve a more robust people detection and tracking
system. In the detection phase, first the leg detector is used to recognize possible
pairs of legs in the proximity of the robot. Second, the possible detected faces
are matched to the possible legs and both observations have to be coherent to
consider that a new person has been detected. Notice that the fields of view of
both devices are different. That is, there can be legs detected but if the person is
out of the field of view of Kinect then it is not possible to find the corresponding
face. Only when both, legs and face, are detected the system creates a new
tracker if the person was not already being tracked.

5.1 Particle filter based tracking

The state definition is similar to the Kinect based approach, but it now includes
the information on the position hy = {hxy, hy:} of the people legs. Thus, people
position S; is represented by S; = [y, yt, Zt, ht]. The state transition and noise
models are similar to those explained in Sect. 3 and Sect. 4. The observation
model includes both previous kinds of information f,, and fz, so that the
importance weight of the particle is computed by:

=35 38 1By &) 5

being fj the euclidian distance between the position of the nearest detected
legs to s;(t) and the last known position of legs of the tracked person. Parameters
01,02 are the same as of those in Eq. 4 and o3 correspond to the standard
deviation of a zero centered normal distribution. o3 has been experimentally
tuned. The final person position corresponds to the mean of the state £[S(t)],

calculated as £[S(t)] = Zfil IT;(t)s:(¢).

5.2 Experimental results of multisensor based method

The idea is to compare the results of the multisensor based approach with the
two previous approaches. Therefore the same dataset is used. The transformation
of the coordinates is also done in this case. The algorithm has been evaluated
using different numbers of particles: 50, 100, 150, 200 and 250. Table 4 shows
the results obtained for each trajectory T and each number of particles. Track-
ing error TE5(J) and standard deviation Stds, in mm, are indicated. Again the
error of tracking decreases as the number of particles increases. Using 200 par-
ticles, the average tracking error for all the trajectories is computed, obtaining
an average value of 40,88 mm and its standard deviation is 10,18 mm. The pro-
cessing framerate obtained using 200 particles has been 3,24 Hz. The results
point that the precision of this approach is lower than LRF based approach
but higher than the Kinect based approach. Nevertheless, we think that it is
enough to develop Human-Robot Interaction applications. Also, the multisensor
approach can distinguish several people depending on the color of their vest and
avoid some false positives of both face and legs detectors. It is the most robust
approach and certain level of occlusion can been managed by the system. The
processing framerate has improved regarding to the Kinect based approach due



Robot 2015 11

to that the face detector is not used for each frame but only when an additional
legs are detected. However it is still slow due to the computing time required to
process the color image. Although the frame rate is low, some applications on
mobile robots have been developed using similar processing framerates taking
into account certain limits. For instance, in [5] a multisensor human detection
and tracking system at 4 Hz is used to follow people. Also, in [9] a multisensor
system running a face detector at a rate of 3 Hz provides good results to follow
people moving in a standard office domain.

Table 4. Results in mm for TE3(J)

Number of particles
50 100 150 200 250
TEs Stds | TEs Stds | TEs Stds| TEs Stds| TEs Stds
44.16 40.61 | 42.08 44.77 | 38.96 43.23| 32.54 42.39| 30.87 42.95
78.69 52.55| 66.15 55.45 | 61.55 54.95| 58.63 48.67| 58.11 63.11
50.12 52.48 | 49.86 58.52 | 41.74 55.37| 37.64 51.54| 34.63 55.44
56.76 50.45 | 53.24 58.44 | 39.50 60.11| 37.42 57.35| 35.97 55.27
45.17 28.55 | 42.15 27.49 | 38.97 39.20| 38.15 28.64| 37.86 41.64

Uk W N -

6 Conclusions and future work

In this paper a new multisensor system to detect and track people in the proxim-
ity of a mobile robot has been proposed. The multisensor approach tries to put
together the strengths of both LRF and Kinect sensors. To explain the develop
of the multisensor system and its advantages, first the LRF based approach is
shown and experimentally evaluated. This method analyses certain geometric
features present in the laser data in order to detect possible legs of people. A
classifier is trained using SVM to classify the data obtained from laser using
instances of patterns of legs. The LRF based approach is briefly described be-
cause is based on a previous work by the authors. Second, a new Kinect based
approach has been developed for this work. The second approach has been also
experimentally evaluated and results show less precision and more computation
time than the first one but it can distinguish people using the color of their vests.
The best results have been obtained by the multisensor system. The multisensor
based approach is able to detect and track people in a real indoor environment
obtaining average tracking error of approximately 4 cm. The main contributions
of this work are the development of the multisensor based approach and the
method to fuse color and depth information of the Kinect sensor with distance
information of a LRF sensor using a particle filter. As future work the goal will
be to improve the processing framerate. To do so, for instance, one possibility
is to reduce the resolution of the images so that less data have to be processed.
Another idea is to execute the face detector only on certain parts of the images
instead of on the whole frame. Also, parallel computing can be used to improve
the speed. Finally, depending on the required precision, the number of particles
used can be lowered in order to reduce the processing time.
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