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ABSTRACT

In recent years, the application of arti�cial intelligence (AI) techniques in health
and medicine, including neuroimaging, has grown exponentially. Neuroimaging plays
a crucial role in studying the central nervous system and supporting clinical diagnosis
through non-invasive examination of the human brain. Computer-aided diagnosis
(CAD) systems have been developed to assist clinicians in this process by using pattern
recognition and prediction capabilities. These systems, created through multidisci-
plinary collaboration, incorporate AI algorithms to improve diagnostic accuracy and
reduce clinician workload. However, these systems face certain challenges, such as the
lack of interpretability of AI models and the small sample sizes inherent in neuroima-
ging studies, which complicate system learning and performance. Addressing these
challenges is crucial for establishing CAD systems as a standard for clinical diagnostic
support.

This thesis focuses on exploring various machine learning (ML) approaches to en-
hance the accuracy and utility of CAD systems while ensuring optimal interpretability
for clinical analysis.

To enhance reliability, one approach involves tackling the curse of dimensionality by
reducing the number of features. The signi�cance of feature selection and extraction
stages is emphasised in the development of an optimised multiclass classi�cation
system. Additionally, validation methods implemented so far in neuroimaging studies
are questioned. The viability of an upper-bounded resubstitution as a validation method
is demonstrated through a non-parametric statistical inference framework, particularly
suitable in studies with small sample sizes. Moreover, the use of classical statistics in
neuroimaging, which usually rely on assumptions that are frequently violated, is also
questioned. To address this, a proposed data-driven approach for generating statistical
inference maps is tested in brain disorders such as Alzheimer’s Disease and Parkinson’s
Disease, and compared with a parametric approach.

Regarding interpretability, two systems are designed to provide easily interpretable
results for clinical experts. These systems place emphasis on the use of explainable AI
techniques. One system focuses on analysing sulcal morphology in individuals with
schizophrenia, while the other system proposes a method for detecting patterns in the
Clock-Drawing Test to assess cognitive impairment.

In summary, this thesis demonstrates the utility of ML techniques in neuroimaging
for brain mapping, feature detection, and classi�cation. It explores the reliability and
interpretability of CAD systems, identi�es potential improvements, and emphasises
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the need for further research to develop techniques tailored to neuroimaging’s unique
conditions. This advancements will enable CAD systems to become a standard for
clinical diagnostic support, ultimately improving the quality of life for patients through
earlier and more accurate diagnoses.
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RESUMEN AMPLIO EN CASTELLANO

Motivación

En los últimos años, ha habido un crecimiento exponencial en la aplicación de
técnicas de inteligencia arti�cial (IA) en el campo de la salud y la medicina, y la
neuroimagen no ha sido una excepción. La neuroimagen es un campo especializado
en el estudio estructural, funcional y de conectividad del cerebro. Se ha convertido
en una herramienta invaluable para el diagnóstico clínico debido a su naturaleza no
invasiva, lo que proporciona una forma conveniente de investigar el cerebro humano.
En este contexto, se están desarrollando sistemas de ayuda al diagnóstico asistido por
computadora (CAD, por sus siglas en inglés) que brindan asistencia a los médicos en el
proceso de diagnóstico a través de un conjunto de herramientas computarizadas con
capacidades de reconocimiento de patrones y predicción. Estos sistemas se diseñan
a partir de la colaboración multidisciplinaria en áreas como matemáticas, ciencia de
datos, IA o la estadística, entre otras. La inclusión de algoritmos de IA en los sistemas
CAD es especialmente importante, ya que ha llevado a mejoras signi�cativas en el
proceso de diagnóstico, con sistemas más precisos y una reducción de la carga de
trabajo para los médicos. Además de su aplicación en la medicina clínica, los sistemas
CAD también se utilizan en áreas como la psicología, las ciencias del comportamiento,
la neurociencia cognitiva y la psiquiatría para comprender mejor el funcionamiento
cerebral, así como el origen, etapas y consecuencias de los trastornos cerebrales. Esto
demuestra la versatilidad y el impacto potencialmente amplio de los sistemas CAD en
diferentes disciplinas relacionadas con el estudio del cerebro.

La estructura de los sistemas CAD generalmente consta de los mismos pasos.
En primer lugar, los datos que se introducen en el sistema, generalmente imágenes
cerebrales, se procesan para estandarizarlos y garantizar un rendimiento óptimo del
sistema. La siguiente etapa es dotar de inteligencia al sistema para el aprendizaje
deseado, ya sea la clasi�cación de diferentes condiciones o la detección de regiones
de interés (ROIs, por sus siglas en inglés). En ambos casos, diversos algoritmos son
aplicados para operar con las características de entrada y para el proceso de aprendizaje
en sí del sistema. Finalmente, se evalúa el rendimiento del sistema en un último paso.

Las imágenes cerebrales proporcionan una amplia gama de información que debe
ser procesada para su análisis. En este contexto, la IA y especí�camente el aprendizaje
automático o machine learning (ML) desempeñan un papel fundamental. Aprovechando
la capacidad computacional disponible en la actualidad, se están proponiendo enfoques
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basados en ML para el análisis de neuroimagen. En este campo de estudio se han logra-
do avances signi�cativos que van desde esquemas lineales y de baja dimensionalidad,
hasta arquitecturas de redes neuronales profundas para la selección, extracción y clasi-
�cación de características. Estas técnicas contribuyen de manera sustancial a mejorar la
precisión y la capacidad de reconocimiento al analizar patrones complejos presentes en
las imágenes cerebrales. Por tanto, estos avances tienen un gran potencial en el campo
del análisis de neuroimagen y ofrecen nuevas perspectivas para la comprensión y el
diagnóstico de trastornos cerebrales. Sin embargo, estos sistemas se enfrentan a ciertos
desafíos signi�cativos. Uno de ellos es la falta de interpretabilidad de los modelos
de IA, que se vuelve más indescifrable a medida que aumenta la complejidad de los
sistemas, especialmente aquellos basados en aprendizaje profundo o deep learning
(DL). La opacidad de estos modelos di�culta la comprensión de los procesos internos y
las razones detrás de sus decisiones, lo que limita su con�abilidad y aceptación en el
ámbito clínico. Otro desafío importante es el pequeño tamaño de las muestras inherente
a los estudios de neuroimagen. Estos estudios se basan en conjuntos de datos obtenidos
de un número limitado de sujetos, lo cual di�culta el aprendizaje adecuado del sistema.
El tamaño reducido de la muestra puede resultar en modelos con baja generalización y
susceptibles a errores, lo que afecta negativamente su rendimiento y precisión. Abordar
estos desafíos es crucial para poder establecer los sistemas CAD como un estándar
�able y efectivo de apoyo al diagnóstico clínico.

Objetivos

La �nalidad de esta tesis es explorar diferentes enfoques de ML para conseguir mé-
todos �ables e interpretables en neuroimagen. Obtener métodos con estas propiedades
conduciría a sistemas CAD de mayor precisión y utilidad en la práctica clínica, lo cual
es el �n último de cualquier estudio de neuroimagen. Con este propósito, se pueden
de�nir los siguientes objetivos:

• Desarrollar y evaluar diferentes métodos para aumentar la �abilidad de los
sistemas CAD, abordando los problemas asociados al tamaño de la muestra y al
número de características disponibles.

• Desarrollar y evaluar algoritmos con una interpretabilidad óptima para el análisis
clínico, lo cual mejora la con�anza de los profesionales de la salud y facilita la
toma de decisiones basadas en evidencia.

Se han realizado diversos estudios para lograr los objetivos propuestos. Para el
primer objetivo, centrado en la �abilidad de los sistemas CAD, se han llevado a cabo
investigaciones que cuestionan las técnicas utilizadas actualmente en neuroimagen,
como los métodos de validación de resultados y las técnicas de generación de mapas
estadísticos cerebrales. Todo ello con el objetivo último de obtener sistemas CAD
robustos. A continuación, se enumeran los estudios realizados en este sentido:
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1. Un sistema CAD optimizado y centrado en la capacidad predictiva de un cla-
si�cador multiclase basado en técnicas de ML. Este estudio realiza un análisis
exhaustivo de la relevancia de las fases de extracción y selección de característi-
cas.

2. Un marco de inferencia estadística no paramétrica para evaluar la signi�cancia
estadística de la tasa de acierto en modelos de ML y DL. Esto también permite
comparar el rendimiento de los métodos de validación tradicionales con respecto
a un enfoque novedoso basado en la Teoría del Aprendizaje Estadístico (SLT, por
sus siglas en inglés).

3. Una metodología para la generación de mapas estadísticos en imágenes cerebrales
basada en técnicas de ML (aprendizaje agnóstico), el cual es adaptable a diferentes
técnicas de imagen médica. Este método es comparado al modelo tradicional
basado en el modelo linear general (aprendizaje paramétrico), implementado en
la herramienta SPM (Statistical Parametric Mapping).

Enfocándose en el segundo objetivo, centrado en el diseño de sistemas CAD con
una interpretabilidad óptima, se han realizado los siguientes estudios que integran
técnicas de IA explicables, conocidas comúnmente como XAI (Explainable AI ), junto
con los algoritmos propios de un sistema CAD:

4. Un sistema CAD para la detección de patrones de interés en la morfología de
los surcos cerebrales, en el cual se compara el rendimiento obtenido usando
técnicas paramétricas y no paramétricas de signi�cancia estadística. Además,
los resultados de clasi�cación se analizan utilizando técnicas XAI para mejorar
la interpretabilidad.

5. Un sistema CAD basado en técnicas de DL y XAI para la detección de patrones
en imágenes, con el propósito de ser una herramienta útil en el análisis clínico.

Contribuciones

En la Parte II de esta tesis, se presentan los capítulos que contienen las descripciones
y análisis de los estudios mencionados anteriormente. A continuación, se ofrece un
breve resumen de cada uno de ellos:

Aplicación de Machine Learning en Clasi�cación Multiclase

En este estudio, descrito en el capítulo 6, se propone un sistema CAD para detección
multiclase de Alzheimer. En este caso, se consideraron cuatro condiciones: sujetos
controles, sujetos con deterioro cognitivo leve, pacientes de Alzheimer y personas que
durante el seguimiento del estudio habían pasado de estar diagnósticos con deterioro
cognitivo a Alzheimer. La base de datos empleada procede de un concurso internacional
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sobre predicción automatizada del deterioro cognitivo leve, y contiene datos extraídos
de imágenes de resonancias magnéticas (MRI, por sus siglas en inglés) cerebrales.

El método implementado en el sistema se basa en un enfoque uno vs. uno tanto
para selección y extracción de características como para clasi�cación. Los datos tam-
bién son inicialmente preprocesados para detección de valores atípicos, los cuales son
corregidos previamente a las etapas principales del sistema. Son varios los parámetros
y clasi�cadores evaluados, con especial atención a la optimización de las etapas de se-
lección y extracción de características. El proceso �nalmente seleccionado se compone
de varias etapas. Para la selección de las características más relevantes, se utiliza un
método de ordenación y �ltrado basado en el t-test. Las características seleccionadas
se transforman mediante PLS (Partial Least Squares) para extraer características de
menor dimensionalidad, las cuales se introducen en el clasi�cador. Este clasi�cador
consiste en una Máquina de Vectores de Soporte (SVM, por sus siglas en inglés). Los
clasi�cadores binarios obtenidos se combinan utilizando la codi�cación ECOC (Error
Correcting Output Codes), y la condición asociada a cada muestra es aquella con mayor
peso en el código obtenido.

El método propuesto, el cual es posterior a la realización del concurso, alcanza una
tasa de acierto del 67 % en la clasi�cación multiclase, superando todas las propuestas
que se presentaron al concurso. Además, el método también es coherente con hallazgos
recientes aplicando sistemas CAD para la enfermedad de Alzheimer y, la metodología
seguida podría aplicarse a otros problemas de clasi�cación multiclase.

Un Método de Inferencia Estadística No Paramétrica

En el capítulo 7 se detalla una metodología a seguir para estimar la signi�cancia
estadística de los resultados obtenidos con sistemas CAD. Esto es de especial interés
en campos como la neuroimagen, donde el tamaño muestral (normalmente limitado)
limita la capacidad de generalización del clasi�cador, al no haber su�cientes muestras
de las que aprender y validar los resultados.

Esta metodología propuesta consiste en una inferencia de efectos aleatorios basada
en una prueba de permutación de etiquetas. La signi�cancia estadística de los resultados
se evalúa a partir del poder estadístico y la capacidad de control del error Tipo I. Son
varios los escenarios analizados en este estudio, conjuntos balanceados, desbalanceados,
binarios y multiclase, todos ellos con el denominador común de que son conjuntos
muestrales de tamaño limitado y que están relacionados con el Alzheimer. Los sistemas
CAD aplicados en éstos se basan en Autoenconders para la fase de extracción de
características y en SVM para la etapa de clasi�cación. Para el análisis del rendimiento
de estos sistemas, se aplican dos métodos diferentes de validación, el más conocido y
empleado, la validación cruzada basada en K -fold, y la resubstitución acotada con límite
superior, la cual se ha denominado RUB (resubstitution with upper bound correction).

Los resultados indican que RUB rinde ligeramente mejor que K -fold como método
de validación en escenarios de pequeño tamaño muestral, especialmente en aquellos
donde las muestras son más heterogéneas. Por tanto, se podría considerar RUB como un
método válido y e�caz en neuroimagen en términos de coste computacional, varianza
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y sesgo.

Statistical Agnostic Mapping (SAM)

Se propone en el capítulo 8 una metodología para generación de mapas estadísticos
en imágenes cerebrales. Dicha metodología se ha nombrado como Statistical Agnostic
Mapping o SAM. Como su nombre indica, este método evita las técnicas paramétricas
en su proceso, a diferencia del marco ampliamente aceptado en la comunidad de
neuroimagen (SPM), siguiendo un enfoque basado en datos. Se trata de un método de
análisis por regiones, donde las imágenes cerebrales son parceladas por regiones, por
ejemplo, procedentes de un atlas, y éstas son procesadas y clasi�cadas una a una. Se
reduce la dimensionalidad de dicha región (vóxeles) mediante PLS y las características
son introducidas en un clasi�cador SVM lineal, donde datos procedentes de sujetos
controles y aquellos de la condición bajo análisis son contrastados aplicando RUB
como método de validación. Finalmente, para detectar las regiones más signi�cativas,
se aplica un test de proporciones a partir de las tasas de acierto obtenidas de cada
región y se detectan aquellas más signi�cativas en función de un nivel de signi�cancia
pre�jado.

Esta metodología se ha aplicado satisfactoriamente en escenarios con diferentes
técnicas de imagen, como MRI o la tomografía computarizada por emisión de fotón
único (SPECT), diversas condiciones (Alzheimer o Parkinson) y tamaños de efecto que
van desde grandes hasta triviales. Se ha comprobado que genera un control efectivo
sobre falsos positivos, así como resultados consistentes en diferentes tamaños de
muestra.

Los mapas obtenidos han sido comparados con los que se obtendrían aplicando
SPM, concluyendo con su utilidad como una alternativa altamente competitiva y
complementaria a SPM, cuyas suposiciones paramétricas en las que se basa son a
menudo son difíciles de cumplir. Además, se aborda el potencial de la herramienta para
ser aplicada en otros tipos de contrastes o funcionalidades. Concretamente, se explora
la posibilidad de aplicarlo en estudios de electroencefalograma (EEG), es decir, pasar
de estudios espaciales a temporales. Sin embargo, el rendimiento no ha sido óptimo,
siendo necesario re�nar el método para que sea de utilidad en este campo. Por ejemplo,
esto implicaría modi�car el proceso de selección de instantes temporales de interés y
adoptar un límite superior para aplicar RUB que se ajuste mejor a este tipo de datos.

Explorando características relevantes: Interpretabilidad de los Mode-
los de Machine Learning

En este estudio se propone un sistema CAD para explorar la utilidad de carac-
terísticas procedentes de los surcos cerebrales para discriminar entre pacientes con
esquizofrenia y controles. Dicho estudio se describe en el capítulo 9, el cual muestra el
potencial de combinar diversas técnicas estadísticas, de ML y de DL con características
procedentes de los surcos cerebrales para abordar la tarea de clasi�cación.
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En primer lugar, las características de los surcos cerebrales empleadas son analiza-
das en una etapa de selección de características relevantes, donde se comparan técnicas
paramétricas y no paramétricas para realizar dicha selección, con el objetivo comprobar
cómo se comportan dichas técnicas en escenarios de pequeño tamaño muestral. Las
características seleccionadas también son comparadas en rendimiento de clasi�cación
con aquellas extraídas mediante PLS, usando el algoritmo SVM lineal como clasi�cador.
Además, se incluye la comparativa de rendimiento entre aplicar RUB o K -fold como
métodos de validación. Por último, se plantea un escenario de DL en el cual se aplican
técnicas XAI para comprobar la relevancia de las características durante el proceso de
aprendizaje de la red.

En los resultados obtenidos se observa un rendimiento similar entre aplicar técnicas
paramétricas y no paramétricas, así como en el uso de RUB y K -fold. Por tanto, podría
evitarse el uso de técnicas basadas en asunciones que no se cumplen fácilmente,
especialmente en relación con el típico tamaño muestral limitado. Las técnicas no
paramétricas permitirían abordar de manera efectiva estas di�cultades inherentes de
datos limitados.

Desde una perspectiva clínica, los hallazgos obtenidos son altamente signi�cativos
por dos razones principales. En primer lugar, ninguna investigación previa ha automa-
tizado el análisis de características procedentes de los surcos de todo el córtex cerebral,
lo que representa un avance notable. En segundo lugar, la forma en que se procede
en el estudio ha permitido un estudio exhaustivo de las áreas cerebrales relevantes
en las diferentes etapas del sistema CAD. Por ejemplo, se han reproducido hallazgos
de estudios anteriores en áreas como la temporal y la precentral, y se ha observado
la importancia del hemisferio izquierdo. Estos resultados proporcionan información
valiosa que contribuye a una comprensión más profunda de la condición en cuestión.

Inteligencia Arti�cial Explicable para Imagen

Finalmente, en el capítulo 10 se detalla el sistema CAD propuesto para automatizar
el diagnóstico del deterioro cognitivo a partir de la versión clásica del Test del Reloj,
un test cognitivo altamente empleado en el entorno clínico para evaluar el estado
cognitivo de los sujetos. La base de datos empleada en este caso se compone de más de
7000 muestras de dibujos realizados a manos de dicho test por personas sanas y con
deterioro cognitivo. A diferencia de en los estudios anteriores, tal cantidad de muestras
evita el problema del pequeño tamaño muestral, permitiendo una buena capacidad de
generalización del algoritmo de clasi�cación.

El sistema CAD está compuesto por varias etapas. La primera de ella es el pre-
procesado de las imágenes. Puesto que se tratan de dibujos escaneados en distintos
centros médicos españoles, ni la forma ni el tamaño de los dibujos estaban normaliza-
dos, incluso contenían comentarios clínicos del paciente. Es por ello que esta primera
etapa de preprocesado es de vital importancia para estandarizar las imágenes al mismo
tamaño (224x224) y eliminar elementos irrelevantes del dibujo. Estas imágenes son
introducidas en una red neuronal convolucional, donde las primeras capas, convolu-
cionales, tienen el objetivo de extraer patrones relevantes para la clasi�cación, y las
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capas �nales, lineales, están orientadas a la clasi�cación.
La tasa de precisión de este modelo fue del 75.65 %, con un área bajo la curva ROC

de 0.83, al aplicar un subconjunto equilibrado de 3282 muestras. Con un conjunto de
datos más grande de 7009 muestras, la tasa de precisión fue del 70.04 %. Estos valores
son consistentes según la literatura previa en este tipo de prueba. Se aplicaron varias
técnicas XAI para mejorar la interpretación grá�ca del modelo, como los mapas de
saliencia y el algoritmo Grad-CAM (Gradient-weighted Class Activation Mapping). Estas
técnicas destacaron la importancia de la posición de las manecillas del reloj en el dibujo,
ya que las personas sanas tienden a colocarlas a la hora establecida en la prueba (a
las once y diez), mientras que las personas con deterioro cognitivo muestran mayor
variabilidad en su colocación. La capacidad del sistema para obtener resultados �ables
e interpretables demuestra su utilidad en el ámbito clínico, incluso en regiones con
recursos limitados donde se utiliza la versión analógica de la prueba.

Conclusiones

Esta tesis ha tenido como objetivo demostrar la utilidad de las técnicas de ML no
solo en escenarios de clasi�cación, sino también en el mapeo cerebral y la detección de
características relevantes. Además, se han examinado la �abilidad e interpretabilidad de
los sistemas CAD y se han explorado formas de mejorar estos aspectos. En resumen, las
conclusiones extraídas de las contribuciones realizadas en esta tesis son las siguientes:

• La aplicación de una resubstitución acotada en los diversos capítulos ha demos-
trado su viabilidad en neuroimagen como método de validación. Esta estimación
teórica del error o riesgo asociado a un algoritmo de clasi�cación mejora su
capacidad de generalización al aprovechar la información de todas las muestras
disponibles. Esto es especialmente valioso en escenarios de pequeño tamaño
muestral, comunes en los estudios de neuroimagen.

• Otro enfoque para mejorar la �abilidad del sistema es considerar las etapas de
selección y extracción de características. Estas etapas desempeñan un papel vital
en la identi�cación de cualquier inconsistencia en los datos y en la optimización
del rendimiento de los clasi�cadores. Además, estos pasos tienen como objetivo
reducir la carga computacional, que puede ser signi�cativamente altas al analizar
datos de alta dimensionalidad en neuroimagen. De hecho, se propone un sistema
CAD en el capítulo 6, en el cual la etapa de extracción y selección de caracte-
rísticas fue de suma relevancia. El estudio detallado de esta etapa permitió una
mejora considerable en el rendimiento del sistema. Además, el método también
fue coherente con hallazgos recientes en la enfermedad de Alzheimer.

• La comparación más completa entre RUB y K -fold CV se realizó en el capítulo 7
utilizando una metodología no paramétrica para analizar la certeza de predicción
en sistemas CAD. Para ello, se exploró el equilibrio entre la potencia estadística
y el error de Tipo I. Ambos enfoques de validación, CV y RUB, obtuvieron una
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tasa de FP muy cercana al nivel de signi�cación para cualquier dimensión de
entrada. Además, ambos ofrecieron una potencia estadística aceptable, aunque
ligeramente inferior utilizando CV. Todo esto con la ventaja de utilizar todo el
conjunto de muestras. Por lo tanto, considerando también que el costo compu-
tacional por iteración es menor utilizando RUB que CV, se recomienda su uso
para estudios estadísticos.

• La metodología SAM, propuesta en el capítulo 8, es un enfoque basado en datos.
Ofrece un enfoque factible para obtener mapas estadísticos agnósticos. A través
de experimentos realizados en varios marcos experimentales y conjuntos de datos,
este enfoque multivariado ha demostrado su capacidad para evaluar cambios
signi�cativos en los volúmenes cerebrales. Exhibió un control efectivo sobre los
falsos positivos y arrojó resultados consistentes en diferentes tamaños muestrales.
En consecuencia, SAM puede verse como una alternativa altamente competitiva y
complementaria a SPM, ampliamente aceptado en la comunidad de neuroimagen.

• Se ha observado potencial en SAM para adaptar el método a otros tipos de
contrastes o análisis factoriales, aprovechando los numerosos avances en ML
en los últimos años. De hecho, se ha explorado la posibilidad de extrapolar la
funcionalidad espacial a estudios de EEG temporal. Sin embargo, para mejorar su
rendimiento, es necesario re�nar el método. Esto implicaría modi�car el proceso
de selección de los instantes temporales de interés y adoptar un límite superior
menos conservador que se ajuste mejor a este tipo de datos.

• El estudio en el capítulo 9 reveló el potencial de combinar diversas técnicas
estadísticas, de ML y de DL con características procedentes de surcos cerebrales
para abordar la clasi�cación de sujetos con esquizofrenia y controles. Los métodos
utilizados en el estudio mostraron la e�cacia de las técnicas de extracción y
selección de características, así como los métodos de validación como RUB, para
abordar de manera efectiva las di�cultades inherentes asociadas con pequeños
tamaños muestrales. Además, el estudio con�rmó el valor de las técnicas XAI
para mejorar la interpretabilidad y obtener información sobre la importancia de
cada característica en el proceso de clasi�cación.

• Desde una perspectiva clínica, los hallazgos obtenidos en este estudio son muy
intrigantes, ya que ninguna investigación anterior ha automatizado el análisis de
características de los surcos cerebrales en todo el córtex cerebral. Este proceso
ha permitido replicar los hallazgos de estudios previos en las áreas temporal y
precentral, al tiempo que proporciona nuevos conocimientos sobre los meca-
nismos subyacentes en la esquizofrenia. Estos resultados ofrecen información
valiosa que contribuye a una comprensión más profunda de la afección.

• Por último, el sistema CAD propuesto en el capítulo 10 obtuvo un rendimiento
acorde a las expectativas al emplear una versión análoga del Test del Reloj. El
uso de un gran número de muestras reales aseguró la �abilidad de los resultados.
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Además, se aplicaron métodos teóricos de grafos para mejorar la interpretabilidad
e identi�car patrones relevantes de información. Especí�camente, se detectó
la posición de las agujas del reloj como ROI. Estos hallazgos demostraron la
idoneidad del sistema para su implementación en centros médicos de todo el
mundo, especialmente en regiones con recursos limitados donde se utiliza la
versión análoga del test.

Considerando las fortalezas y limitaciones encontradas durante el desarrollo de esta
tesis, existen varias direcciones prometedoras para investigaciones futuras. Por ejemplo,
el trabajo presentado está limitado a la aplicación de la resubstitución acotada para
clasi�cadores lineales. Trabajos futuros podrían centrarse en implementar y probar
otros límites en clasi�cadores más complejos, por ejemplo, en redes neuronales, y
comparar su rendimiento con otros métodos de validación. Otra línea de investigación
interesante sería ampliar el análisis de las características de los surcos cerebrales
para investigar sus interrelaciones y establecer comparaciones entre las características
morfológicas de los surcos y las circunvoluciones. De esta manera, se podría obtener una
comprensión más amplia del papel de la morfología cortical, no solo en la esquizofrenia,
si no en diversas afecciones neurológicas.
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1.1 Motivation

In recent years, the application of Arti�cial Intelligence (AI) techniques in health
and medicine has increased exponentially [1], and neuroimaging is no exception [2].
Neuroimaging is a specialised �eld that focuses on studying the structure, function, and
connectivity of the brain. It has emerged as a valuable tool for clinical diagnosis due to
its non-invasive nature, providing a convenient means to investigate the human brain.
To this end, Computer Aided Diagnosis (CAD) systems are developed, which o�er such
assistance to clinicians in the diagnostic procedure through a set of computerised tools
with pattern recognition or prediction capabilities. These tools are implemented based
on multidisciplinary collaboration in areas such as mathematics, data science, AI or
statistics, among others. Particularly important was the inclusion of AI algorithms
in CAD systems, which led to signi�cant improvements in the diagnostic procedure,
with more accurate systems and reductions in clinician workload. Furthermore, CAD
systems are not only used in clinical medicine, but are also applied in other areas such
as psychology [3], behavioural science [4], cognitive neuroscience [5] or psychiatry [6]
to better understand the way the brain behaves or the origin, stages and consequences
of brain disorders.

The structure of CAD systems usually consists of the same steps. First of all, data
to be fed into the system, usually brain images, are processed to standardise them
and ensure optimal system performance. The next stage is to provide intelligence
to the system to learn the desired outcome, whether it is classi�cation of di�erent
conditions or detection of Region of Interests (ROIs). In either case, algorithms are
applied to handling the input features and for the actual learning of the system. Finally,
the performance of the system is evaluated in a last step.
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Brain imaging scans as input features provide a high volume of information that
needs to be processed. This is where AI comes into play, or more speci�cally, Machine
Learning (ML), one of its branches. Given such large volume of information, versatile
approaches based on ML are currently suggested for neuroimaging analysis, which
is possible thanks to the computational capacity available today. Advances in this
�eld of study range from linear and low-dimensional schemes [7] to deep neural
network (NN) architectures for selection, extraction and classi�cation [8]. All of these
techniques contribute to enhancing accuracy and recognition rates when analysing
complex patterns in high-dimensional contexts, even with the presence of subgroups
in the di�erent conditions [9]. It is precisely the latter (NNs) that are currently most
widely applied, increasing the complexity of the learning techniques in the systems
implemented, and which are known as Deep Learning (DL). Nevertheless, this increase
in complexity does not always translate into a noticeable improvement in the systems’
performance, although it does increase the computational cost and decreases the
interpretability of the model. This generates several problems, such as the reluctance
of clinicians to use these methods because of their lack of physical interpretation, which
reduces their capacity for interpretation, or concerns about the learning capacity of
the algorithms due to the opacity that shrouds them [10, 11]. Therefore, in order to
establish CAD systems as a standard for clinical diagnostic support, it is necessary to
address these issues, which are not the only ones.

One of the fundamental neuroimaging challenges, the sample size, persists over
time [12, 13]. Neuroimaging studies are based on data, e.g. biomarkers, obtained from
subjects. The number of these subjects hardly reaches a thousand, and is usually less
than a hundred. Such modest sample size leads to statistical uncertainty in the studies:
imprecise measurements, variable e�ect sizes or occurrence of False Positives (FPs) and
False Negatives (FNs), i.e. the incorrect detection by the system of the presence of a
condition and the failure to detect the presence of such a condition when it does exist,
respectively [14, 15]. All this negatively a�ects the statistical power of the studies
conducted and the issue is commonly known as the Small Sample Size Problem [16, 17].

A directly-related common issue in neuroimaging is the Curse of Dimensionality
[18]. This is related to the disproportion that often exists in the ratio between the
number of samples (sample size) and the number of features fed into the computational
system. In contrast to the small sample size, the number of features normally available
in neuroimaging is considerable. Brain imaging scans contain a vast number of voxels,
even a million. This number is increasing due to technological advances that improve
spatial and temporal resolutions [19]. In addition, features related to measurements
of anatomy and physiology are increasingly used as biomarkers in conjunction with
imaging scans [20].

These issues limit the learning capacity of the implemented systems, since it
is extremely di�cult to exploit all the information o�ered by the biomarkers with
the typical small sample size. This is especially true when applying DL algorithms
in neuroimaging. The complexity that characterises them allows for more abstract
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calculations. Therefore, it might be assumed that a more accurate performance will
be obtained, but these algorithms require a large number of samples to tune them
properly. Not forgetting their lack of interpretability. The ideal solution to most of the
issues described above would be to conduct studies with larger sample sizes. However,
this is not easy to implement in practice. Limitations include the di�culty of recruiting
participants in the studies (lack of volunteers, limited budget, etc.) or conducting multi-
centre studies (di�erent acquisition protocols or processing methods, diverse clinical
conditions, etc.) [21]. Fortunately, in recent years, some initiatives are appearing to
overcome these limitations such as the Human Connectome Project (HCP) [22] or UK
Biobank [23] with thousands of samples currently collected. Another approach that is
becoming popular is to use data augmentation techniques [24]. However, the samples
generated are synthetic, so clinically this alternative is of less interest.

An alternative approach to mitigate the Curse of Dimensionality is to reduce the
number of features. For this purpose, feature selection or feature extraction techniques
are normally applied, which have been widely and successfully implemented in a large
number of CAD systems [7, 25, 26, 27]. Nevertheless, this approach is oriented towards
traditional ML algorithms, as its application in DL is meaningless. This is because
DL architectures themselves serve as a method of feature extraction and subsequent
classi�cation [28, 29].

Another proposal to improve the reliability of CAD systems, which encompasses
all types of algorithms, is to question the validation methods implemented so far and
to propose alternatives that are better adapted to the conditions of neuroimaging
[15, 30, 31]. The same applies to classical statistics used in neuroimaging, especially in
those studies involving voxel-wise analyses, and that relies on assumptions that are
frequently violated [32, 33, 34].

Further research is needed in this line to cover these crucial questions in neu-
roscience. Methods and techniques should be developed adapted to the particular
conditions of the �eld, such as sample size or be valid for any type of data, in a reliable
and interpretable ways. This will allow CAD systems moving a step forward, enabling
them to become a standard for clinical diagnostic support and thus improving the
quality of life of patients with earlier and more accurate diagnoses.

1.2 Aims and objectives

This thesis aims to explore di�erent ML approaches to achieved reliable and inter-
pretable methods in neuroimaging. Obtaining methods with these properties would
lead to CAD systems of enhanced accuracy and utility in clinical practice or other areas,
which is the ultimate aim of any neuroimaging study. For this purpose, the following
objectives can be de�ned:

• Develop and evaluate di�erent methods to increase the reliability of CAD systems,
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addressing the issues associated with sample size and the number of features
available.

• Develop and evaluate algorithms with optimal interpretability for clinical analy-
sis, which enhances healthcare professionals’ con�dence and facilitates evidence-
based decision-making.

Several studies have been conducted to achieve the proposed objectives. For the �rst
one, which focuses on system reliability, research has been carried out questioning the
techniques currently used in neuroimaging, such as validation methods and statistical
brain mapping generation techniques. Additionally, robust CAD systems have been
implemented. The following studies have been conducted in this regard:

1. An optimised CAD system focusing on the predictive capability of a multiclass
classi�er based on ML techniques. This study includes an exhaustive examination
of the relevance of the feature extraction and selection steps.

2. A non-parametric statistical inference framework to assess the statistical sig-
ni�cance of accuracies in ML and DL models. This framework also enables the
comparison of the performance between traditional validation methods and a
novel approach based on Statistical Learning Theory (SLT).

3. A methodology for generating statistical maps in brain images based on ML
techniques (agnostic learning), which is adaptable to di�erent medical imaging
techniques. This method is compared to the traditional model based on the
General Linear Model (GLM) (parametric learning), implemented in the frame-
work Statistical Parametric Mapping (SPM).

Focusing on the second objective, which is centered on the design of CAD sys-
tems with optimal interpretability, the following studies have been conducted, where
Explainable Arti�cial Intelligence (XAI) techniques have been incorporated alongside
the algorithms inherent to a CAD system:

4. A CAD system for detecting patterns of interest in the morphology of brain
sulci, in which the performance obtained using parametric and non-parametric
techniques of statistical signi�cance is compared. In addition, the classi�cation
outcomes are analysed using XAI techniques to enhance the interpretability.

5. A CAD system based on DL and XAI techniques for pattern detection in images,
aiming to be a valuable tool in clinical analysis.

1.3 Organisation of this thesis

This thesis is organised in three main parts, each consisting of several chapters.
Part I begins with an introduction (chapter 1), where the motivation and primary
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objectives of this research are outlined. Following that, a comprehensive review of the
state of the art is presented, covering topics such as the morphological features of the
brain and neuroimaging techniques (chapter 2), as well as the statistical techniques
(chapter 3) and AI techniques (chapter 4) commonly applied in neuroimaging. Finally,
chapter 5 provides a detailed description of the datasets used in this thesis.

INTERPRETABILITY

COMPUTER AIDED DIAGNOSIS (CAD) SYSTEMS

RELIABILITY
Explainable AI 

for imaging

Chapter 10

Machine learning 

 for multiclass 

classification

Chapter 6

A non-parametric

statistical inference

framework

Chapter 7

Statistical Agnostic

 Mapping

Chapter 8

Exploring 

relevant 

sucal features

Chapter 9

DESIRED ATTRIBUTES OF

Figure 1.1: Structured scheme of the content of the contributions of this thesis.

Part II encompasses the studies conducted to support this thesis, which are divided
into various topics and chapters as illustrated in Figure 1.1. The initial chapters
primarily focus on analysing the reliability of CAD systems. In chapter 6, the relevance
of the feature extraction and feature selection phase in implementing a multiclass CAD
system is assessed. Chapter 7 examines the statistical signi�cance of ML models based
on the chosen validation method. Additionally, chapter 8 demonstrates the potential
of ML techniques to generate statistical brain maps with performance comparable
to standard methods, eliminating the need for statistical assumptions. Following
these chapters, the analysis shifts towards the interpretability of the results, where
XAI techniques are applied in CAD systems. Chapter 9 described a CAD system to
assess the relevance of sulcal features in Schizophrenia (SCZ), as well as comparing the
performance of the system for parametric and non-parametric techniques. Furthermore,
chapter 10 introduces a CAD system that detects patterns of interest in drawings from
the Clock Drawing Test (CDT), which is usually employed for assessing Cognitive
Impairment (CI).

Finally, Part III, which only consists of chapter 11, presents a general discussion of
the achieved results as well as the conclusions about the implications that these results
may have in neuroimaging.

1.4 Contributions

Part of the content of this thesis, including �gures and tables, has been published in
several international journal articles and conference presentations. These contributions
are detailed below.
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Articles

C. Jimenez-Mesa, I. A. Illan, A. Martin-Martin, D. Castillo-Barnes, F. J. Martinez-
Murcia, J. Ramirez, and J. M. Gorriz, “Optimized one vs one approach in multiclass
classi�cation for early Alzheimer’s disease and Mild Cognitive Impairment diagnosis,”
IEEE Access, vol. 8, pp. 96981–96993, 2020 (chapter 6)

C. Jimenez-Mesa, J. Ramirez, J. Suckling, J. Vöglein, J. Levin, and J. M. Gorriz, “A non-
parametric statistical inference framework for deep learning in current neuroimaging,”
Information Fusion, vol. 91, pp. 598–611, mar 2023 (chapter 7)

J. Gorriz, C. Jimenez-Mesa, R. Romero-Garcia, F. Segovia, J. Ramirez, D. Castillo-
Barnes, F. Martinez-Murcia, A. Ortiz, D. Salas-Gonzalez, I. Illan, C. Puntonet, D. Lopez-
Garcia, M. Gomez-Rio, and J. Suckling, “Statistical agnostic mapping: A framework
in neuroimaging based on concentration inequalities,” Information Fusion, vol. 66,
pp. 198–212, feb 2021 (chapter 8)

Invited paper - C. Jiménez-Mesa, J. E. Arco, M. Valentí-Soler, B. Frades-Payo, M. A.
Zea-Sevilla, A. Ortiz, M. Ávila-Villanueva, D. Castillo-Barnes, J. Ramírez, T. del Ser-
Quijano, C. Carnero-Pardo, and J. M. Górriz, “Using explainable arti�cial intelligence
in the clock drawing test to reveal the cognitive impairment pattern,” International
Journal of Neural Systems, jan 2023 (chapter 10)

Conferences

C. Jimenez-Mesa, J. M. Peñalver, D. Lopez-Garcia, J. Ramirez, C. Gonzalez-Garcia,
F. Segovia, J. Suckling, and J. M. Gorriz, “Standarization of agnostic learning techniques
in Neuroimaging: a case study in EEG,” in 2022 IEEE Nuclear Science Symposium and
Medical Imaging Conference (NSS/MIC), pp. 1–4, IEEE, (Conference proceedings not yet
published), 2022 (chapter 8)

C. Jimenez-Mesa, D. Castillo-Barnes, J. E. Arco, F. Segovia, J. Ramirez, and J. M.
Górriz, “Analyzing statistical inference maps using MRI images for Parkinson’s disease,”
in Arti�cial Intelligence in Neuroscience: A�ective Analysis and Health Applications,
pp. 166–175, Springer International Publishing, 2022 (chapter 8)

C. Jiménez-Mesa, J. E. Arco, M. Valentí-Soler, B. Frades-Payo, M. A. Zea-Sevilla,
A. Ortiz, M. Ávila, D. Castillo-Barnes, J. Ramírez, T. del Ser-Quijano, C. Carnero-Pardo,
and J. M. Górriz, “Automatic classi�cation system for diagnosis of cognitive impairment
based on the clock-drawing test,” in Arti�cial Intelligence in Neuroscience: A�ective
Analysis and Health Applications, pp. 34–42, Springer International Publishing, 2022
(chapter 10)
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In this chapter, the fundamental aspects of working with neuroimaging in CAD
systems will be discussed. Firstly, the utility of neuroimaging will be explored in
section 2.1, highlighting its crucial role in providing valuable insights into the structure
and function of the brain. Next, the various imaging techniques used in neuroimaging
will be examined in section 2.2. Understanding the strengths and limitations of each
technique is essential for choosing the most appropriate imaging modality for di�erent
research or clinical scenarios. Additionally, the typical preprocessing steps required
for medical images to be e�ectively used in CAD systems will be explored in section 2.3.
Preprocessing ensures the enhancement and normalisation of images, removing arti-
facts and noise to optimise subsequent analysis. The quality of preprocessing directly
impacts the accuracy and reliability of CAD results, making it a crucial stage in the
neuroimaging work�ow. Lastly, the medical applications that have been investigated
in the context of this thesis will be presented in section 2.4.

9



Neuroimaging Fundamentals

2.1 Introduction to Neuroimaging

As previously mentioned, neuroimaging is a discipline that focuses on studying
the brain and nervous system using various non-invasive imaging techniques. These
techniques allow for the visualisation of the brain’s structure and function in real-time,
providing valuable information about its organisation, activity, and connectivity.

From neuroimaging data, various aspects of the brain’s structure can be analysed,
including brain anatomy, where structures like the cerebral cortex, hippocampus, or
amygdala can be examined, and features related to them, such as volume or thickness,
can be measured. Brain asymmetry can also be explored, revealing di�erences in brain
structure between the left and right hemispheres. Additionally, brain connectivity,
particularly white matter (WM) connectivity, has emerged as one of the most recent
areas of study. Among the most investigated aspects is the complex patterns of cortical
folding. Neuroimaging allows the visualisation of such intricate patterns in the brain,
characterised by sulci (grooves) and gyri (ridges), as illustrated in Figure 2.1, providing
unique insights into brain development and individual variability [42]. Speci�cally,
sulcal patterns o�er intriguing information, as they typically form during the fetal
third trimester and early life and remain largely unchanged throughout adulthood.
This contrasts with the fact that the cerebral cortex is constantly changing throughout
life. Therefore, sulcal patterns potentially contain valuable information about the early
development of an individual, including the fetal and infant environment.

Figure 2.1: Cerebral cortex: sulci and gyri.

In clinical studies, structural brain analysis enables the detection and localisation of
brain lesions. It also facilitates longitudinal studies to detect changes in brain volume,
which are valuable to assess disease progression or treatment e�ects.

The functionality of the brain is another fascinating area of study. Neuroimaging
data allows for the analysis of brain activation patterns during various tasks or condi-
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tions, the assessment of functional connectivity between di�erent brain regions even
in the absence of speci�c tasks, and the study of brain responses to speci�c stimuli,
substances, or events. These studies help identify the activation of regions involved in
speci�c cognitive, motor, or sensory processes, as well as how these regions communi-
cate and interact with each other, shedding light on how the brain operates in speci�c
cognitive and emotional processes.

2.2 Neuroimaging Techniques

Neuroimaging techniques are necessary to conduct the above mentioned research.
Some of the most common neuroimaging techniques include Magnetic Resonance
Imaging (MRI), also known as structural MRI (sMRI), which provides detailed images of
brain anatomy and detects structural changes; functional MRI (fMRI), which measures
changes in blood �ow related to brain activity; Positron Emission Tomography (PET)
and Single Photon Emission Computed Tomography (SPECT), which provide infor-
mation about brain metabolism and function; and electroencephalography (EEG) and
magnetoencephalography (MEG), which record the brain’s electrical and magnetic
activity in real-time; among others. In this thesis, only those used directly in the
studies detailed in Part II will be further described.

2.2.1 Magnetic Resonance Imaging

MRI is one of the most widely used imaging techniques, commonly employed not
only in neuroimaging but also in various other medical applications. Its non-invasive
nature and absence of ionising radiation make it a preferred choice over techniques
such as Computed Tomography (CT) [43]. MRI provides exceptional anatomical detail of
internal body structures (soft tissues, organs, blood vessels, etc.), allowing for accurate
diagnosis and evaluation. Thus, MRI is particularly valuable in diagnosing a wide range
of conditions and evaluating various diseases, injuries, and abnormalities, such as brain
tumors, stroke, joint injuries or cancer, among others.

MRI uses a combination of a strong magnetic �eld, B0, and radio waves to produce
high-resolution images of the body’s tissues and organs. The technology behind
MRI relies on the behavior of hydrogen atoms, as they are one of the most abundant
elements in the human body, constituting approximately 70% of its mass. Moreover,
they allow to obtain a strong Signal-to-Noise Ratio (SNR).

When a patient is placed inside the MRI scanner, the magnetic �eld causes the
hydrogen nuclei to align in a speci�c direction. The alignment of the protons creates a
net magnetic moment in the direction of the magnetic �eld. After the initial alignment,
radiofrequency pulses are applied to the patient’s body. These pulses are carefully tuned
to the resonant frequency of the hydrogen nuclei, known as the Larmor frequency.
The Larmor frequency is a speci�c frequency at which the protons in the magnetic
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�eld precess, a phenomenon similar to the rotation of a spinning top, which expression
is as follows:

fLarmor =
y
2� B0 (2.1)

where y is a parameter dependent on the nuclei (yH = 42.6 MHz/T). This frequency
match results in perturbing the alignment of the nuclei, temporarily tilting their
magnetic moments away from the magnetic �eld. This process is called excitation.
Once the radiofrequency pulse is interrupted, the tilted protons start to relax back to
their original alignment with the magnetic �eld. As the atoms return to their original
alignment, known as relaxation time, they emit radio signals that are detected by the
MRI scanner’s receiver coils. During that time, two di�erent relaxation times can be set:
T1 and T2. T1 relaxation time is the time it takes for the protons in a tissue to return
to their equilibrium state, i.e to be realigned to the longitudinal plane. T2 relaxation
time is the time it takes for the protons in a tissue to lose their phase coherence, i.e. to
be realigned to the transversal plane. The emitted signals contain information about
the local environment and relaxation properties of the protons in di�erent tissues.

These properties give rise to various MRI modalities, including T1-weighted, T2-
weighted, and proton density images. T1-weighted images emphasise short T1 re-
laxation times, making them valuable for evaluating anatomy and detecting certain
pathologies with high contrast between grey matter (GM) and WM. T2-weighted im-
ages highlight short T2 relaxation times, aiding in the detection of in�ammation and
edema by emphasising cerebro-spinal �uid (CSF). Proton density images focus on the
abundance of protons in tissues. An illustrative example of a T1-weighted brain scan
can be seen in Figure 2.2.

Figure 2.2: Example of a T1-weighted MRI brain scan. From left to right: coronal, sagittal and
axial planes.

Additionally, specialised MRI techniques, such as Di�usion-Weighted Imaging
(DWI), Magnetic Resonance Angiography (MRA), and fMRI, o�er additional insights into
tissue microstructure, blood �ow, and brain activity, respectively.

2.2.2 Single Photon Emission Computed Tomography

SPECT is a nuclear medicine imaging technique used to evaluate the function and
blood �ow of organs and tissues within the body. It �nds particular application in
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neurology and cardiology, playing a crucial role in diagnosing, treating, and monitoring
various diseases, such as Parkinson’s Disease (PD), epilepsy, cardiac ischemia or brain
tumors.

SPECT involves the injection of a radioactive tracer, known as a radiopharmaceu-
tical, into the bloodstream. The radiopharmaceutical is a molecule that contains a
radioactive isotope (radioligand), typically a gamma-emitting radionuclide. The choice
of radiopharmaceutical and the timing of image acquisition are critical to ensure
optimal imaging of the speci�c function or process being studied. The range of ra-
diopharmaceuticals available for use is indeed diverse. For instance, in this thesis,
the radiopharmaceutical applied is the I[123]-Io�upane radioligand. This particular
radioligand exhibits a high binding a�nity for dopaminergic transporters in the brain,
allowing for a quantitative measurement of dopaminergic neuronal loss. Consequently,
123I-FP-CIT SPECT brain scans are extensively employed in diagnosing PD, often re-
ferred to as SPECT-DaTSCAN due to the use of this speci�c radiopharmaceutical. An
illustration of a 123I-FP-CIT SPECT scan is shown in Figure 2.3.

Figure 2.3: Example of a 123I-FP-CIT SPECT scan. From left to right: coronal, sagittal and axial
planes.

When the radiopharmaceutical is injected, it starts to circulates throughout the
body and accumulates in the target tissues or organs. Once inside the body, the ra-
diopharmaceutical emits gamma rays as a result of radioactive decay. These emitted
gamma rays are detected by a specialised gamma camera. The detected intensity of
these gamma rays is directly related to the concentration of the radiopharmaceutical
in the tissues. During the imaging process, the scanner rotates around the patient, cap-
turing multiple 2D images from various angles. Each 2D image represents a projection
of the radiopharmaceutical distribution in the body from a speci�c angle. These pro-
jections are then combined and processed by a computer to create a three-dimensional
representation of the distribution and activity of the radiopharmaceutical in the body.

SPECT imaging has limitations, including lower spatial resolution compared to other
imaging modalities such as CT or MRI. However, it remains a valuable and non-invasive
tool in speci�c clinical scenarios where functional information is crucial for diagnosis
and treatment planning. Moreover, recent advances in neuroimaging are enabling
multimodal imaging by combining, for example, SPECT-CT scans, to generate images
that take advantage of the bene�ts of both modalities and reduce their limitations [19].
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2.2.3 Electroencephalography

EEG is a non-invasive technique used to measure and record the electrical activity
of the brain. It involves placing electrodes on the scalp to detect and amplify the
electrical signals produced by the brain’s neurons, providing valuable insights into
brain activity patterns, including neuronal oscillations and event-related potentials
[44]. EEG is a safe and relatively inexpensive method for assessing brain activity in
real-time. These characteristics made EEG a widely used technique in neuroscience
and clinical practice. In neuroscience research, EEG helps investigate brain dynamics
during various tasks, such as attention, memory, and language processing, or even sleep
disorders. In clinical settings, EEG is usually employed for diagnosing and monitoring
neurological conditions. For example, it is the primary tool for diagnosing epilepsy, as
it can detect abnormal electrical activity indicative of seizures.

The electrical signals recorded by EEG are typically displayed as waveforms, known
as EEG traces or EEG waves. These waves represent the collective activity of millions
of neurons �ring in synchrony, whose electrical impulse is su�cient to be detected
by the electrodes placed on the scalp. This synchronised activity is produced in
di�erent frequency ranges [45]. A typical frequency spectrum in which to divide the
di�erent EEG waves are: alpha, beta, delta, gamma, or theta waves. All of these bands
correspond to di�erent states of brain activity and can provide information about
cognitive processes, sleep stages, and abnormal brain patterns.

The number of electrodes placed on the scalp to detect signals depends on several
factors, such as the clinical purpose, the type of study and the equipment used. Such
a number can go from 20 electrodes in a routine EEG study to 256 for more precise
studies. For example, there are international standards for electrode placement, such as
the 10-20 system [46], which uses speci�c locations based on distances proportional to
10% or 20% of certain head dimensions. An example of electrode placement scheme can
be observed in Figure 2.4 (left). It shows the recording electrodes placed throughout
the head, as well as others depicted externally representing the reference electrode
and the ground electrode. The former allows the di�erence between the measured
signal and the �xed signal to be established as the EEG waves, and the latter matches
the ampli�er potential to that of the subject’s body to reduce artifacts that may occur.
These EEG waves for each recording electrode can be seen in Figure 2.4 (middle).

Once the signals are preprocessed, mainly �ltered, it is possible to compute the
evoked potential linked to the analysed condition. An example is shown in Figure 2.4
(right), where increased activity is observed in the frontal region of the brain.

EEG has certain limitations, as it does not o�er precise details on the exact location
of neuronal activity and primarily measures activity on the cortical surface of the
brain, making it challenging to detect signals from deeper structures. Additionally,
EEG can be a�ected by artifacts, and accurately identifying neural sources is a complex
task. Nevertheless, recent advancements in EEG technology, including high-density
electrode arrays and advanced signal processing techniques, have led to improvements
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Figure 2.4: Layout of a typical EEG distribution. Average EEG signal distribution given a
condition. Topographical frequency.

in the spatial and temporal resolution of EEG recordings. This progress enables more
precise location of brain activity and a better understanding of brain networks and
connectivity.

2.3 Preprocessing in Neuroimaging

The preprocessing of medical images is of utmost importance in CAD systems as it
addresses various challenges associated with these images. These challenges include
noise reduction, image standardisation, artifact removal, and image registration. By
e�ectively dealing with these issues, preprocessing techniques signi�cantly enhance
the accuracy and reliability of the subsequent analysis performed by CAD systems.

Among the crucial steps in preprocessing is the spatial and intensity normalisation
of the images. These processes ensure that the images become comparable with each
other, allowing the algorithms implemented in the CAD systems to operate under the
best possible conditions. Therefore, normalisation leads to more consistent results,
enhancing the overall performance of the CAD system in medical image analysis.

2.3.1 Spatial Preprocessing

Spatial preprocessing refers to all the techniques and transformations applied to
the images to align them to a common reference frame and enhance their comparability.
In spatial preprocessing, geometric transformations are applied to the images to align
them to a common reference framework. This involves the registration and correction
of images to address any variations in orientation, position, or scale that may have
occurred during acquisition. By performing spatial normalisation, anatomical and
geometric di�erences are removed, enabling a more accurate and reliable comparison
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of anatomical structures across di�erent individuals or longitudinal studies.
One of the most complex processes is related to MRI, as it involves more than just

registering all the images. Typically, the images are �rst aligned to a reference template,
then (optionally) smoothed, and �nally segmented to work with GM or WM maps. This
segmentation process therefore results in skull stripping. An overview of these steps
can be seen in Figure 2.5.

Original image Template Normalised image

Smoothed imageSegmented maps

Grey Matter White Matter Cerebro-spinal
fluid

Skull

Figure 2.5: Typical steps involve in spatial preprocessing of MRI scans.

Registration or Spatial Normalisation

Registration is a general term used to describe the process of aligning two or
more images or datasets in a spatially consistent manner. Registration can be rigid,
a�ne, or non-rigid, depending on the degree of transformation allowed. In rigid
registration, only translation, rotation, and scaling are permitted. A�ne registration
allows for additional shearing and stretching. Non-rigid registration, on the other
hand, permits more complex deformations, enabling the alignment of images with
more substantial spatial di�erences, such as di�erent shapes or deformations due to
anatomical variations or pathology. Registration techniques can align images acquired
at di�erent times or from di�erent modalities, allowing CAD systems to track changes,
identify abnormalities, and facilitate longitudinal analysis.

Spatial normalisation is a speci�c type of registration that involves transforming
multiple images to a common coordinate system or reference space. The process aligns
di�erent images so that corresponding anatomical or functional regions in each image
match spatially. The most common application of spatial normalisation is to align
individual subject images to a standard anatomical template or atlas. This allows for
direct comparison of di�erent subjects or datasets and facilitates group-level statistical
analysis.
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Co-registration

Co-registration goes beyond simple image registration, as it involves the process
of aligning multiple image modalities. This occurs when two or more neuroimaging
techniques are acquired simultaneously, such as MRI and SPECT scans, in a multimodal
context. In this scenario, the �rst step is to register the lower-resolution images
(e.g., SPECT) with respect to the higher-resolution images (e.g., MRI). Subsequently,
the high-resolution image is normalised to a template, and �nally, the parameters
and warping obtained from the higher-resolution modality are applied. This multi-
step co-registration approach allows for accurate integration of information from
di�erent modalities, enabling researchers and clinicians to leverage the complementary
strengths of each imaging technique e�ectively.

Segmentation

Segmentation refers to the process of delineating and classifying di�erent anato-
mical structures or ROIs within brain images. This technique involves partitioning the
image into distinct and meaningful regions based on intensity, texture, or other image
features. Typically, the segmentation process refers to isolating the di�erent brain
tissues, generating GM, WM or CSF maps. This process is crucial for various neuroi-
maging applications, including brain morphometry, lesion detection, and functional
localisation in both research and clinical settings.

Another widely used technique in neuroimaging is parcellation. It involves dividing
the brain into di�erent regions or parcels based on certain characteristics or criteria,
often using atlas templates. The main objective of parcellation is to create more
manageable and meaningful units within the brain, which facilitate its analysis. Each
resulting region or parcel may correspond to functional areas, speci�c anatomical
structures, or brain circuits with particular functions.

2.3.2 Intensity Normalisation

Intensity normalisation is a process that adjusts the voxel intensities of images to
a common scale or range. This allows for the comparison of intensity values across
several images from di�erent subjects or time points, enabling more accurate and
consistent quantitative analysis. These di�erences in intensity arise due to variations
in acquisition settings, equipment, or patient characteristics. It should be noted that
intensity normalisation is particularly crucial in functional images such as SPECT or
PET. In these modalities, variations in intensity values can signi�cantly impact the
analysis and interpretation of results, as intensity levels directly relate to the underlying
biomarkers being studied. On the other hand, in structural images, such as MRI, intensity
di�erences are generally less relevant as these images are often considered unitless.

Various methods exist for intensity normalisation. The most common approach is
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to rescale the image intensities using linear transformations, as shown below:

I = I0
Ip

(2.2)

where I represents the new intensity value, I0 is the original value, and Ip is a constant
parameter set for each of the images to be normalised to rescale the intensity while
preserving its fundamental information. This parameter can be estimated in di�erent
ways. A widely accepted option is to apply normalisation to the maximum approach
[47, 48]. This method estimate Ip as the average of the highest k% intensity values in
the image, where k us usually choosen as 5%.

Another type of widely used methods are those based on a general linear transfor-
mation as follows:

I = aI0 + b (2.3)
where a is a scaling factor and b is an o�set. This transformation allows for more con-
trol over the intensity rescaling process. In this case, some of the proposed methods are
based on histograms [49], the �-stable distribution or the gaussian distribution (a par-
ticular case of the latter) [50]. From the �-stable distribution, the linear transformation
can be computed as:

I = 
 ∗

 I0 + (�∗ −


 ∗

 �) (2.4)

where 
 ∗ represents the mean of 
 (dispersion) parameters from all the input scans, and
�∗ is calculated as the average of � (location). As depicted in Figure 2.6, this procedure
reduces the di�erences between scans due to external factors such as the amount of
radioligand injected to each patient, their absorption rate or the calibration of the
acquisition equipment, among others.

Figure 2.6: Examples of di�erences between 123I-FP-CIT SPECT scans before/after intensity
normalisation using �-stable distributions.

2.4 Medical Applications

Throughout the previous sections, it has been evident that medical applications of
neuroimaging are highly diverse. Consequently, CAD systems are gaining widespread
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recognition as valuable tools for clinical assessment [51, 52] and there is abundant
literature on their research. In this section, the focus will be on the description of the
three diseases that have been investigated throughout this thesis: Alzheimer’s Disease,
Parkinson’s Disease, and Schizophrenia.

2.4.1 Dementia and Alzheimer’s Disease

Dementia is a syndrome characterised by a deterioration of cognitive function as a
result of a variety of disorders that a�ect the brain. It encompasses a range of cognitive
and behavioral symptoms, including memory impairment, di�culties in thinking, and
challenges in performing daily activities. According to the World Health Organization
(www.who.int), more than 55 million people worldwide su�er from dementia, with
nearly 10 million new cases reported each year. This has a direct impact not only on
the psychological, social and economic aspects for people living with dementia, but
also for their relatives, caregivers and society in general.

An early diagnosis of dementia is crucial to slow down its progression and enhance
the quality of life for a�ected CI individuals. Cognitive assessment tests, such as
the Mini-Mental State Examination (MMSE), the Clinical Dementia Rating (CDR) and
the CDT [53, 54, 55], are commonly employed in this context. These tests are often
complemented by brain imaging studies to aid in the diagnostic process. In this
regard, CAD systems [56, 57] can serve as valuable clinical tools, assisting healthcare
professionals in accurately identifying and monitoring cognitive impairments.

Alzheimer’s Disease (AD) is the most prevalent cause of dementia, constituting
around 60-80% of all dementia cases. In the United States alone, it is estimated that the
number of individuals aged 65 and older with AD reaches 6.7 million in 2023 [58]. It is
a progressive neurodegenerative disorder that primarily a�ects the brain, leading to a
decline in memory, thinking abilities, and overall cognitive function. This disease is
characterised by the accumulation of abnormal protein (�-amyloid and phosphorylated
� ) deposits in the brain. These deposits disrupt the communication between neurons
and ultimately lead to the death of brain cells (neurodegeneration), resulting in the
gradual decline of cognitive function [59].

In the early stages of AD, individuals may experience subtle memory loss and
have di�culty recalling recent events. As the disease progresses, symptoms may
include confusion, disorientation, mood and behavior changes, language problems, and
challenges with problem-solving and decision-making. In later stages, individuals often
require assistance with daily activities such as eating, dressing, and personal hygiene.
Due to its medical importance and societal implications, there has been consistent
interest in assisting the early diagnosis of AD within the medical imaging community
[60]. Distinguishing between AD and related neurological disorders, including its
prodromal stage Mild Cognitive Impairment (MCI), is particularly challenging during
the early stages of the disease from a clinical evaluation perspective.

The exact cause of AD remains incompletely understood, but it is thought to
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result from a complex interplay of genetic, environmental, and lifestyle factors. Age
represents the most signi�cant risk factor, as the majority of cases are observed in
individuals aged 65 and older, which can be named as Late Onset AD (LOAD). However,
there are rare forms of AD, such as Dominantly Inherited Alzheimer’s Disease (DIAD),
characterised by speci�c genetic mutations that trigger symptoms at a much younger
age, typically between the ages of 30 and 50 [20].

There is no cure for AD yet either. Nevertheless, clinical resources employed
for its diagnosis, treatment, and monitoring are continually improving. Signi�cant
advancements in medical technology and neuroimaging techniques have enhanced
early detection and provided valuable insights into disease progression. Moreover,
ongoing research is focused on gaining a deeper understanding of the underlying
mechanisms of AD. This includes studying genetic factors, cellular processes, and the
role of speci�c proteins in the brain. Regarding the neuroimaging techniques used for
studying AD, the most widely employed one is MRI, due to its ability to detect brain
atrophy in both WM andGM that occurs during the development of the disease, especially
the loss of GM in regions such as the hippocampus and parahippocampal gyrus [61].
Additionally, nuclear imaging techniques like PET or SPECT are also applied, as AD is
characterised by reduced brain activity in regions such as the precunei, lateral-parietal,
and posterior temporal cortex [62].

2.4.2 Parkinson’s Disease

Parkinson’s Disease is another signi�cant cause of dementia. Approximately 3.6%
of dementia cases are attributed to PD, while 24% of individuals with PD will develop
dementia at some point during the course of the disease [58]. This neurodegenerative
disorder results from a progressive loss of dopaminergic neurons in the nigrostriatal
pathway, with causes that are still unclear, but both genetic and environmental factors
are believed to play a role [63].

As dopamine is a neurotransmitter involved in regulating movement and coordi-
nation, this disease primarily a�ects movement. The main symptoms of PD include
tremors (involuntary shaking), rigidity (sti�ness of muscles), bradykinesia (slowness of
movement), and postural instability (impaired balance and coordination). Additionally,
other non-motor symptoms may be present, such as cognitive changes, mood disorders,
sleep disturbances, and autonomic dysfunction [64]. While it is more commonly seen
in older individuals, typically appearing after the age of 60, early-onset cases can also
occur in younger people.

As with AD, there is currently no cure for PD, making early diagnosis essential for
implementing optimal treatments to control symptoms. Functional imaging techniques
are commonly employed in this disorder to detect the level of dopamine transporter
uptake. Speci�cally, the most frequently used imaging modality for this purpose is
SPECT-DaTSCAN, as its radiopharmaceutical binds to the dopamine transporters in
the striatum. In the case of PD, where the amount of dopamine transporters is reduced,

20



2.4. Medical Applications

individuals exhibit smaller and more irregular patterns in the striatum compared to
healthy subjects, resulting in brighter and more uniform patterns in the scan.

2.4.3 Schizophrenia

Schizophrenia is a chronic mental disorder related to an altered perception of reality
(psychosis) that a�ects how a person thinks, feels, and behaves. It is characterised by a
range of symptoms that can include hallucinations, delusions, disorganised thinking
and speech, social withdrawal, and impaired cognitive function. These symptoms
can vary in severity and may emerge gradually or suddenly and can be categorised
as positive symptoms, those that involve the presence of abnormal experiences or
behaviors (e.g. hallutinations); and negative symptoms, those related to the absence or
reduction of normal behaviors (e.g. decreased emotional expression). The prevalence
of this disorder is approximately 1% of the population [65].

The exact cause of SCZ is unknown, but it is believed to result from a combination
of genetic, environmental, and neurochemical factors. Moreover, it is a hereditary
condition. Imbalances in certain brain chemicals, such as dopamine and glutamate, may
contribute to the development of the disorder [66]. The onset of the disease usually
begins in early adulthood. However, it is a complex and heterogeneous disorder, and
its onset can vary among individuals. Therefore, an early detection and appropriate
treatment are crucial in helping individuals with this condition and improving their
quality of life.

Early detection of SCZ using MRI has been a subject of ongoing research in the �eld
of neuroimaging. Brain structural abnormalities have been found in individuals with
SCZ, which are already present in the early stages of disease development [67]. In terms
of GM, there is evidence of an overall reduction of cortical folding, being noteworthy
the cortical reduction in temporal-parietal-occipital regions [67, 68]. Moreover, the
reduction in the superior temporal gyrus is related to positive symptoms [69] and the
reduction in the prefrontal area to negative symptoms [70]. Di�erences in sulci have
also been found between case-control groups; for example, a shorter paracingulate
sulcus and shallower superior temporal sulcus, which are related to hallucinations
[71].

On the other hand, functional imaging techniques, such as PET and SPECT, play a
crucial role in expanding the understanding of the etiology of this mental disorders
and improving current treatments. Among the studies conducted, particular emphasis
is placed on those evaluating dysregulations in dopamine levels and glutamatergic
neurotransmission [65].
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In neuroimaging, analysing the entire population to investigate a condition is
impractical due to the high number of individuals and associated time and costs. Instead,
a population sample is studied to draw speci�c conclusions, which are then used to
derive general conclusions with some level of risk. Thus, statistical inference allows
for the generalisation of �ndings from a smaller sample and provides an assessment
of the associated risk. This chapter includes the techniques most commonly used in
neuroimaging to perform such statistical inference.

3.1 Hypothesis testing

Hypothesis testing is the process of inferring from a sample whether or not a given
statement about the population appears to be true [72]. The statement, known as the
hypothesis, consists of the alternative hypothesis or H1, which is the statement to be
proven, and the null hypothesis or H0, which is its negation and the one being tested.
For example, in neuroimaging, H0 typically states that there is no signi�cant di�erence
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between a certain condition and a control group, while H1 implies the presence of
a signi�cant di�erence. The test statistic serves as an indicator of agreement or
disagreement with the null hypothesis. A decision rule is then applied to determine
whether to accept or reject the null hypothesis based on the values of the test statistic.
This decision is typically based on a predetermined signi�cance level, denoted as � ,
which represents the maximum allowable probability of erroneously rejecting the null
hypothesis. If the calculated test statistic falls within the critical region, determined
by the signi�cance level, the null hypothesis is rejected in favor of the alternative
hypothesis.

It is important to consider the possibility of making incorrect decisions in hypo-
thesis testing. If the null hypothesis is true, it can be erroneously rejected, resulting in
a Type I error. This error occurs when a signi�cant e�ect or di�erence is concluded
even though none exists in the population. Similarly, a Type II error can occur when
the null hypothesis is false, but it is not rejected. This error arises when independence
is declared or a genuine e�ect or di�erence in the population is not identi�ed.

These two error types have associated with them certain probabilities of the errors
being made, such as the signi�cance level (�), which is already mentioned. It is related
to the p-value [73], which represents the probability of observing a test statistic as
extreme as, or more extreme than, the observed value assuming the null hypothesis is
true. If the p-value is less than alpha, the null hypothesis is rejected. � is the probability
of committing a Type II error, which is failing to reject the null hypothesis when it
is false. The complement of beta is the power of the test (1-�), which represents the
ability to correctly detect a true alternative hypothesis. The complementary of �
(1-�) represents the con�dence level in the decision made by not rejecting the null
hypothesis. A visual summary of these concepts can be observed in Table 3.1.

Decision
Accept H0 Reject H0

Situation
H0 is true Correct decision probability

1-�
Type I error probability
� (signi�cance level)

H0 is false Type II error probability
�

Correct decision probability
1-� (power)

Table 3.1: Hypothesis testing decision and error probabilities.

3.1.1 Two-sample testing

On the basis of a binary classi�cation problem, an analysis of di�erences between
conditions included in a dataset (e.g. AD vs HC) can be established as an hypothesis test
of a two-sample problem. Given S = {(xi , yi)}ni=1 as a dataset where xi ∈ ℝN are the
observed features and yi ∈ {0, 1} the class labels, the null hypothesis implies that there
is independence between data (xi) and its label (yi) in terms of conditional probability
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distributions:

H0 ∶ p(xi , yi) = p(xi)p(yi) vs. H1 ∶ p(xi , yi) ≠ p(xi)p(yi) (3.1)

A rejection of H0 would mean that there is a dependency between data and labels,
i.e., the distribution of x is conditional on the value of the class labels y. In terms of
functional neuroimaging H0 implies that there is no e�ect in x given y.

Traditionally, classical statistics have been used to analyse the di�erence of the
population means within two-sample distributions [74]. Nevertheless, more and more
studies are opting for non-parametric approaches [75] due to the implications and
assumptions of the former [32].

3.2 Statistical Tests

Some of the statistical tests commonly used in data analysis, which are applied
in this thesis, are the ones described below. Although they serve di�erent purposes,
they are all used to assess and analyse data for hypothesis testing and comparisons.
These tests can be categorised into two groups: those evaluating normality, or those
conducting group comparisons.

3.2.1 Assessing Normality

One of the most typical assumptions when working with parametric tests is that
the sample (data) follows a normal distribution. However, this is not always true, so it
is good practice to apply tests to check the distribution of the data under analysis. The
Shapiro-Wilk test is one of the most commonly used tests of normality [76].

The test evaluates the null hypothesis that the sample (x1, x2, ..., xn) is normally
distributed, i.e. come from a normally distributed population. Its associated test statistic
is:

W = (∑n
i=1 aix(i))

2

∑n
i=1(xi − x̄)2

(3.2)

where x̄ is the sample mean, x(i) is the th-order statistic, i.e. x(1) is the smallest value of
the sample and x(n) is the largest one, and ai is a coe�cient related to the covariances,
variances, and means of a normally distributed sample [76] .

3.2.2 Comparing groups

Once the distribution of the sample is known, further tests can be applied to the
sample to detect di�erences between groups or classes.

If the sample does indeed follow a normal distribution, the most commonly used
test is the two-sample t-test, usually known as Student’s t-test [77, 78]. This test
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compares the means of two independent groups to determine if there is a signi�cant
di�erence between them. Whereas H0 implies that both means are equal, H1 can be
either two-tailed (di�erent), left-tailed (mean of the �rst group greater than that of
the second group), or right-tailed (the opposite). In either case, it assumes that the
data is normally distributed. Depending on the sample size of the groups (balanced
or unbalanced) and whether or not the same variance is assumed in both groups, the
expression for the test statistic is di�erent. In the case of considering the variances of
both groups similar, irrespective of the sample size, the expression is as follows:

t = x̄1 − x̄2√
s21
n1 +

s22
n2

(3.3)

where x̄1 and x̄2 are the means of group 1 and group 2, respectively, n1 and n2 their
sample sizes, and s21 and s22 are their variances.

If it is not certain that the sample follows a normal distribution, non-parametric
tests such as the Mann-Whitney U test can be applied, which is also known as the
Wilcoxon rank-sum test [79, 80]. This test compares the medians of two independent
groups. It does not assume any speci�c distribution and is applicable when the data
is ordinal or skewed. It tests the null hypothesis that the two groups come from the
same population against the alternative hypothesis that they come from di�erent
populations. The test statistic of this test is de�ned as the smaller of:

U1 = n1n2 +
n1(n1 + 1)

2 − R1

U2 = n1n2 +
n2(n2 + 1)

2 − R2
(3.4)

where R1 and R2 represent the sum of the rank in each group.

3.3 Statistical Methods for Analysis

Other options that allow for examining relationships between di�erent variables
to detect those of interest are linear models such as linear regression or Analysis of
Variance (ANOVA). In terms of neuroimaging, these techniques help identify patterns
of brain activation associated with variables of interest and control for factors that
could in�uence the results, thereby enhancing the interpretation of the studies.

Linear regression is widely used to investigate the relationship between a dependent
variable of interest, y, and m predictor variables x = {x1, ..., xm} for n samples. This
statistical technique provides information about the strength and direction of the
association between the variables and allows for the prediction of the dependent
variable based on the values of the predictor variables. In the context of neuroimaging,
these variables may represent measures of brain activity and clinical or demographic
features. The linear regression model seeks to �nd the best-�tting straight line that
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describes the linear relationship between the variables. Its expression could be de�ned
as:

y = �0 + �1x1 + ... + �mxm + � (3.5)

where �0,�1,...,�m are the model parameters, being �0 the intercept (constant term) and
�i (i ≥ 1) the coe�cients corresponding to the predictor variables, and � an error term.

ANOVA is a statistical technique used to compare means between groups or con-
ditions. Although both ANOVA and the t-test serve the same purpose of comparing
means between groups, they are applied under di�erent circumstances. ANOVA is used
when there are three or more groups or conditions to compare, while the t-test is
speci�cally designed for comparing means between only two groups. An example
of an application of ANOVA in neuroimaging is to examine di�erences in brain acti-
vity (features) between di�erent experimental conditions or groups of subjects. The
most common type of ANOVA is one-way ANOVA which involves a single independent
variable with three or more groups. To evaluate the null hypothesis of there is no
signi�cant di�erence among the means of three or more groups being compared, the
F -statistic is applied, which is related to the ratio of the computed variance between
means to the within-sample variance as follows:

F = Vbetween
Vwitℎin

= ∑K
i=1 ni(x̄i − x̄)2/(K − 1)

∑K
i=1∑ni

j=1(xij − x̄i)2/(N − K)
(3.6)

where Vbetween and Vwitℎin represent the between-group and within-group variabilities,
respectively, K is the number of groups, N denotes the sample size, x̄i and ni are the
mean and number of samples of the i-th group, x̄ denotes the sample mean of a feature,
and xij is the j-th observation of the feature in the i-th group.

To conduct these methods, some assumptions must be considered. For linear re-
gression, these assumptions include linearity, independence, homoscedasticity, and
normality of the residuals. Similarly, when performing ANOVA, it is important to take
into account the assumptions of independence, normality of the dependent variable
within each group, homogeneity of variance, and random sampling. Therefore, tech-
niques for feature selection based on ML are more suitable to be applied in neuroimaging
(see section 4.2).

3.4 Group-level analysis

When analysing neuroimaging data to compare multiple subjects within di�erent
groups or conditions, researchers have several options available. The previously
mentioned tests and methods mainly facilitate univariate analysis, wherein each feature
is analysed independently, and their relevance is compared, often based on the obtained
p-value for each feature. However, some of them (e.g. linear regression) also enable
the analysis of causality, e�ects, or correlations between multiple variables, leading
to multivariate analyses, which will be explored further in chapter 4 through ML
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techniques. In this section, the primary focus will be on using images as features for
analysis. Within this context, each voxel comprising the image can be treated as an
individual feature (voxel-wise inference). Alternatively, they can be aggregated, for
instance, based on regions de�ned by an atlas (region-wise inference), or by grouping
signi�cant voxels into clusters and then evaluating the statistical signi�cance of the
entire cluster size (cluster-wise inference). Voxel-based analysis has traditionally been
the most commonly implemented approach, providing a comprehensive examination
of brain activity or structural di�erences at a �ne-grained level, making it particularly
suitable for detecting localised brain changes or activations.

3.4.1 The General Linear Model

One of the bases for voxel-wise analysis is the GLM. The GLM is a versatile and
widely used statistical framework that allows modelling the relationship between a
dependent variable (observation) and one or more independent variables (explanatory
variables or predictors) through a linear combination of these variables, along with
the potential inclusion of other terms such as intercepts, interactions, and covariates.
For instance, when there is only one independent variable and one dependent variable,
the GLM reduces to a simple linear regression.

In the context of neuroimaging, the GLM can be de�ned for a between-subject
comparison for each one of the voxels as:

y = X� + � (3.7)

where y is the N × 1 observational vector (e.g. voxel intensity), being N the number
of samples, X is commonly denoted as design matrix (N × M) and it contains the
M explanatory variables (e.g. experimental conditions or group membership), � re-
presents the M × 1 vector of coe�cients that quantify the relationship between the
explanatory variables and the dependent variable, and � is the N × 1 error (residual)
vector, representing the variability not explained by the model.

To estimate the coe�cients that best �t the data, i.e. that minimise the di�erence
between the observed values and the predicted value, the ordinary least squares
estimation is usually applied [81, 82], assuming that the errors are independent and
identically distributed. Then, the estimation of � is given by:

�̂ = (X tX)
−1 X ty (3.8)

The GLM also allows the construction of more complex models which include
covariates, additional independent variables that account for sources of variability or
confounding factors. Covariates can be continuous variables (e.g., age, MMSE score) or
categorical variables (e.g., sex, clinical diagnosis). By including covariates, the GLM
enables the examination of speci�c e�ects while controlling for other factors that may
in�uence the dependent variable.
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Once, the GLM is constructed, the signi�cance of the independent variables and
their e�ects on the dependent variable can be assessed by means of statistical tests.
These tests can determine whether there are signi�cant di�erences between groups,
signi�cant associations between variables, or signi�cant main e�ects and interactions
in factorial designs.

3.4.2 Statistical Parametric Mapping (SPM)

SPM constitutes an statistical approach used in neuroscience and neuroimaging
to analyse data obtained from brain images. It is primarily used in studies involving
functional imaging, such as fMRI (timeseries) or PET (static image), for which it was �rst
proposed by [83]. Currently, it is suitable for a wide range of imaging modalities, such
as EEG or MRI. SPM enables statistical analysis of brain image data to identify signi�cant
correlations and di�erences in brain activity between di�erent conditions or study
groups. To do so, it applies inference techniques based on hypothesis testing and an
optimal GLM is formulated that e�ectively describes the variations present in the data.
For sMRI, this methodology is commonly referred to as Voxel Based Morphometry (VBM),
where each voxel is used to compare volume or density between groups in order to
identify structural variations [84].

In the SPM software [85], various tests, including the massive univariate t-test and
ANOVA, can be utilised. These tests involve employing a design matrix that speci�es
a contrast based on t (for t-test) or F (for ANOVA). Once the statistics are estimated,
SPM converts them to Z-scores, which represent the number of standard deviations
an observation deviates from the mean, with a positive or negative sign indicating
its position above or below the mean, respectively. Once the test is computed voxel-
wise, statistical maps that represent the probability of �nding di�erences among the
studied conditions are created. These maps provide information about brain regions
that exhibit signi�cant changes in neuronal activity associated with a speci�c task or
condition. Such signi�cance can be concluded by estimating p-values. These p-values
are associated with the likelihood of obtaining Z-scores that are as extreme or more
extreme than the one observed.

There are di�erent thresholds that can be used to obtain the statistical map. For
example, p-value corrected for multiple comparisons (see section 3.4.3) is usually
selected. Another option is to use an uncorrected p-value, i.e. each voxel is evaluated
separately. Nevertheless, the latter generates much less conservative signi�cance maps
with a high FP rate [34]. Thus, the general recommendation is to apply a corrected
p-value or add an extent threshold to limit the amount of signi�cant voxels by requiring
a minimum number of voxels be clustered together. The latter can be referred to as
cluster-wise analysis. Typically, the signi�cant threshold chosen in a voxel-wise analysis
is � = 0.05, i.e. any voxel with a p-value smaller than 0.05 (p < 0.05) is considered
statistical signi�cant and the null hypothesis can be rejected in such voxel. This value
indicates that, under the assumption of repeating the experiment multiple times, only
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5% of the instances would yield a result as extreme or more extreme than the one
observed.

The process described above is illustrated in Figure 3.1. In the upper right corner
an example of resulting statistical map can be visualised. This enables the visual exa-
mination of signi�cant brain regions, which can also be displayed over an anatomical
reference, as it is shown in the bottom right corner. Figure 3.1 also includes a prepro-
cessing step, which, although not part of the method itself, has become a widespread
practice covered by the software. This includes procedures such as realignment, seg-
mentation, normalisation or smoothing, among others.

Normalisation, 
Segmentatiton, etc.

Statistical Inference

SmoothingRealignment STATISTICAL PARAMETRIC 
MAPPING (SPM)

General Linear 
Model

Design Matrix

Parameter
Estimation

e.g. Binary Assessment
(classes)

Anatomical Reference

Random
Field

Theory

p < 0.05

Spatial Filtering

𝑦 = 𝑋𝛽 + 𝜖

Figure 3.1: Summary of the process performed by SPM. First, several preprocessing procedures
are applied to the data. Then, GLM is estimated given a design matrix. Finally, statistical maps,
derived from SPECT scans, are obtained, which re�ect the most signi�cant regions or voxels.

Therefore, the current version of the software Statistical Parametric Mapping
v.12 (SPM12) is widely used in neuroscience and clinical research to investigate patterns
of brain activation, identify areas related to speci�c cognitive functions and explore
di�erences in brain activity between study groups, such as case-control studies.

3.4.3 The Multiple Comparisons Problem

As it has been already commented, the SPM analysis presents certain challenges,
especially when voxel-wise inference is applied. As each voxel is independently tested
for statistical signi�cance (and an image can contain millions of voxels), the likelihood
of FP is high even at a reduced signi�cance level. For example, when applying a
statistical test to an image with 100000 voxels at a signi�cance level of 0.05, it could
potentially result in 5000 FP. Therefore, to e�ectively control the FP rate, it is necessary
to consider the multiple comparisons problem and apply measures of FP risk, such as
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Family Wise Error (FWE) rate or False Discovery Rate (FDR).

3.4.3.1 Family-Wise Error Rate

In imaging analysis, when the statistic map is obtained, it can be de�ned as an
image of test statistics T = {Ti}, where Ti is the test statistic related to the i-th voxel
of the original image of V voxels. In this scenario, the null hypothesis at each voxel,
H0,i , states that there is no e�ect in such voxel i. To test whether H0,i is rejected given
a signi�cance level � and a signi�cant threshold u, the p-value is assessed as follows:

P {Ti ≥ u|H0,i} ≤ � (3.9)

Let de�ne H0 as the non-existence of e�ect in any voxel, which can be named
as omnibus hypothesis [86]. Therefore, the question is moving from the analysis of
independent voxels to a family of voxels (or volume of values), assuming an FP risk
known as the FWE rate [87]. It refers to the probability of making at least one false
positive (Type I error) [88]. Let then H0 be denoted as the family-wise null hypothesis.
The family-wise null hypothesis testing examines whether there is any signi�cant
e�ect present among the group of related statistical tests, all while ensuring that the
overall risk of making FPs is controlled. Thus, if any p-value related to the test statistics,
P = {Pi}, satis�es that pi ≤ � , H0 is rejected.

Therefore, it is necessary to adjust for each Ti a signi�cance threshold u to control
the overall probability of obtaining FPs. This ensures that signi�cant results are more
reliable and that the di�erences found between conditions or groups are more robust
and less likely to be a result of random variability. Various multiple comparison
correction techniques (or statistical thresholds) could be applied to keep the FWE rate
under control, including the Bonferroni method and Random Field Theory (RFT).

Bonferroni Correction The Bonferroni method is a simple and conservative ap-
proach to control the FWE rate. The method is derived from the Bonferroni inequality,
which involves a truncation of Boole’s formula [89]. It adjusts the signi�cance level
of each Ti by dividing it by the total number of tests conducted, e.g. the number of
voxels, V . Then, Equation (3.9) would be modi�ed as:

P {Ti ≥ u|H0,i} ≤
�
V (3.10)

This comes from considering that all test statistics are drawn from the null distri-
bution and whose p-values have a probability � of being greater than the set threshold.
Therefore, as FWE is the probability of at least obtained a p-value greater than � , and
� is small, the following equation can be derived:

FWE = 1 − (1 − �)V ≤ V� (3.11)

31



Statistical Inference in Neuroimaging

On this basis, given a constrained (controlled) value for FWE, the threshold associ-
ated with each p-value must be:

� = FWE
V (3.12)

For example, in an image of 100000 voxels (and therefore 100000 test statistics), if a
value of FWE below 0.05 is imposed as a constraint, the threshold u to compare with each
Ti is the one related to � = 0.05/100000 = 5×10−7. This approach reduces the likelihood
of obtaining FPs, but it may lead to a decrease in statistical power. The Bonferroni
correction is considered conservative because it treats all voxels as independent tests,
disregarding any spatial smoothness that might exist.

Random Field Theory Another FWE correction method that avoids the latter li-
mitation is RFT, which is the one applied in SPM [85]. RFT is a speci�c technique for
neuroimaging analysis that takes into account the spatial structure of brain images
and controls the FWE rate by considering the relationship between intensity values
in neighbouring voxels (correlation). Therefore, in this approach instead of focusing
on each voxel, resels (resolution elementents) [90] are analysed, which are blocks of
voxels of the same size of the smoothing kernel. The number of resels in the image
depends on the smoothness and its volume.

In order to determine the threshold for a smooth statistical map that meets the
desired FWE rate, this method relies on the Euler Characteristic (EC), which can be
de�ned as the number of clusters or blobs that will be above a certain threshold [87].
Then, the expected EC, denoted as E [EC], can be thought of as the probability of
�nding a cluster above the speci�ed threshold in the statistical map, i.e. FWE ≈ E[EC]
(only when high thresholds are applied). A detailed mathematical development is
available in [88]. Thus, using the appropiate RFT equation and knowing the number of
resels in the image, E [EC] can be calculated for any given threshold. Moreover, the
threshold u could be estimated given a speci�c value for E [EC], e.g. E [EC] = 0.05.

3.4.3.2 False Discovery Rate

The FDR is a more tolerant measure of FP risk than FWE. It can be de�ned as the
expected proportion of FP among the voxels identi�ed as signi�cant [91], which can be
denoted as E [VFP /Vs]. In other words, FDR allows for a certain level of false positives
while identifying relevant �nding, which is useful when seeking a balance between
discovery of signi�cant �ndings and control of error.

Several variants of FDR procedures has been proposed [88], although the most
commonly applied it the one described by Benjamini and Hochberg [91]. This procedure
involves ranking the p-values obtained from the V statistical tests in ascending order
as follows:

p(1) ≤ p(2) ≤ ... ≤ p(i) ≤ ... ≤ p(V ) ∀i = 1...V (3.13)
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Once this is done, a critical threshold, denoted as q, is selected, which represents
the desired level of the FDR, tipically E [VFP /Vs] = 0.05. Let k be the largest i for which:

p(i) ≤
i
V q (3.14)

then, all the null hypotheses corresponding to p-values p(1), p(2), ..., p(k) are rejected,
while the remaining null hypotheses with p-values p(i+1), p(i+2), ..., p(V ) are not rejected.
Therefore, p(k) is the signi�cance level, � , that ensures the FDR is controlled, and T(i) is
the corresponding critical threshold u.

3.5 Permutation test

Unlike parametric testing methods seen in the previous sections that rely on
speci�c assumptions about the data distribution, a permutation test [92, 93] is a non-
parametric approach that does not assume any particular distribution and can be
applied to obtained p-values. However, permutation methods require the assumption
of exchangeability (except in randomised experiments), which means that samples can
be permuted without altering the joint probability distribution [94].

The goal of a permutation test is to assess whether there is a signi�cant di�erence
between two groups or conditions using empirical evidence from the observed data
[95]. It compares the observed di�erences in a statistic of interest (such as mean,
median, or proportion) with di�erences that would occur by chance under the null
hypothesis that there is no real di�erence between the groups (see Equation 3.1). To
do this, the sample is resampled without replacement, for example, performing label
permutation [96], and the statistic of interest is calculated for each permutation. Then,
the observed statistic (in the non permutated sample) is compared to the distribution of
statistics generated from the random permutations (the null distribution) to determine
if it is statistically signi�cant. To generate the null distribution, ideally more than
1000 permutations must be performed, and typically thousands of them are conducted,
which is computationally expensive.

In the speci�c scenario of statistical maps, Holmes et al. [97] proposed the im-
plementation of this method to address the multiple comparisons problem. In this
proposed procedure, the null distribution is generated by the maximal voxel statistic
across the volume under analysis. This means that in each permutation only the
maximum statistic value obtained across all voxels is retained. Subsequently, the
observed test statistic in the original image is compared with this null distribution,
and corrected p-values are determined based on the fraction of permutations in which
the null distribution is greater or equal than the original test statistic. Where p-value
is below the signi�cance level � , the null hypothesis is rejected. In terms of statistical
power, this method demonstrates performance similar to other methods, such as RFT
[86].

The permutation test is particularly useful when assumptions of normality or
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equal variances are not met, or when the data is of ordinal or categorical nature. Due
to its non-parametric approach, the permutation test provides a �exible and robust
alternative for hypothesis testing in various statistical situations.
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In neuroimaging studies, the conventional perspective has treated each voxel
or feature individually, as mentioned in the previous chapter. However, with the
growing implementation of AI, an approach has emerged known as Multivariate Pattern
Analysis (MVPA). MVPA involves analysing patterns of activity or interactions across
multiple brain regions, voxels, or features to decode or classify information, rather than
examining individual responses [98, 99]. This approach often applies ML techniques, a
branch of AI that provides systems with predictive analytics capabilities.
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When implementing a CAD system, ML techniques can be categorised into four ma-
jor blocks: preprocessing, feature selection, feature extraction, and classi�cation. This
chapter provides a comprehensive description of each block, including the validation
methods and metrics used to evaluate system performance. Furthermore, this chapter
introduces the XAI techniques that will be applied in Part II.

4.1 Data Preprocessing

In order to enhance the quality and usefulness of available data, CAD systems
typically incorporate a data preprocessing stage. This section provides descriptions of
some of the most common preprocessing techniques applied.

Features normalisation Feature normalisation, also known as standarisation, ad-
justs the features of the dataset to a speci�c scale in order to prevent one feature from
dominating others due to their absolute values. The most popular method is Z-score
normalisation [100], which subtracts the mean of the feature and divides it by its
standard deviation:

x̂ = x − �x
�x

(4.1)

Missing values A typical problem in neuroimaging is the incomplete availability of
all features for all samples in a database, resulting in missing values. This a�ects the
performance of the model and requires the use of methods such as removing rows or
columns with missing values, replacing them with means or medians, or using more
sophisticated techniques [101, 102].

Resampling of unbalanced data Another common scenario is when the database
contains di�erent classes that are imbalanced, which reduces the reliability of the model
as it fails to learn from the di�erent classes under analysis in the same proportion. In
such cases, resampling techniques [103] such as oversampling (increasing the sample
of the minority class) or undersampling (reducing the sample of the majority class) can
be applied to balance the classes and improve the model’s performance. However, it is
important to consider in the �rst method that the generated data is synthetic, reducing
its clinical applicability.

One-hot encoding Sometimes, the database may contain variables (features) that
are not numerical but categorical. To handle this situation and process all the variables
together, it is common to represent them as binary vectors [104]. This transformation
is typically performed when applying ML algorithms that require numerical features.
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4.2 Feature Selection

The problem of the curse of dimensionality in neuroimaging has already been
mentioned. To reduce the feature-to-sample ratio (d/n), it is common to apply fea-
ture selection and extraction techniques to enhance classi�cation performance while
preserving system complexity. In this section, some of the methods associated with
feature selection are described. These methods allow for the removal of irrelevant
features from the sample, which can also facilitate interpretation. They can be broadly
categorised into three primary methods: �ltering, wrappers, and embedded techniques
[105].

Filtering approach This approach is based on evaluating features independently
using a ML model. Statistical or information measures, such as correlation, information
gain, or chi-square test, are used to assign a score to each feature. Then, features with
the highest scores are selected. A common example is selecting the top-k features
using variance or correlation.

Wrapper approach In this approach, a speci�c ML model is used to evaluate di�erent
combinations of features and select the optimal subset that maximises the model’s
performance. This process is more computationally expensive than the previous one
but can lead to better feature selection. Popular examples include Recursive Feature
Elimination [106] and Forward/Backward Stepwise Selection [107].

Embedded approach These methods incorporate feature selection directly into
the model training process. Unlike �lter and wrapper approaches, where feature
selection is performed independently of the model, embedded approaches adjust the
ML model in such a way that it automatically selects relevant features during training.
These embedded approaches often use algorithms that have built-in feature selection
capabilities. During training, these algorithms automatically evaluate and weigh the
features based on their contribution to learning patterns in the data. Popular examples
of embedded approaches include Regularized Linear Regression, such as LASSO [108],
and Random Forests [109].

4.3 Feature Extraction

These additional methods related to dimensionality reduction aim to identify
meaningful multivariate feature sets and transform the high-dimensional space into a
lower-dimensional representation while preserving the important aspects of the origi-
nal data. This process helps in eliminating noise and redundant information, leading to
improved processing and enhanced performance of ML algorithms. Three widely used
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methods, namely Principal Component Analysis (PCA), Partial Least Squares (PLS), and
Autoencoder (AE) are described in this section.

4.3.1 Principal Component Analysis

Principal Component Analysis [110, 111] transforms a high-dimensional dataset
into a lower-dimensional representation by identifying the principal components,
which are orthogonal linear combinations of the original features that capture the
maximum variance in the data. The �rst principal component explains the largest
possible variance, followed by the second principal component, and so on. Each
subsequent principal component is uncorrelated with the previous ones.

Given a matrix of features, Xn×p , where n is the number of samples and p the
number of features (with mean value normalised to zero), PCA is performed on the
basis of the eigenvectors, w extracted from the covariance matrix Cov(X), which can
be seen as a Wp×p matrix or p-dimensional vectors of weights. Thus, Xn×p can be
mapped to a new matrix of principal components of a reduced dimension l (l < p) as:

Tn×l = Xn×pWp×l (4.2)

where the �rst l eigenvectors are used to reduce dimensionality while preserving as
much variance as possible.

4.3.2 Partial Least Squares

Partial Least Squares [112] is a supervised method which allows dimensionality
reduction while retaining the patterns for higher separability of the classes. Given
a matrix of features, Xn×m, where n is the number of samples and m the number of
features, and a vector of labels Yn×1, PLS generates a matrix of loadings Xl , which is
related to the initial data by the following linear combination:

X = XsXT
l + E (4.3)

whereXs is the score matrix andE the assumed error matrix. The reduced d-dimensional
space desired comes from the dimensions of Xl (m × d), as m > d . This new reduced
space contains the original information of X.

4.3.3 Autoencoders

An Autoencoder is a type of NN commonly used for unsupervised learning and
dimensionality reduction [113, 114]. It consists of two main components: an encoder
e(x) and a decoder d(x). The encoder reduces the dimensionality of the input data to
a lower-dimensional representation known as the latent space or Z-layer, while the
decoder reconstructs the original dimensionality from the low-dimensional data. In
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other words, given a sample set with a dimension of M where xi ∈ ℝM , the encoder
e(x) provides a representation of these samples with a dimension of Z where zi ∈ ℝZ .
The presence of this Z-layer makes autoencoders a powerful con�guration for feature
extraction, as they allow for associating input features with reduced-dimensional space
features without signi�cant information loss [28].

Due to the nature of the AE, its goal is to minimise the reconstruction error, which
is the di�erence between the encoder input x and the decoder output x̂ = d (e (x)). For
the computation of this error, Mean Squared Error (MSE) algorithm is usually applied:

MSE = 1
N ∑

i
(xi − d (e (xi)))2 (4.4)

4.4 Classi�cation methods

Once features are processed, they are fed into classi�ers to detect patterns or
di�erences between the conditions under analysis. This section introduces the classi-
�ers employed in this thesis, including three based on traditional ML algorithms and
two others using DL architectures. It is worth noting that while these classi�ers are
highlighted, there exists a wide range of classi�er options available [104].

4.4.1 K-nearest Neighbors

K-Nearest Neighbours (KNN) is a non-parametric algorithm that classi�es or predicts
a data point (sample) by considering its K nearest neighbors in the training set. The K
represents the number of neighbors to consider. For classi�cation, the majority class
among the K neighbors is assigned to the sample under analysis, see Figure 4.1a. For
regression, the average or weighted average of the K neighbors’ values is used as the
prediction.

The algorithm works based on the assumption that similar data points tend to have
similar labels or values. To determine the nearest neighbors, the algorithm calculates
the distance between the new data point and all the training data points using measures
like Euclidean distance. The K closest neighbors are then selected.

KNN is widely used due to its simplicity and interpretability. It can be e�ective in
situations where the decision boundaries are complex or where there is no explicit
underlying model. However, it may not perform well with high-dimensional or sparse
data.

4.4.2 Decision Trees

Decision trees are models that make decisions or predictions by following a tree-
like structure. Each node represents a feature, and the branches represent the possible
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Figure 4.1: Examples of KNN and Decision Tree algorithms for a multiclass problem.

values of that feature. The leaves of the tree represent the �nal decisions or outcomes.
This scheme can be seen in Figure 4.1b. Decision trees have advantages such as
interpretability and the ability to handle various types of features. They can capture
nonlinear relationships and are robust to outliers. However, they can be prone to
over�tting.

There are di�erent algorithms for building decision trees, such as ID3, C4.5, and
CART [115, 116]. These algorithms use measures like information gain, Gini index, or
MSE to determine the best features and splits. Pruning techniques can be applied to
avoid over�tting.

4.4.3 Support Vector Machine

Support Vector Machine (SVM) is a classi�cation algorithm that estimates the
maximum margin hyperplane to separate the existing classes in a dataset. There are
several types of kernels that can be applied in this algorithm [117]. The choice of kernel
plays a crucial role in shaping the hyperplane and ultimately a�ecting the classi�er’s
performance. In this thesis, the linear kernel has been applied [118]. In a linear binary
problem, this hyperplane could be described as the sets of points x that meet:

wTx − b = 0 (4.5)

where w represents the normal vector to the hyperplane and b represents the error.
There are two parallel hyperplanes associated with the main one to maintain the largest
possible distance between the two classes:

wTx − b = 1
wTx − b = −1

(4.6)
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Thus, elements above the �rst hyperplane are considered to be of one class, and
those below the second hyperplane are considered to be of the other class. The space
distribution of this classi�er can be seen in Figure 4.2. In neuroimaging, the use of SVM
as a classi�cation algorithm is widely adopted when a small sample set is involved
[35, 119].
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Figure 4.2: Example of a SVM classi�er with a linear kernel on a binary problem.

4.4.4 MultiLayer Perceptron

The Multilayer Perceptron (MLP) is a feedforward arti�cial NN composed of fully-
connected layers [120]. Fully-connected layers are those layers with i perceptrons
each one, where the connections go in forward direction and there are no connections
within a layer. The former is the cause of one of the disadvantages associated with
these layers, since as all perceptrons are connected with all those in the next layer,
the number of parameters increases exponentially, which is ine�cient. The equation
associated with each perception is:

yni = f (wn
i ⋅ yn−1 + bni ) (4.7)

where f (⋅) is the activation function applied to the i-th perceptron of the layer n, wn
i is

the weight vector that multiplies the activations of the previous layer (yn−1) and bni is
the associated bias.

4.4.5 Convolutional Neural Network

The Convolutional Neural Network (CNN) [120] is an architecture that has become
the standard one in image processing. The application of CNN to neuroimaging has
revolutionised the �eld, addressing problems in a more e�cient way, such as in brain’s
tumor detection [121] or in the identi�cation of patterns associated with Autism [122].
CNNs are usually formed by several layers, from the �rst related to the extraction of
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informative patterns to the last ones whose purpose is perform classi�cation. This
architecture can be used individually or as a part of a more complex network, such as
U-net [123], DenseNet-121 [124] or Mobilenetv2 [125].

In contrast to the MLP, the CNN is composed of convolutional layers in addition to
linear layers. Convolutional layers have a higher complexity, allowing the application
of other di�erent algorithms (for example, pooling or transpose convolutions) to images,
which results in outstanding results especially in image analysis and processing. Similar
to equation (4.7), an equation for convolutional neurons can be posed:

yni = f (wn ⋅ yn−1i + bni ) (4.8)

where only two di�erences exist, thewn term indicates that the weight matrix is shared
by all the neurons in layer n, which allow the convolution, and yn−1i means that for
the neuron i of layer n only a part of the outputs of the previous layer is used, known
as kernel size.

4.5 Validation procedure

The validation process is used to assess the performance and generalisation ability
of a ML model. The main objective of validation is to determine how well the model
performs on new and unseen data that was not used during training. It helps identify
over�tting issues, where the model becomes overly tuned to the training data and does
not generalise well to new data.

To assess such performance, the commonly used measure is the accuracy (or its
associated error). Given a dataset S and a learning algorithm L, it is possible to calculate
the estimated error of the algorithm, ÊL, i.e. the �tted classi�er’s error. Two types
of errors associated with classi�cation must be de�ned, (1) the empirical error, Eemp ,
which is the one associated with the training set, and (2) the actual error, Eact , the one
obtained with samples not used for training (test set).

4.5.1 Cross-Validation

Several validation methods allow the estimation of the actual error. The most
popular one is K -fold cross-validation (CV) [126]. The estimation of the actual error
obtained from each of the K partitions, or folds, is de�ned as:

ÊKCVL = 1
card (Sk)

∑
i∈Sk

I {LS(k) (xi) ≠ yi} (4.9)

where LS is the function obtained by the learning algorithm L given the dataset S,
I (⋅) is the indicator function, the k-th partition Sk is the test set and the remainder of
the data S(k), the training set. That is, the actual error obtained is the average of the
di�erent errors obtained with the K folds when used as test set.
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Typically the most preferred con�guration is K = 10 because of the trade-o�
between variance and bias [126]. Other well-known con�guration is K=N, where N is
the number of samples in the dataset, which is named Leave-One-Out (LOO) [127]. The
latter, although more unbiased, generates a large variance as all samples are considered
one by one, requiring a higher computational burden.

In neuroimaging, CV encounters a limitation due to the small sample size problem.
When dividing the dataset into folds, the resulting groups are reduced, leading to
increased variability compared to scenarios with larger sample sizes. This limited
sample size can impact the reliability and generalisability of the results.

4.5.2 Resubstitution with upper bound correction

Another well-known validation method is resubstitution. It tends to be discarded
because it is applied in the training set, i.e. it generates an empirical rather than a real
error, resulting in an over-optimistic nature [128]. Nevertheless, it can be considered
as optimum in scenarios with low sample sizes [129]. This empirical error could be
described as:

ÊresubL = 1
n

n
∑
i=1

I {LS (xi) ≠ yi} (4.10)

Furthermore, there are proposals that allow estimating the actual error by applying
resubstitution. Once the empirical error of the classi�er is calculated, the actual error
under the worst case with probability 1 − � can be estimated by means of an upper
bound [130, 131]. The upper bound can be seen as the di�erence between empirical
and actual errors given a �tted learning algorithm, � ≥ |Eact (LS(x)) − Eemp (LS(x)) |. In
this thesis, this is denominated as resubstitution with upper bound correction (RUB)
[36]. Thus, the actual error is de�ned as:

ÊRUBL = ÊresubL + � (4.11)

where � represents the upper bound. This upper bound could be seen as a theoretical
classi�cation limit, which allows the use of all accessible data to establish the metrics
of interest. Besides, accuracy, sensitivity and speci�city can be limited by this value
considering that its associated errors are partial errors of the classi�cation one.

Di�erent upper bounds are described in the literature. The most well-known is
based on the Vapnik-Chervonenkis (VC) dimension as proposed by V. Vapnik [132, 133],
which is de�ned as:

�VC ≤

√
ℎ(ln (

2n
ℎ ) + 1) − ln (

�
4)

n (4.12)

where � is the signi�cance level, n is the size of the training set, d is the features
dimension and ℎ is the VC dimension [130]. This dimension is equal to d + 1 for linear
functions, such as SVM, while for DL algorithms a lively debate exists about their value
[134].
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Other model-free upper bound of the actual risk is presented in [31], which is based
on the assessment of concentration inequalities (training set distributed in general
position, i.g.p, in ℝd ) and it is only applicable to linear classi�ers, e.g. SVM with linear
kernel. Its expression is:

�i.g.p ≤

√√√√√
√

1
2n ln

2∑d−1
k=0 (

n − 1
k )

� (4.13)

where n is the size of the training set, and d is the feature’s dimension. Compared to
Vapnik’s bound (Equation (4.12)), this bound is less restrictive in linear scenarios, as
shown in Figure 4.3.

Figure 4.3: Values of the upper limit as a function of the sample size and the number of features
under analysis. The blue surface represents Vapnik’s upper bound for linear algorithms, while
the red surface represents the i.g.p. bound.

The implementation of Probably Approximately Correct (PAC)-Bayesian bounds
is another interesting proposal. In thesis, a dropout bound [135] is also applied. This
bound considers a dropout rate, � ∈ [0, 1], which reduces the complexity cost of
the function. The e�ect of this dropout is stronger the closer its value is to 1. The
expression of this bound in the scenario proposed in this work is:

�PAC−bayes = min1≤i≤k

⎛
⎜
⎜
⎜
⎝

1
1 − 1

2�i

− 1
⎞
⎟
⎟
⎟
⎠

Ê + 1
1 − 1

2�i
(
�iEmax
n (

1 − �
2 ‖Θ‖2 + ln k�)) (4.14)

where k di�erent values of the parameter �, which is set to 1/2 ≤ � ≤ 10, are evaluated
to minimise the bound. The estimated value of the loss function to be bounded, i.e.,
the error of the classi�er, is Ê. Its maximum value, Emax , which must be a real number,
is 1 in this case. Finally, Θ is the classi�er’s parameter set.
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Furthermore, the analysed trade-o� between empirical error and actual error in
RUB can be extrapolated in a very similar way to CV. According to the theory related
to generalisation errors, irrespective of the validation method, it must be satis�ed that
Eact = � + Eemp in the worst-case. Ideally, such an upper bound would be zero, as this
means that both errors are equal, and therefore, the classi�er is able to generalise. In
mathematical terms, this can be easily observed in the following expression:

�
Eemp

= Eact
Eemp

− 1 (4.15)

where a positive �/Eemp implies a poor generalisation (Eact > Eemp) since Eact
Eemp

∝ �
Eemp

,

whereas if the ratio becomes negative, it would be even better than the ideal situation,
as that means that the actual error is lower than the empirical error. Nevertheless, in
order to be able to analyse this pattern, the bound should be constant, because if it
is not, there is no e�ective learning during training as the two errors would not be
related to each other.

In summary, the advantages of resubstitution over CV, such as lower computational
cost and reduced variability [31, 136], are extended by RUB eliminating the inherent
bias related to resubstitution. This is because, based on the conditions of a given
classi�cation scenario, it is able to set a limit to the classi�cation capability of the
model [31, 132]. Furthermore, it has been found that the relationship established
between Eemp and Eact is not only related to resubstitution, but is also valid for CV.
Indeed, while in a resubstitution scenario the upper bound is constant, during CV this
need not be the case, leading to scenarios of low e�ective learning capacity. All this
makes RUB is an optimal option due to the correction applied, especially for small
sample sizes (common in neuroimaging), as it has been already tested [9, 35, 37].

4.6 Performance Evaluation Metrics

Once the validation process is completed, a performance evaluation is computed.
Performance of the classi�ers is evaluated through metrics extracted from the con-
fusion matrix, which provides an overview of the classi�er’s outcomes (Figure 4.1).
In neuroimaging, the typical convention is that the positive condition refers to the
condition that is the focus of study or interest, while the negative condition serves as
the control or reference point for comparison.

Predicted Condition
Positive (P) Negative (N)

Actual
Condition

P True Positive (TP) False Negative (FN)
N False Positive (FP) True Negative (TN)

Table 4.1: Confusion matrix in a binary problem. Total Population: P+N.
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The performance metrics employed for evaluating the results in this thesis include
accuracy (and balanced accuracy), speci�city, sensitivity and F1-score. Their equations
are:

Acc = TP + TN
P + N

Bal Acc = 12(
TP
P + TNN )

Spec = TN
TN + FP

Sens = TP
TP + FN

F1-score = 2TP
2TP + FP + FN

(4.16)

The Receiver Operating Characteristics (ROC) curve is also an interesting metric
of performance. It is a graphical representation used to assess the performance of a
binary classi�cation model. It displays the trade-o� between the TP rate (sensitivity)
and the FP rate (1-speci�city) for di�erent classi�cation thresholds. The closer the
curve is to the top-left corner of the plot, the better the model’s performance. The area
under the ROC curve (AUC) is a commonly used metric to quantify the overall predictive
performance of the model, with values ranging from 0.5 (random performance) to 1
(perfect performance) [137, 138]. An example of this metric can be seen in Figure 4.4.
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Figure 4.4: Example of a ROC curve and its AUC value for three di�erent classi�ers.

4.7 Explainable Arti�cial Intelligence

Finally, this section included the techniques that aim to enhance the transparency
and interpretability of ML models. These algorithms give a qualitative understanding
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of performance, making them more understandable to humans. This emerging �eld
is referred to as XAI (already mentioned). Here, only the techniques applied in this
thesis are described. First, algorithms that assess feature relevance in classi�ers are
included, such as Local Interpretable Model-agnostic Explanations (LIME) and SHapley
Additive exPlanations (SHAP). Then, techniques speci�cally designed to identify areas
of interest in images are described, such as Saliency Maps and Guided Gradient Class
Activation Map (Grad-CAM).

4.7.1 Local Interpretable Model-agnostic Explanations (LIME)

LIME [139] focuses on providing explanations of individual predictions of the
classi�er model. To do so, it makes a local approximation to an easily interpretable
model. Given the type of data used in this study, LIME highlights the most relevant, both
positively and negatively, sulcal features during classi�cation. In other words, LIME
shows if a high value of a feature brings the sample closer to a class (acts positively) or
reduces the likelihood of the sample belonging to that class (acts negatively).

This algorithm is able to explain any prediction model f locally. This means that
LIME provides explanations for a particular sample x , since globally faithful explanations
are still a challenge for complex models [139]. To do this, the algorithm selects an
explanation model g ∈ G, where G is a class of potentially interpretable models. The
selection is made according the following objective function related to the faithfulness
of the explanation model:

� = argmin  (f , g, �x ) + Ω (g) (4.17)

where interpretability and local �delity is ensured by minimising the trade-o� between
the loss related to the discrepancy between g and f given the local kernel �x , and the
complexity of g, measured by Ω (g).

4.7.2 SHapley Additive exPlanations (SHAP)

SHAP [140] is a model-agnostic algorithm which can explain any classi�cation
model. SHAP assigns the relevance of each feature by means of Shapley values, a
concept from game theory [141].

Given the set of features S, the contribution of each feature s is estimated on the
basis of its average marginal contribution to all subsets of features T ⊆ S, which do or
do not include the feature s. Let the prediction of the model given a particular sample
and a subset of features be denoted as fx (T ). The marginal contribution of the feature
s is estimated as the di�erence in predictions when applying or not applying such
a feature, [fx (T ∪ s) − fx (T )]. So, the Shapley value, �s , is computed considering all
possible subsets T ⊆ S ⧵ {s}:
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�s (f , x) = ∑
T⊆S⧵{s}

|T |! (|S| − |T | − 1)!
|S|! [fx (T ∪ s) − fx (T )] (4.18)

SHAP values are the solution to Equation (4.18); i.e., they are Shapley values of a
conditional expectation function of the original model which satisfy properties such as
local accuracy, missingness and consistency [140]. Several approximation methods to
compute SHAP values are proposed, since its exact computation is di�cult to achieve.
The one applied is this work was Kernel SHAP, a model-agnostic approximation which
combines Shapley values and linear LIME (local linear regression) to estimate the
importance of each feature. To do this, the solution of Equation (4.17) are Shapley
values; i.e., local accuracy, missingness and consistency must be satis�ed. Inherently,
LIME does not meet all these properties by choosing its parameters heuristically.

4.7.3 Saliency Map

Saliency map is one of the oldest and more common interpretation method [142,
143]. A saliency map represents the parts of the image that contribute most to the
network’s decision. Given an image I and a class score function Sc(I ), which depends
on the vector weights and bias of the model, a saliency map is computed by obtaining
the derivative w calculated via backpropagation at a given point p [144]:

w = )Sc
)I

||||p
(4.19)

Then, the saliency map is �nally obtained by rearranging the elements of w, i.e
according to the pixels distribution in the �nal score.

4.7.4 Guided Gradient Class Activation Map (Grad-CAM)

Grad-CAM is another of the most commonly used methods of visual interpretation.
It was originally designed as an improvement of the CAM algorithm [145] and it can
be applied to networks that include fully-connected layers. Once the class c under
analysis is selected, Grad-CAM computes the gradient of the score for c, yc , according
to the activations maps of the �nal convolutional layer. Then, gradients �owing back
are global-average-pooled to obtain the neuron importance weights � ck [146]:

� ck =
1
Z ∑

i
∑
j

)yc
)Akij

(4.20)

where Akij represents the activation map k in the convolution layer over the indexes i
and j related to width and height, respectively. The �rst part of the equation represents
the global averaged pooling. Once the importance weights are computed, they are

48



4.7. Explainable Arti�cial Intelligence

multiplied by its associated activation map and all are summed. Finally, the �nal
heatmap is obtained after applying the Recti�ed Lineal Unit (ReLU) nonlinearity.

Grad-CAMc = ReLU (∑
k
� ckAk) (4.21)
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A total of seven datasets covering a range of modalities and conditions have been
used in the development of this thesis. Table 5.1 provides a concise summary of these
datasets, followed by a comprehensive description of each one.

Acronym Entity Modality Disorder Other Information

ADNI-AD ADNI MRI AD
KAGGLE-AD Kaggle MRI AD MRI, demographical and clinical features

DIAN-AD DIAN Several AD Imaging and non-imaging biomarkers
CDT-AD CIEN, FIDYAN Drawings CI
PPMI-PD PPMI SPECT, MRI PD 123I-FP-CIT SPECT scans

UGR-COG CIMCYC EEG Healthy participants
SHG-SCZ SMHC MRI SCZ Sulcal measurements extracted

Table 5.1: Overview of the datasets used in this thesis.
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5.1 Alzheimer’s Disease-related datasets

5.1.1 ADNI-AD, the Alzheimer’s Disease Neuroimaging Initiative

The Alzheimer Disease Neuroimaging Initiative (ADNI) was launched in 2003 as
a public-private partnership, led by Principal Investigator Michael W. Weiner, MD.
The primary goal of ADNI has been to test whether serial MRI, PET, other biological
markers, and clinical and neuropsychological assessment can be combined to measure
the progression of MCI and early AD. The data collected by ADNI is made available to
the scienti�c community and has been used for numerous studies, contributing to
the advancement of knowledge in the �eld of AD. Additionally, ADNI has established
standards and assessment protocols that have been adopted by other studies and
projects related to AD. For more information, please visit: adni.loni.usc.edu.

One of the datasets used in the preparation of this thesis was obtained from ADNI
database. The dataset is composed of sMRI scans acquired at 1.5T from 229 Healthy
Controls (HC) and 188 AD participants. Demographic information is shown in Table 5.2.

Group N Sex (M/F) Age (� ± � ) MMSE (� ± � )
HC 229 119/110 75.97 ± 5.00 29.00 ± 1.00
AD 188 99/89 75.36 ± 7.50 23.28 ± 2.00

M: Male, F: Female

Table 5.2: Demographic details of the ADNI-MRI dataset.

All scans were processed using SPM12 software [83] by generating a processing
pipeline that combine realignment, coregistration, spatially and intensity normalisation.
In addition, SPM12 was used to segment the images obtaining GM and WM maps [147].
In total, 417 GM maps of dimensions 121 × 145 × 121 were used in this work as features,
normalised to the intensity range [0, 1].

5.1.2 KAGGLE-AD, a Kaggle multiclass dataset

Kaggle is a virtual community comprising data scientists and practitioners spe-
cialised in ML which was �rst launched in 2010. Potential uses include �nding and
sharing datasets, developing and analysing models within a web-based data-science
environment, collaborating with fellow data scientists and ML engineers, and partic-
ipating in competitions to solve data science problems. In fact, the database to be
described was provided for the International challenge for automated prediction of
MCI from MRI data (https://inclass.kaggle.com/c/mci-prediction) [148].

The subjects in the dataset were categorised into four classes according to their
diagnosis: HC subjects, AD patients, MCI subjects whose diagnosis did not change in
the follow-up and converter MCI (cMCI) subjects that progressed from MCI to AD in the
follow-up of the disease. MRI scans were selected from the ADNI and preprocessed by
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Freesurfer (v5.3) [149, 150]. In total 429 demographical, clinical as well as cortical and
subcortical MRI features were available for each subject.

The database was composed of two di�erent sets, one for training and one for
testing the proposed methods for automated prediction of MCI from MRI data. The
training dataset consisted of 240 ADNI real subjects (60 HC, 60 MCI, 60 cMCI and 60
AD). The testing dataset comprised a total of 500 subjects, out of which 160 were real
subjects, whereas the 340 remaining subjects were arti�cially generated from the real
data. Demographic information is shown in Table 5.3 (training set and testing set). It
should be noted that demographics of the test set only shows information of the 160
real patients excluding 340 dummy subjects. When both subsets are combined into a
single set of 400 participants, the demographic information is as shown in Table 5.3
(real set).

Group N Sex (M/F) Age (� ± � ) MMSE (� ± � )

Training
set

HC 60 30/30 72.34 ± 5.67 29.15 ± 1.11
MCI 60 28/32 72.19 ± 7.42 28.32 ± 1.56
cMCI 60 35/25 72.96 ± 7.20 27.18 ± 1.87
AD 60 29/31 74.75 ± 7.31 23.43 ± 2.11

Test
set

HC 40 18/22 74.88 ± 5.48 29.00 ± 1.10
MCI 40 23/17 72.40 ± 8.04 27.65 ± 1.87
cMCI 40 25/15 71.75 ± 6.23 27.58 ± 1.80
AD 40 23/17 73.11 ± 8.05 22.68 ± 1.98

Real
set

HC 100 48/52 73.47 ± 5.76 29.09 ± 1.11
MCI 100 51/49 72.27 ± 7.71 28.05 ± 1.73
cMCI 100 60/40 72.47 ± 6.89 27.34 ± 1.86
AD 100 52/48 74.10 ± 7.70 23.13 ± 2.10

M: Male, F: Female

Table 5.3: Demographic details of the KAGGLE-MRI dataset.

5.1.3 DIAN-AD, the Dominantly Inherited Alzheimer Network

The Dominantly Inherited Alzheimer Network (DIAN) is an initiative launched in
2008 which is focused on studying dominantly inherited forms of AD [151]. It was
established to better understand and accelerate the research on familial or autosomal
dominant AD by monitoring the evolution of people at risk of such mutation. The
primary goals of DIAN are to identify biomarkers for early detection, track disease
progression, and facilitate the development of new therapeutic strategies for DIAD.
DIAN has established a large network of participating research centers worldwide,
collaborating to collect and analyse data from a�ected individuals and their family
members. Each participant had standardised longitudinal assessments which includes
clinical, cognitive, neuroimaging, CSF and plasma tests. For more information, please
visit: dian.wustl.edu.

The images that compose this dataset were obtained from baseline assessments of
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the DIAN Observational Study Data Freeze 14. Its baseline assessments were composed
of a total of 1219 samples. The criteria for excluding subjects from the database for
this thesis were as follows. Firstly, only data from the initial visit of the subjects
was considered, which reduced the number of samples from 1219 to 534 samples.
Then, 29 samples were excluded due to being diagnosed with at least one of the
following diseases: cerebral stroke (3 samples), transient ischemic attack (2 subject),
dementia by alcoholism (4 samples), PD (1 samples), traumatic brain injury with chronic
de�cit/dysfunction (3 samples), dementia with Lewy bodies (1 samples), vascular
dementia (1 samples) and dementia by unknown causes (5 samples). Besides, in order
not to increase the heterogeneity in symptomatic subjects, LOAD cases in the DIAN
study were also discarded (15 samples).

Technical criteria were also applied, the criterion regarding missing values was to
select those features that were ful�lled for at least 80% of the samples and to exclude the
remaining features as well as incomplete subjects for the chosen features. Once this was
done, the �nal set consisted of 333 samples with 722 features each of them. Such 722
features are categorised as follows: 188 MRI features and 520 Fluorodeoxyglucose (FDG)
F18 PET features. The remaining 14 features were non-imaging biomarkers obtained
from CSF and blood plasma, where protocols INNO, xMAP, PL_xMA and Lumipulse
were used for measurements [152]. Speci�cally, �brillar amyloid-� (A�) depositions
and CSF � protein were measured as markers: A�40, A�42, A�40:A�42 ratio, � and p-� .
An apolipoprotein E (APOE) genetic test was also undertaken.

The partition of subjects between non-carriers (NC) and mutation carriers (MC) sets
was 123 subjects in the �rst group and 210 in the MC group. Due to the large di�erence
in the number of subjects in both groups, they were balanced in 123 subjects in each
group, reducing the MC set randomly. Thus, the total number of samples selected was
246. Demographic information is shown in Table 5.4, where global CDR scale data are
provided [54].

Group N Sex (M/F) Age (� ± � ) CDR (� ± � )
NC 123 49/74 38.13 ± 11.88 0.00 ± 0.00
MC 123 78/45 37.55 ± 9.93 0.26 ± 0.50

M: Male, F: Female

Table 5.4: Demographic details of the DIAN-PD dataset.

5.1.4 CDT-AD, a Clock Drawing Test dataset

This dataset is composed of drawings made to assess the CDT, which will be
explained in detail in chapter 10. In short, it is a widely used paper-and-pencil test for
cognitive assessment in which an individual has to manually draw a clock on a paper.
The drawings were collected from volunteers in the Multidisciplinary Unit of CIEN
Foundation (Madrid, Spain) and the Department of Neurology of FIDYAN Neurocenter
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(Granada and Málaga, Spain).
The Centro de Investigación de Enfermedades Neurológicas – Centre for Research

in Neurological Diseases (CIEN) was established in 2008 as a nonpro�t institution a�li-
ated with the Spanish Carlos III Institute of Health and associated with the Biomedical
Research Networking Center for Neurodegenerative Diseases (CIBERNED) dedicated to
the research and study of neurological diseases, with a particular focus on AD and other
dementias. Its main objective is to conduct high-quality scienti�c research in the �eld
of neurological diseases to contribute to the advancement of knowledge, diagnosis,
and treatment of these conditions.

FIDYAN Neurocenter is a neurological clinic with more than 10 years of experience
specialised in neurological pathology, both in adults and children. Its aim is to o�er
evaluation and intervention in pathologies of neurological origin.

All the individuals whose clinical information and CDT drawings were contained in
the dataset had provided an informed consent to use their data in clinical research. The
Vallecas Project of the CIEN Foundation, as the framework of this study, was approved
by the Ethics Committee of the Carlos III Institute of Health. Cognitive status of every
participant was diagnosed by consensus of a team of experienced neurologist and
neuropsychologist, taking into account their age, functional status, clinical data and
performance in an extensive neuropsychological battery. The criteria from the National
Institute on Aging-Alzheimers Association (NIA-AA) [153], and from the fourth edition,
text revised, of the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV-TR)
[154] were used to diagnose MCI and dementia, respectively.

This dataset consists of 7009 CDT drawings; 5368 of them were drawn by indi-
viduals with normal cognition (HC), and 1641 by individuals with CI including MCI
or dementia. The average age of the participants is 73.30 years, whereas 51.73% of
them have superior education (high school or more). All the information regarding
demographics is summarised in Table 5.5 (complete dataset), where statistical informa-
tion is also included. As relevant demographic information is available in this dataset,
statistical signi�cance tests are applied.

Since the number of HC is much higher than the CI patients and the sample of cases
is not recruited as a population-based cohort, a balanced version of the dataset where
the condition has an a priori probability of 50% has been mainly used in this thesis.
Thus, the number of drawings in this set was 3282 and Table 5.5 (balanced dataset)
shows the demographic information.

Regarding the process of the clock drawings collection, participants were given an
A4 size paper and a pencil and asked to draw a clock with the clock hands pointing
to ten past eleven. Once the clock drawing was �nished, physicians assigned a score
to the resulting drawing from 0 to 7, according to standard rules [155], such as the
shape of the clock face, the way the numbers are arranged or the position of the clock
hands. The participant got the maximum score when a perfect clock was drawn, which
usually means that the person does not su�er any relevant cognitive impairment. By
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CI HC Total T/� 2 statistic p-value

Complete dataset

N 1641 5368 7009
Age (� ± � ) 74.36 ± 8.21 72.98 ± 6.06 73.30 ± 6.65 7.38 < .0001a

Education (S/NS) 671/970 2955/2413 3626/3383 8.58 .003b
Sex (M/F) 709/932 2104/3264 2813/4196 8.41 .004b

Centre (CIEN/FIDYAN) 580/1061 4909/459 5489/1520 2329.40 < .0001b
Balanced dataset

N 1641 1641 3282
Age (� ± � ) 74.36 ± 8.21 72.99 ± 5.51 73.68 ± 7.02 5.60 < .0001a

Education (S/NS) 671/970 914/727 1585/1697 72.05 < .0001b
Sex (M/F) 709/932 660/981 1369/1913 3.01 .08b

Centre (CIEN/FIDYAN) 580/1061 1510/131 2090/1192 1139.42 < .0001b
S: Superior education, NS: non-Superior education, M: Male, F: Female
The p-values were obtained using: two-sample t-test (a) or Chi-Square test (b)

Table 5.5: Demographic details of the CDT-AD dataset.

contrast, a score of 0 indicates that the subject is unable to draw the clock, and it is
highly likely that he/she su�ers a severe CI. Figure 5.1 illustrates the diversity of the
drawings in the dataset. The associated scores from these drawings range from the
lowest score (0, clock in the left) to the highest (7, clock in the right).

Figure 5.1: Examples of drawings made by the subjects of the CDT-AD dataset. From left to
right, their associated scores range from the lowest (0) to the highest (7) possible score.

5.2 PPMI-PD, the Parkinson’s ProgressionMarkers Initia-
tive

The Parkinson’s Progression Markers Initiative (PPMI) is a public-private partner-
ship funded by The Michael J. Fox Foundation for Parkinson’s Research and funding
patners, including Abbot, Biogen Idec or F. Ho�man-La Roche, among others. The full
list of funding partners can be found on ppmi-info.org/about-ppmi/who-we-are/study-
sponsors. It was launched in 2010 as a global research initiative aimed at identifying
and validating biomarkers for measuring PD progression. Its goal is to improve the
diagnosis, monitoring, and treatment of this neurodegenerative disease. PPMI collects
clinical, imaging, and biological longitudinal data. For more information, please visit:
ppmi-info.org.
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For this dataset, information of 80 participants have been extracted from the
PPMI database. It is a balanced dataset that includes a total of 40 HC subjects and 40
patients with PD of which both MRI and PET scans are available. In all cases, the time
between MRI and 123I-FP-CIT SPECT imaging acquisitions were no longer than 15 days.
Demographics of the participants are depicted in Table 5.6.

Group N Gender (M/F) Age (� ± � )
HC 40 28/12 62.22 ± 10.56
PD 40 23/17 61.22 ± 7.89

M: Male, F: Female

Table 5.6: Demographic details of the PPMI-PD dataset.

All scans have been spatially normalised (non-linear transformations) to a reference
space de�ned by the Montreal Neurological Institute (MNI) using SPM12. For the MRI
scans, each subject’s scan has been spatially registered to the MNI152 template included
in SPM12 [156]. In the case of the 123I-FP-CIT SPECT scans, a functional template was
�rst generated following [157], and then registered each sample to this new template
(in the same position as the MNI152 template). Once spatially normalised, both MRI and
123I-FP-CIT SPECT scans presented the same size (121×145×121 voxels) and a voxel-size
of 1.5 × 1.5 × 1.5 mm. An intensity normalisation was also applied for functional images
using �-stable distributions (see Section 2.3.2).

5.3 UGR-COG, a cognitive analysis dataset

This dataset was obtained from the Centre for Mind, Brain and Behaviour Research
(CIMCYC) of the University of Granada. It is related to an experiment on selective atten-
tion and perceptual expectations from performing a computer-based visual preparation
task [158]. The EEG data analysed come from a subset of the blocks, named “Localiser",
which were designed to obtain clear perceptual data associated with visual stimuli.
Visual stimuli were preceded by auditory cues that predicted either faces or names
with 75% validity. To ensure the participants’ engagement in the task, 10% of trials
showed an inverted stimulus (face or name) to which participants responded with
a key press. These trials were discarded from the sample. Each trial, see Figure 5.2,
consisted on the presentation of a tone (unrelated to the task) lasting 200 ms, an inter
stimulus interval of 1500 ms and the presentation of the face or name stimulus for
100 ms. Trails were separated by 1500 ms intervals. Raw EEG data was preprocessed
using the same steps applied in [159]. In this thesis, only the visual representations of
target faces vs name stimuli have been considered.

EEG data from 48 HC participants (mean age= 22.06, range = 18 − 31; 29 women,
18 men, 1 non-binary) comprise the dataset. They were all native Spanish speakers,
right-handed with normal or corrected vision, and signed informed consent prior to
participation. Visual stimuli used consisted on 160 male and female faces (50% each,
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Figure 5.2: Behavioral task and design: example trial of the UGR-COG dataset. Participants
were cued about an incoming target stimulus (a face or a name).

with ∼ 6ox9o visual angle, extracted from The Chicago Face Database [160] plus 160
unique Spanish male and female names (50% each, with ∼ 8ox2o visual angle). Auditory
stimuli were four di�erent tones (250, 300, 350 and 400 Hz).

5.4 SGH-SCZ, a schizophrenia MRI dataset

Participants included in this dataset were recruited from the Shanghai Mental
Health Centre (SMHC). It is one of the largest and prominent psychiatric hospitals
in China, which o�ers a wide range of mental health services, including diagnosis,
treatment, rehabilitation, and prevention of mental disorders. Moreover, the SMHC also
participates in research projects and conducts clinical studies. This data set is from
one such study [161]. All participants provided a written informed consent. The study
was approved by the Ethics Committees of the SMHC and the Institute of Psychology,
the Chinese Academy of Sciences.

Figure 5.3: Example of a brain with sulci regions automatically labelled by BrainVISA using
Morphologist 2021 pipeline (right). The central sulcus is highlighted (middle) and indicates
how length and depth are measured in a region (left).

The dataset consists of MRI scans from 65 (27 females) Han Chinese patients with
SCZ and 57 (24 females) HC. Participants underwent structural neuroimaging as well as
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a clinical evaluation. High-resolution T1-weighted structural images were acquired on
a 3T MRI scanner with 1mm isotropic voxel size. Details of the acquisition parameters
are given elsewhere [161]. In this thesis, no non-linear spatial normalisation has been
applied to the scans to avoid possible bias generated from shape deformations of
the sulcal patterns [162, 163]. The MRI scans have been processed using BrainVISA
5.0.4 [164] to extract sulcal features by means of the Morphologist 2021 pipeline
[165, 166]. Information is obtained from 62 areas per hemisphere (123 in total; the
sulcus of the supra-marginal gyrus is only de�ned in the left hemisphere). In each
region, the features measured in Talairach space [167, 168] are length, depth (average
and maximum), fold opening, medial surface of the cortical folds and GM thickness
[169, 170]. The average and maximum depth and length are calculated as features.
Other available features are associated with morphological parameters rather than
surface topology, and have therefore not been considered. Figure 5.3 shows an example
of an automatically labelled brain by BrainVISA and the features extracted from a
speci�c region.

Figure 5.4: The forty-nine regions from the BrainVISA sulcal atlas used in the SHG-SCZ
dataset. All other regions were excluded due to sulcal misdetection.

In some cases, a particular sulcus could not be identi�ed or was misdetected by
the Morphologist 2021 pipeline. Therefore, samples with more than 18 of these events
(15% of the total number of regions) have been excluded from the dataset. Insula (left
and right) regions have been also excluded because of the high possibility of being
misdetected due to its peculiar shape. After these exclusions, any region that still has
at least one misdetection across remaining participants has been excluded. Finally,
features have been normalised to zero mean and standard deviation 1. Individuals with
any feature with values greater than 6 times the standard deviation have been removed.
These exclusion criteria result in 49 remaining areas for analysis, which are shown
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in Figure 5.4. The �nal number of individuals (samples) is 114, the demographics for
whom are shown in Table 5.7. As relevant demographic information is available in
this dataset, statistical signi�cance tests are applied. It can be seen that the sample set
was matched for size, sex and age, with a sample size of 58 SCZ patients and 56 HC.

SCZ HC Total t/� 2 statistic p-value
N 58 56 114

Sex (M/F) 35/23 29/27 64/50 0.85 .357
Age (� ± � ) 22.95 ± 5.64 24.79 ± 7.36 23.85 ± 6.57 1.20 .233
IQ (� ± � ) 93.18 ± 18.40 (N=55) 116.41 ± 14.38 105.30 ± 19.91 7.16 < .0001*

Edu (� ± � years) 12.41 ± 2.91 13.40 ± 2.54 12.90 ± 2.77 1.93 .056
Hallu (Yes/No) 20/38 0/56 20/94 76 < .0001*

M: Male, F: Female, IQ: Intelligence quotient, Edu: Education, Hallu: Hallucinations
p-values were obtained using: two-sample t-test or Chi-Square test, * when p < .05

Table 5.7: Demographic details of the SGH-SCZ dataset.
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6.1 Introduction

The detection of AD in its early stages is crucial for patient care and drugs develop-
ment. Distinguishing between AD and its related neurological disorders, including its
prodromal stage MCI, is very challenging from the clinical evaluation point of view,
predominantly in the early stages of the disease. Motivated by this fact, the neuroima-
ging community has extensively applied ML techniques to the early diagnosis problem
with promising results despite the fact that discrimination between MCI and AD has
been shown to be a di�cult task [51, 171, 172, 173]. Machine Learning applications in
neuroimaging have become an indispensable tool for brain image analysis and CAD
systems, producing a proli�c area of research [60]. However, the lack of standardised
datasets hinders direct comparisons of approaches, and the identi�cation of their
virtues.

The open data policy and the creation of big databases have facilitated the organi-
sation of competitions for improving CAD systems for AD diagnosis, such as CADDe-
mentia [174] and TADPOLE (https://tadpole.grand-challenge.org/), among others. This
has helped the community to address di�erent raised problems and to standardise the
approaches to the problem. It also facilitates the reproducibility of results, a problem
that is becoming of central interest in neuroimaging research [16].
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In this chapter, data from an international challenge for automated prediction of
MCI from MRI data is analysed to address the multiclass classi�cation problem. This
will allow to analyse the di�erent stages associated with a CAD system, as well as the
most common ML techniques.

The objective of the competition was the development of CAD systems for the
multiclass classi�cation of 4 classes: HC, MCI subjects, cMCI subjects, and AD patients.
The challenge provided with preprocessed MRI data of the di�erent classes to allow
participant proposals of optimised CAD systems, based on the �nding that combining
multiple anatomical measures improves classi�cation of early diagnosis of AD [61].
The results of the challenge were published in the special issue [175] on the Journal
of Neuroscience Methods. The winner proposal used a random forest ensemble with
feature extraction methods [176], yielding a 61% accuracy in the multiclass classi�cation
problem. Therefore,

Ensemble methods have been successfully applied to neuroimaging problems
[177, 178, 179, 180]. It has also been proven that multiclass approaches using binary
classi�ers can be a competitive solution, such as those based on one-versus-one or one-
versus-rest approaches [181, 182]. This study uses and compares ensemble methods
and aggregation methods by binary classi�ers, as those of highest rated approaches in
the challenge [148].

To optimise the multiclass classi�cation through combination of anatomical fea-
tures, not only classi�er aggregations are necessary, but also feature extraction tech-
niques [183]. Di�erent approaches to feature selection and extraction reported high
relevance in the literature, with high accuracy and also a correspondence between
automatic cortical and subcortical region selection and clinical �ndings [177]. Con-
cretely, brain atrophy has been found to be relevant for AD diagnosis in WM cortical
and subcortical regions, as well as hippocampal volume, cortical thickness, and grey
matter density, thus making feature extraction a reasonable preprocessing step (see
[61] and references therein). One of such successful methods for feature selection and
combination is PLS, linearly transforming the data into a space maximal separation
between classes [184, 173, 185, 7].

Through the extensive use of feature extraction and one-vs-one feature selection
and classi�cation, a CAD system for identi�cation of early stages of AD and MCI is
studied in this chapter. The system aims to optimise the combination of multiple
anatomical measures of brain atrophy to improve classi�cation performance, which
yields an accuracy of 67%, outperforming the winning proposal in the competition.

6.2 Methodology

The methodology followed in this study aims at optimising the binary classi�cation
of the di�erent classes, HC, MCI, cMCI and AD in the multiclass classi�cation problem,
so that the overall classi�cation performance is increased. To that aim, the process is
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divided in four steps as depicted in Figure 6.1. A �rst preprocessing step is applied to
discard outliers and standardise the data. Secondly, based on the observation of the
existence of irrelevant or redundant data, a �lter is applied to eliminate unimportant
features. Once a set of features is selected, a combination of statistical tests and PLS
techniques are used to extract features at binary level for each one vs. one classi�cation
(HC vs. MCI, HC vs. cMCI, etc..). Finally, binary classi�ers are trained on these data, and
an aggregation method is proposed for achieving a �nal multiclass decision.

FEATURE
SELECTION

t-test on
HC-AD
HC-MCI
HC-cMCI

and filtering of irrelevant
features

PLS
PROJECTION

Multiclass
Partial Least Squares

OUTLIER 
DETECTION
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CLASSIFICATION

Classification on

OUTLIER 
CORRECTED 

DATA
RAW DATA SELECTED 

FEATURES
EXTRACTED 
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PREDICTED 
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MCI-AD
MCI-cMCI
cMCI-AD HC-AD

HC-MCI
HC-cMCI

MCI-AD
MCI-cMCI
cMCI-AD

Figure 6.1: Flowchart of the proposed method.

The KAGGLE-AD dataset is utilised in this study, which is described in section 5.1.2.
Speci�cally, the two subsets of training and test provided by the challenge are the
ones used, of 240 and 500 samples, respectively. Each of the samples has 429 features
available. No information about the class labels of the test set was available during the
competition. The test set was half split into public and private test sets and only the
accuracy score on the public dataset was available for competitors until the challenge
ended. Once the challenge �nished, class labels for the subjects on the test set were
provided to the competitors. The accuracy score on the real subjects of the testing set
was used as the �gure of merit in the competition.

6.2.1 Preprocessing

The presence of outliers is usually an undesirable source of instabilities for ML
applications. In neuroimaging, outliers are specially challenging as they are frequently
found due to acquisition, scanner di�erences, preprocessing artefacts or resulting from
large intrinsic inter-subject variability, having a dramatic e�ect on the statistical based
analysis [186].

A carefully analysis of the data reveals a high abundance of outliers on each of the
429 data features. A common preprocessing step in ML consists of centering the data
to zero mean and one standard deviation values, usually known as z-score values (for
more information, see section 4.1). However, as Figure 6.2a shows, data contain high
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Figure 6.2: Training data visualisation using four features for corrected and uncorrected
values. These features are standard deviations of cuneus, entorhinal, inferior temporal and
postcentral thickness in the left hemisphere.

salt-and-pepper type noise. This e�ect could be attributed to a miss-transformation of
the data format, coming from Freesurfer software [150], as described by the challenge
organisers. For this reason, a di�erent preprocessing process has been adopted prior
to centering the data. The outlier correction algorithm is described in Algorithm 6.1.
The algorithm results are shown in Figure 6.2b. Correcting this format defect reveals a
di�erent data structure, with high redundancy, justifying posterior steps. Concretely,
the features sets 1-35, 45-73, 71-139, 140-277, 278-347, 348-413, 413-429, seem to contain
very low inter-patient variability, suggesting that the feature space dimension can be
highly reduced. For example, feature space dimension can be optimally reduced to a
value below 20, as will be justi�ed later.

Data: Raw data matrix D of r features and s subjects
Result: Clear outlier values
Compute median values M(s) of D for each feature ;
for i from 1 to r do

for j from 1 to s do
if D(i, j) > 50 ∗ M(j) then

Replace outlier value by D(i, j)/1000;
else if D(i, j) < 50 ∗ M(j) then

Replace outlier value by D(i, j) ∗ 1000;
end

end
end

Algorithm 6.1: Outlier elimination algorithm
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6.2.2 Feature selection and extraction

The preprocessing step is followed by the elimination of irrelevant features and the
extraction of features for classi�cation. The former is a �lter in a one vs. one approach.
The features are sorted according to a speci�c criteria, thus eliminating the features
with the lowest relevance. The latter is achieved under a multiclass PLS transformation
of the selected features, reducing the feature space dimension [187].

The sorting criteria to detect irrelevant features is based on binary comparisons
between classes: HC vs. MCI, HC vs. cMCI, HC vs. AD, MCI vs. cMCI, MCI vs. AD, and
cMCI vs. AD. For each binary comparison a t-test is performed for each feature, and
the features fi are sorted according to their value of the t statistic, ti , i = 1, 2, ..., 429. A
6x429 matrix S of sorted features is generated in this process. From this matrix S, a
submatrix T is constructed by eliminating the n last columns, ordered by decreasing
value of the t statistic. The number of times m a feature appeared in the matrix T
was calculated for each feature. The parameter m is a signi�cance measure for each
feature and is constrained: 0 ≤ m ≤ 6. All the features with a value of m under a �xed
threshold R where �ltered out, resulting in a feature selected set  containing the most
relevant features for all the individual comparisons:

R = {fi ∶ fi ∈ T & mi > R} i = 1, 2, ..., 429 − n (6.1)

The parameter n was �xed by CV, and the parameter R has six possible values, being
R = 3 a reasonable compromise between very restrictive and non-existent �lter.

The feature set R selection is followed by a PLS-based feature extraction (see
section 4.3.2). This last feature extraction step produces a transformed data matrix Dt .
The PLS transformation maximises the separation between classes in the new space,
and can also be used to reduce the feature space dimension by selecting a reduced
number of PLS components.

Apart from this last technique, the use of an AE (section 4.3.3) was tested for the
same purpose as PLS, in order to use the data generated at the encoder output as low-
dimensional data input in the classi�er. However, its explanation will not be extended
since it is not �nally used in the CAD pipeline due to worse results than PLS for this
dataset.

6.2.3 Classi�cation

A simple solution to the multiclass classi�cation problem is to build binary clas-
si�ers and combine them. Classical aggregation techniques of binary classi�ers in
multiclass problems are usually based on the Error Output Correcting codes (ECOC)
[188, 189]. The idea is to construct an output code matrix, where each column repre-
sents a binary classi�er trained to distinguish between two classes. During prediction,
the binary classi�ers are applied to the input, and the output code matrix is used to
decode their decisions and determine the predicted class.
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Given the multiclass classi�cation problem on N classes, the simplest example is
the one-vs-rest model, where the output code is generated by N binary classi�ers that
exhaust all possible one class versus the N − 1 rest of the classes classi�cations. A
more re�ned option is to employ a one-vs-one methodology. In this case, there are
Ks = N (N −1)/2 binary classi�ers. Each classi�er uses only two classes at a time, chosen
from the entire set of classes. This ensures that all possible combinations of 2 classes
are covered without any repetition. Table 6.1 presents the ECOC-style representation
of both approaches. Once the selected approach is implemented, a decoding algorithm
is used to assign a �nal class to each generated output code. Considering the output as
a length N codeword, the decoding algorithm can be modelled as a communication
problem, where the class information is being transmitted [189].

one vs. rest one vs. one

Class f1 f2 f3 f4 f1 f2 f3 f3 f4 f5
1 1 -1 -1 -1 1 1 1 0 0 0
2 -1 1 -1 -1 -1 0 0 1 1 0
3 -1 -1 1 -1 0 -1 0 -1 0 1
4 -1 -1 -1 1 0 0 -1 0 -1 -1

fi : binary classi�er

Table 6.1: ECOC coding in a multiclass classi�er (4 classes), for both one-vs-rest and one-vs-one
approaches.

In this study, the following optimised approach to the multiclass classi�cation is
considered: a binary classi�er is trained on the one-vs-one individual classi�cation
tasks using the transformed data matrix Dt , producing a six-bit codeword output for
each sample. This output is aggregated to produce a �nal prediction on the test sample,
de�ned as a decoding process in ternary ECOC algorithms, taking values on the four
possible classes: HC, MCI, cMCI and AD. The Hamming decoding [188] is used to map
each possible codeword into a single output class asHD(x, yi) = ∑Ks

j=1 1/2(1−sign(x jy ji )).
The justi�cation of this choice lies on the fact that the classes are nested. Concretely, the
MCI class is considered as an early stage of AD, although not free of controversy[59, 190].
In any case, the class cMCI is an early stage of AD, and thus can be considered as a
subclass of the AD class. For this reason, a ternary ECOC with three possible symbols
allows for reduction of the non-relevant class in�uence in the codeword coding and
decoding, and thus managing the possible errors arising from the di�erence on binary
classi�cation accuracies.

Di�erent classi�ers, which are described in section 4.4, are used to perform the
individual binary tasks: SVM, KNN and decision trees, using di�erent ensemble tech-
niques: bagging [191], boosting [192] and random forest [109]. The DL algorithms
used include MLP and CNN, whose main purpose in using them is for reference and
comparison to other published results of the challenge [193, 176].

Apart from this, RUB validation technique is considered in this study along with a 10-
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fold CV strategy to estimate the performance of the proposed method. For description
and comparison of these procedures, see section 4.5.

6.3 Results

To perform the parameter �tting of the proposed method a 10-fold CV strategy
was employed. Once the parameters were optimised, the test set was used to estimate
the accuracy, recall and F1-score. Regarding the parameters of Equation (6.1) and
the number of PLS components, a grid search strategy was employed. Figure 6.3
shows the accuracy results on the training set for each pair (number of PLS components,
number of features), where the number of features is selected by order from the pool
of R , a�ected by the value of n. It can be claimed that a wide range of values
around 10 PLS components and 10 selected features produce competitive classi�cation
results, whereas a choice of PLS components above 3 and below 20 is also a good
compromise independently from the number of features selected. This can be related
to the robustness of the method. In the end, the number of selected features was 22
from which 13 PLS components were obtained. These features cover 19 regions, the
MMSE score, sex and age. Figure 6.4 illustrates the selected regions.
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Figure 6.3: Accuracy values for each pair number of PLS components and number of selected
features. The �nal selected values, 22 features and 13 PLS components, are indicated, as well as
their associated accuracy.

Table 6.2 summarises the classi�cation results on the training and the test set of 160
samples excluding the dummy subjects. SVM outperforms every other classi�er, and
linear kernel provides slightly better performance than non-linear kernels. However,
even the simplest 1-NN (KNN) classi�er provides very competitive results if related to
the challenge results, which are summarised in Table 6.3. The competitive performance
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Figure 6.4: Selected regions after one-vs-one t-test feature selection.

of every classi�er is a sign of the preprocessing importance, revealing that feature
selection and extraction provide a very relevant set of features. Furthermore, the fact
that more complex techniques are the ones with the lowest performance, such as CNN
and DL algorithms in general, is consistent. It is mainly due to the use of such a low
number of subjects and features, since these techniques are especially focused on
problems with a large and high-dimensional dataset.

Training Test (without dummies)
Ensemble Classi�er Accuracy Recall F1-score Accuracy Recall F1-score

- SVM lineal 0.48 0.47 0.47 0.67 0.52 0.66
- SVM RBF 0.47 0.47 0.48 0.67 0.52 0.63

LogitBoost Decision Tree 0.48 0.44 0.51 0.64 0.46 0.60
Random forest Decision Tree 0.48 0.44 0.52 0.64 0.51 0.57

AdaBoost Decision Tree 0.50 0.42 0.47 0.60 0.43 0.52
- 5-NN 0.52 0.43 0.44 0.60 0.44 0.46
- 1-NN 0.52 0.39 0.42 0.58 0.39 0.44
- 3-NN 0.51 0.40 0.39 0.58 0.41 0.40
- MLP 0.56 0.57 0.56 0.60 0.60 0.59
- CNN 0.55 0.55 0.54 0.48 0.47 0.48

NN stands for nearest neighbours.

Table 6.2: Performance results for selected features using di�erent classi�ers.

Table 6.4 summarises the linear SVM classi�cation results obtained following the
proposed aggregation method. F1-score and recall are also reported during the training
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Team Ranking (Partial) Team Ranking (Final)

Stavros Dimitriadis – Dimitris Liparas 0.35999 Stavros Dimitriadis – Dimitris Liparas 0.61875
GRAAL 0.35599 SiPBA-UGR 0.5625

Bari Medical Physics Group 0.34799 Sørensen 0.55
BrainE 0.34399 Bari Medical Physics Group 0.55
gogogo 0.336 GRAAL 0.54375

DevinAnnaWilley 0.336 Jean-Baptiste SCHIRATTI 0.54375
fengxy 0.332 Neuroimage Division – CIFASIS – ARG 0.54375

ChaseCowart 0.328 Salvatore C. | Castiglioni I. 0.5375
BoyX 0.328 Loris Nanni 0.53125

SiPBA-UGR 0.324 BrainE 0.525
Jean-Baptiste SCHIRATTI 0.324 utaphys 0.525

utaphys 0.32 gogogo 0.525
Salvatore C. | Castiglioni I. 0.31199 ChaseCowart 0.51875

Sørensen 0.30399 agrickard 0.50625
Neuroimage Division – CIFASIS – ARG 0.30399 fengxy 0.5

agrickard 0.30399 JocelynHoye 0.5
JocelynHoye 0.30399 DevinAnnaWilley 0.46875
Loris Nanni 0.29199 BoyX 0.4625

Webiolab 0.276 Webiolab 0.2125

Table 6.3: Partial and �nal results of the challenge by group, using the whole test set and the
test set without dummies, respectively. The accuracy scores are given as they appear in the
challenge.

and test phases. The results are detailed for each class: HC, MCI, cMCI and AD. As
expected, AD and cMCI are the classes with highest recognition values, whereas MCI
report recognition rates slightly over random classi�cation during training, but im-
proved values on test. Overall, recognition rates are several percentage points over
the challenge winner approach, outperforming every proposal of the challenge in the
partial and �nal rankings (Table 6.3).

Training Test Test (without dummies)
Class Accuracy Recall F1-score Accuracy Recall F1-score Accuracy Recall F1-score

HC 0.43 0.41 0.42 0.43 0.39 0.41 0.80 0.67 0.72
MCI 0.23 0.27 0.25 0.23 0.39 0.29 0.45 0.62 0.52
cMCI 0.50 0.48 0.49 0.46 0.31 0.37 0.62 0.59 0.61
AD 0.75 0.70 0.73 0.38 0.44 0.41 0.80 0.78 0.79

mean 0.48 0.47 0.47 0.38 0.39 0.37 0.67 0.67 0.66

Table 6.4: Performance results by class using the selected and extracted features and the
one-vs-one classi�cation scheme with SVM.

Apart from this, a study about the control of the FWE rate in the proposed CAD
system was performed based on the resubstitution estimation. A HC dataset of 100
samples, 60 from the training set and 40 from the test set (without dummies), was used
(see Table 5.3). The dataset was randomly divided into two subsets of 50 subjects each
throughout 1000 iterations. Then, the resubstitution estimation was evaluated under
the null hypothesis that the actual risk was equal to 0.50 (no group di�erence in the
feature set should be true), where the number of PLS components (dimensions) was
chosen equal to 1. The resubstitution accuracy obtained was equal to 0.612 with a

71



Application of Machine Learning in Multiclass Classi�cation

standard deviation of 0.037. The upper bound associated to this con�guration is equal
to 0.136, when applying a signi�cance level of 0.05 in Equation (4.13). Thus, the actual
accuracy was at most 0.523 ± 0.037. As a conclusion, the null-hypothesis could not be
rejected in the test, so the method had a good control of the FWE rate.

On the other hand, if a 10-fold CV strategy was tested instead of RUB, an accuracy of
0.583±0.060was obtained with 13 PLS components. Although the null hypothesis could
be rejected with the current test, the null hypothesis could have not been rejected with
a con�dence interval of 0.10, a value higher than the usual one of 0.05, but interesting
in the neuroimaging �eld [34].

The last veri�cation of the signi�cance of the selected features was assessed using
RUB as validation approach in classi�cation. Following Equation (4.13), the upper
bound considering the �nal 13-dimensional dataset in each one-vs-one classi�cation
was estimated. The sample size in each comparison was 200 that is, by combining
both training and test (without dummies) sets, a total of 200 subjects were considered
in a two-class analysis. With a signi�cance level of 0.05, this upper bound was equal
to 0.343 in all cases. Table 6.5 shows empirical and actual errors of each one-vs-one
comparison according to the upper bound. HCvsMCI and MCIvscMCI actual risks were
above 0.50 at the worst case, which means that the selected features cannot be accepted
as signi�cant to classify these conditions at the given signi�cance level. Nevertheless,
the di�culty of separating these conditions is well-known, thus in general terms a
high relevance of the selected features is observed.

Classi�er Empirical error Upper bound Actual error

HC vs. MCI 0.320 0.343 0.663
HC vs. cMCI 0.135 0.343 0.478
HC vs. AD 0 0.343 0.343

MCI vs. cMCI 0.240 0.343 0.583
MCI vs. AD 0.065 0.343 0.408
cMCI vs. AD 0.130 0.343 0.473

Table 6.5: Actual risk associated to each one-vs-one classi�er using the selected (22) and
extracted (13) features and SVM applying RUB with 200 samples and a signi�cance level of 0.05.

The relationship between the actual error and dimensionality used in each classi�er
could be detected. Figure 6.5 shows that the actual risk was never less than 0.50 in
the HCvsMCI comparison, whilst in the MCIvscMCI classi�cation the number of PLS
components needed for achieving that condition was less or equal to 6. Nevertheless,
the use of 6 PLS components would have decreased the overall accuracy down to 60%.
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Figure 6.5: Estimates of actual risk in each one-vs-one classi�er for several dimensions using
a sample size of 200 subjects and a signi�cance level of 0.05.

6.4 Discussion

The results presented reveal the importance of feature selection and extraction
in the CAD pipeline of this challenge problem, which applies to any other CAD sys-
tem. Concretely, the default sorting of the 429 cortical thickness values provided by
the organisers of the challenge seem to contain already important information for
classi�cation. The best results are obtained by removing some of the original set of
default sorted features and by applying the proposed minimum �lter. After the feature
selection by means of the �lter in Equation (6.1), it is relevant to emphasise that there
is not an equilibrium between right and left hemisphere regions. Speci�cally, there is
a dominance of left-sided hemisphere regions, which is coherent with recent �ndings
in CAD diagnosis of AD [194]. If compared with other competent CAD proposals of
the challenge, such as the winner Dimitriadis-Liparas proposal [176], there is a sig-
ni�cant overlap with the feature extraction results. Their approach also results in a
left-hemisphere regions predominance. Therefore, a successful feature selection and
extraction method is critical for optimal performance.

The use of t-tests as sorting criteria for �ltering features and the upper-bound
tests for assessing the feature relevance are justi�ed on the basis of the Kolmogorov-
Smirnov (KS) and the upper-bound tests [37]. Moreover, the KS test quanti�es the
departure of the empirical distribution function of the features from a cumulative
distribution function of a particular statistical distribution. In this case, the assumption
underlying a t-test implies that the feature values follow a normal distribution, which is
an acceptable assumption in the light of the results of the KS test presented in Figure 6.6.
It is important to stress that direct comparisons between di�erent ti values at di�erent
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Figure 6.6: Results of the Kolmogorov-Smirnov test for some of the selected features.

tests are never performed, but the values of ti are used for feature sorting. In addition,
the novel RUB approach for testing relevance is applied in a set of features. It is a
data-driven approach (agnostic or free-parameter model) based on the resubstitution
error estimate and the theoretical upper-bound of the empirical errors that provide a
con�dence interval for performing hypothesis testing.

The present methodology can be applied in other multiclass classi�cation pro-
blems, in which there is a hierarchy and overlap between classes. Furthermore, the
computation of the �nal selected algorithm is fast, which is an advantage over tested DL
techniques, which require a longer processing time associated with network training.

Concerning the limitations on the present study, the preprocessing of outliers reveal
a high redundancy on the original data. Therefore, the preselection of brain regions for
the challenge, and the extraction of cortical thickness a�ects the maximum achievable
performance in several ways. Firstly, the limited number of training samples makes
statistical estimations prone to bias, a widely known-problem in medical imaging
[16, 31]. The CV technique used in this study for performance estimations can be
considered as “pessimistic” [126], and therefore some mismatches between training
�tting and �nal test estimations can be expected, limiting the capabilities of the system
for reaching its highest performance at test level.

Even though the proposed CAD was evaluated using the test set labels, which were
not available during the challenge competition, the robustness of the method would
have led to the best competition results with just a few submissions. Table 6.2 and
Figure 6.3 illustrate how the method is robust against small variations on the optimal
parameters and classi�er choice, providing with accuracy values over 60% for a wide
range of combinations.
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7.1 Introduction

The previous chapter examined the ML techniques involved in the di�erent stages
of a CAD system, with particular emphasis on the importance of feature selection and
extraction methods. This chapter will delve into another crucial aspect of CAD system
implementation: model validation.

In order for CAD systems to be considered valuable tools for clinical assessment,
the information they provide must, above all, be reliable. To detect this, during the de-
velopment process of the systems, the performance of the implemented ML techniques
is evaluated. Under optimal conditions, i.e. with a large data set, in which the generali-
sation error is small, one can assume a robust system has been obtained. Nonetheless,
it may happen that the model implemented generates such a small generalisation error
even with corrupted data, e.g. by deliberate permutation of data labels [96]. This is
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especially true for models based on DL due to the high label-adaptability of NN [195].
Therefore, the capacity of NN to generalise is currently under discussion [196, 197, 198],
and methods to measure and detect such generalisation would be advantageous [199].
For example, looking at Figure 7.1, it would be logical to think that it is easy to separate
circles from squares. However, it could be the case that the classi�er is not focusing
on the main shape but on the holes within the shapes. it could be the case that by
permuting the samples, the classi�cation would still be e�ective by classifying the
shapes according to whether they have a hole or not. This problem usually occurs
when the number of samples is signi�cantly lower than the dimensionality of the
accompanying features, which is particularly common with medical data since a MRI
can contain millions of voxels.

(a) Circles. (b) Squares.

Figure 7.1: Synthetic database of class circles and class squares.

Prior work has analysed the reliability of classi�cation results in neuroimaging
[200, 201]. They tested if the estimated accuracy is signi�cantly better than that
obtained by chance. To this end, the most widely used approaches are permutation
methods, see section 3.5. In addition, methods for analysing statistical power and type
I error in ML have been also proposed in the literature [202, 203].

Furthermore, the estimation of the classi�er error through traditional approaches,
such as cross-validation, which are used in conjunction with a variance-based bounds,
enable calculation of empirical con�dence intervals. These intervals are not always
e�ective estimators of the true error for small sample sets [204]. Even the popular and
recommended K -fold CV method [126] cannot properly work under these unstable
conditions [31, 15]. Thus, the predictive power of the classi�er can be controversial.

The idea underlying this chapter is to analyse the generalisation capacity of a given
classi�er by means of proposals for the above-mentioned problems. A two-sample
test based on classi�cation accuracy is used for statistical signi�cance analysis of the
results. The null distribution associated with the test is performed by permutation
test. Although not a novel method a priori [128], the use of RUB as a validation method
eliminates most of the disadvantages previously associated with the method [203]. It is
proved that permutation test can be used on small databases and validation techniques
based on resubstitution need not to generate a positive bias (tendency not to be centered
around a half). The method implemented in this study allows its use in scenarios of
small sample sizes, common in neuroscience, for balanced, unbalanced, binary and
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multiclass datasets. Thus, this non-parametric framework assesses the statistical power
and Type I error control by comparing the results obtained using randomly labelled
data and the ground truth.

Two scenarios are analysed. First, a two-conditions design comparing two di�erent
sample distributions is considered, e.g. AD and HC samples. As labels on these samples
are permuted, no group detectable di�erences should be apparent, which is re�ected
in the classi�cation accuracy. Second, a one-condition task is analysed with HC data
and a putative task design that generates results that should control the FWE.

7.2 Methodology

A non-parametric methodology for analysing the prediction certainty in DL-based
systems is proposed. This statistical analysis of the model validation is based on a
hypothesis test, since a classi�cation problem can be seen as a study of di�erences
between conditions (see section 3.1). In this case, a test statistic grounded in data-driven
SLT is applied. Speci�cally, the out-sample prediction error, or actual error, associated
with classi�cation is the chosen test statistic.

Therefore, a random-e�ects framework based on a permutation test is proposed to
conduct such statistical analysis. Given H0, as it is de�ned in Equation (3.1), the test
statistics that will be applied are the actual error using K -fold and RUB, denoted as
 KCV and  RUB, respectively. The null distribution Π of the statistic is obtained by a
permutation test (distribution of permuted errors). Each of the M errors obtained with
permutations in the dataset is denoted as � . This procedure, described in section 3.5,
is preferred to parametric inference because, as previously mentioned, neuroimaging
experiments usually involve high dimensional databases of small sample size (curse of
dimensionality) where central limit approximations tend to be poor [200]. Thus, the
statistical signi�cance of K -fold CV and RUB is calculated from statistical power and
Type I error by rede�ning the baseline H0.

7.2.1 Assessment of Statistical Power

The stated hypothesis associated with this study is:

H0 ∶ � =  vs. H1 ∶ � >  (7.1)

Thus, the null hypothesis assumes that the classi�cation error associated with a per-
muted dataset is equal to the actual error of the original one,  , since there is inde-
pendence between x, the observed features, and y, the class label. The alternative
hypothesis is that there is an e�ect in x given y, and therefore the error obtained by
permutation is larger than the actual error. This is related to the Type II error, which
occurs when independence is declared when a dependency exists, see section 3.1.
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The evaluation of the results is made by comparing the error obtained with the
original database with the errors obtained by permutation and with itself. Consequently,
it is used as mathematical expression to compute its p-value:

pvalue =
card{� ≤  } + 1

M + 1 (7.2)

where card(.) denotes the cardinality and M the number of permutations. The addition
of 1 to the numerator and denominator is equivalent to including the �xed statistic
value in the test, which allow to obtain a valid test [30].

7.2.2 Assessment of Type I error control

An evaluation of Type I error control of the inference method is also conducted
by testing one-condition distributions, randomly split in two groups of the same size.
Thus, the null hypothesis of independence between samples and labels is true by
construction and the proportion of false positives detected should be close to a given
signi�cance level, � .

In order to compute the proportion of analyses (or iterations) that give rise to any
signi�cant result, an Omnibus test is applied. First, a similar expression to Equation (7.2)
is used for the computation of the p-values of dimension M :

pvalue,m = card{� ≤ �,m}
M (7.3)

where �,m represents the m-th error from Π, and which is compared to all values
included in such distribution (including itself). In this case, there is no need to add 1
to the expression as only the statistical values obtained from the M iterations of the
permutation test are considered. Once the M p-values are obtained, they are compared
with � . The number of FP is calculated as the number of these values that are less than
or equal to the signi�cance level. The estimated FWE rate, or FP rate, is the number of
false positives divided by the number of permutations:

FWE rate = card{pvalues ≤ �}
M (7.4)

From a parametric perspective, this analysis could be performed with a contrast of
means, where the con�dence interval obtained should include 50%, since the dataset is
randomly split into two sets of the same distribution.

7.2.3 Summary of the procedure

Considering the background described above, a graphical scheme of the proposed
process is illustrated in Figure 7.2. The summary of the procedure would be as follows:
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Figure 7.2: Flowchart of the proposed method for statistical power assessment (left) and type
I error control analysis (right). The recurrent processes in both experiments were divided into
blocks depicted in the upper part. The statistical power assessment experiment needs a dataset
of two di�erent conditions: the statistic related to the real labeling, � is compared to the label
permuted distribution � in order to reject or not reject H0 given a signi�cance level � . The
type I error control analysis needs a one-condition dataset and it divides the sample into two
random sets, thus obtaining a permuted distribution � . The values are compared with each
other to detect whether the number of false positives is similar to the set � .

1. Determine the test statistic related to the original dataset, i.e.  KCV or  RUB.
To this end, data preprocessing, classi�er �tting and evaluation of performance
metrics are steps previously required. The observed test statistics are derived
from N iterations for both approaches, with the aim of obtaining the most
accurate estimation of the actual errors. At each iteration, the dataset labels
were shu�ed. Note that instead of dealing with the error, it is possible to work
with its associated accuracy.

2. Computation of � . The resulting null distribution contains M error or accuracy
values. In case of using RUB, the number of required iterations in the permutation
test is M , while for K -fold CV, O iterations are required depending on K (O ×K ≈
M). Considering each fold independently allows a computation of the total
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variance of the method instead of the average variance generated by the K folds.

3. Statistical assessment. The trade-o� between statistical power and Type I error
is explored.

• Statistical power. The p-value is calculated according Equation (7.2). If the
p-value obtained is below the signi�cance level, � , the null hypothesis H0
is rejected, otherwise it is accepted. Such a rejection implies that data and
labels are not independent.

• Type I error control. Once the M p-values are computed according Equa-
tion (7.3), the FWE rate is estimated using Equation 7.4. Note that in this
case only one distribution from the dataset must be used. In terms of
neuroimaging, the distribution chosen should be the control one, since
given a confusion matrix it tends to be related to the negative condition
[34, 37].

As only a �nite number of permutations are performed due to computational
restrictions, the standard deviation related to the Monte Carlo approximation of the

p-value is estimated in the study following the expression
√
p (1 − p)

n , where p is the
p-value obtained and n is the number of samples [205].

To demonstrate the e�ectiveness of this procedure, several well-known datasets
related to Alzheimer’s Disease are applied, which include balanced, unbalanced, binary
and multiclass scenarios. These datasets are ADNI-AD, KAGGLE-AD and DIAN-AD,
which are described in section 5.1.

7.2.4 Classi�cation framework

The classi�cation model chosen to conduct the experiments was based on a com-
bination of AE and SVM architectures. The AE was used for feature extraction while
the SVM (linear kernel) was used as classi�er. Both algorithms are widely used in
medical imaging [206, 207, 208, 209]. The reasons for selecting these architectures
include: i) good performance in neuroimaging tasks [35], ii) the possibility of using a
DL architecture to reduce dimensionality in a low-sample size scenario [28], and iii)
linearity in the �nal classi�cation level for applying RUB [31]. Thus, this modelling
allows the capabilities of neural networks to be harnessed as a feature extractor [210].
Then, instead of using a DL model with classi�cation layers, SVM is implemented. Apart
from the computational cost, this also has a direct implication on the use of RUB, as
upper bounds for DL are still under development and analysis as they are much more
complex, even impossible, to implement [196, 211, 212, 134].

In addition to linearity, for the application of RUB it is desirable that the number of
input features to the classi�er is as low as possible (ideally only one feature) since there
exists a high dependency between the estimation of the upper bound and features
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dimension, see Equation (4.13). Therefore, when using RUB as a validation method
the dimensionality of the features extracted from the Z-layer was further reduced
by applying PLS [213]. In the following experiments, features were reduced to 20 in
the Z-layer. In the case of applying 10-fold as validation method, these features were
introduced as input to the SVM linear classi�er. Nevertheless, in order to bene�t from
the advantages of RUB, these were reduced to 1 PLS component and then introduced to
the classi�er. This scheme is illustrated in Figure 7.3a.
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(a) Inside the permutation loop.
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(b) Outside the permutation loop.

Figure 7.3: Flowchart of the classi�cation procedure when the feature extraction step occurs
inside the permutation loop (main experiments) and outside the permutation loop an speci�c
approach for analysing the variability in the feature extraction step.

Moreover, to study how feature extraction is a�ected by using a permuted database
and the generalisation ability of DL models as feature extraction methods, an experiment
where the feature extraction step is performed only once and on the original (non-
permuted) database is also conducted. Therefore, the permutation test is applied
directly to the low dimensionality data as is illustrated in Figure 7.3b. This implies that
the permutation test only a�ects SVM classi�cation, rather than feature extraction and
classi�cation as in the main framework proposed. For this study, the same criteria and
parameters are applied as in the previous studies, the only di�erence is the use of PCA,
described in section 4.3.1, instead of PLS for dimensionality reduction in the subset of
control subjects, as PLS could not be applied using a single class.

The AE architectures implemented as a feature extractor are shown in Figure 7.4.
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Batch normalisation is applied to reduce over�tting [214]. The con�guration parame-
ters of the AEs are shown in Table 7.1. The main di�erence between the architecture
for ADNI-AD and the other two databases is that the latter are one-dimensional rather
than three-dimensional data, which is why instead of using convolutional layers,
fully-connected layers are chosen.
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Figure 7.4: AE model con�guration for the di�erent datasets.

Dataset AE dimension # Layers Optimiser Learning rate Loss function # Epochs
ADNI-AD 3D 9 Adam 0.0001 MSE 250

KAGGLE-AD 1D 2 Adam 0.001 MSE 50
DIAN-AD 1D 3 Adam 0.001 MSE 80

#: “number of”, MSE: mean squared error

Table 7.1: Summary of the parameters associated to the di�erent AE con�gurations used in
the experiments. The number of layers is the one of the encoder part.

7.3 Results

The aim of this section is to prove the validity of the methodology presented in
Figure 7.2 for statistical analysis, and to examine the performance of the trained models.
Speci�cally, it seeks to analyse the trade-o� between statistical power and type I error
and the advantages o�ered by the use of RUB over K -fold.

In the following experiments, K -fold CV with K = 10 was applied. According to the
scheme proposed in section 7.2.3, the selected number of iterations performed were
N = 20, M = 1000 and O = 100 since K = 10 (100 × 10). The level of signi�cance � was
set as 0.05.

The scripts generated for the experiments were based on Python language (v.3.7)
and Keras library over Tensor�ow on a Nvidia Tesla V100-SXM2.
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7.3.1 ADNI-AD: a three-dimensional experiment

For this experiment, an ensemble approach was implemented for classi�cation.
Instead of using the whole brain GM map, 10 speci�c regions of the Automated Anato-
mical Labeling (AAL) atlas [215] were used: hippocampus (left/right), parahippocampal
(left), amygdala (left/right), fusiform (left), middle temporal gyrus (left/right) and
inferior temporal gyrus (left/right). These regions were selected according to their
importance to AD diagnosis [37] and are shown in Figure 7.5a. The use of a limited
number of regions reduces the computational cost making the ensemble methodology
tractable, and the results more reliable overall. The classi�cation model implemented
was trained using GM maps of each region as input and the �nal label selection was
made considering the probabilities given by the individual classi�ers. See Appendix A.1
for more information on the ensemble methodology.
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Figure 7.5: Brain regions of interest to work with, extracted from the AAL atlas in ADNI-AD
dataset, and their training and test accuracies as independent input features applying the
architecture proposed and 10-fold CV.

Following the framework shown in Figure 7.2, the original (non-permuted) dataset
was used to train and test the model proposed for 20 iterations. The mean scores of this
procedure are shown in Table 7.2 in the “Original dataset" rows where it can be deduced
that the actual errors (i.e. test statistics) were  KCV = 0.1681 and  RUB = 0.2344 using
10-fold CV and RUB as validation methods, respectively. An example of accuracy rates
related to each region is also shown in Figure 7.5b for one 10-fold cross-validation
iteration. Note that to apply the RUB approach it was necessary to calculate the upper
bound associated with the experiment by means of Equation (4.13). The value of the
upper bound in this case is 0.0665 when the signi�cance level is set at 0.05.
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Accuracy Sensitivity Speci�ty p-value
10-fold CV

Original dataset Training 0.8548 [0.0094] 0.9166 [0.0094] 0.7794 [0.0163] -
Test 0.8319 [0.0541] 0.8989 [0.0627] 0.7504 [0.0932] -

Permuted dataset Training 0.4791 [0.0864] 0.4359 [0.0993] 0.5219 [0.1026] -
Test 0.4987 [0.0753] 0.4550 [0.1187] 0.5425 [0.1180] 0.0010 [0.0010]

Resubstitution
Original dataset 0.8321 [0.0059] 0.9033 [0.0075] 0.7455 [0.0117] -

Permuted dataset 0.5380 [0.0339] 0.4854 [0.1608] 0.5904 [0.1539] 0.0010 [0.0010]

Upper-bounded resubstitution (� = 0.0665)
Original dataset 0.7656 [0.0059] 0.8368 [0.0075] 0.6790 [0.0117] -

Permuted dataset 0.4715 [0.0339] 0.4189 [0.1608] 0.5239 [0.1539] 0.0010 [0.0010]
Symbol “-" indicates that values were not computable and � stands for upper bound.

Table 7.2: Results related to the statistical power experiment using ADNI-AD original and
permuted datasets. Validation methods applied to the permuted dataset were 10-fold CV (100
iterations, high computational cost, top), resubstitution (1000 iterations, high computational
cost, middle) and RUB (by applying the upper bound, low computational cost, bottom). Original
dataset scores were obtained from 20 iterations (medium computational cost). The signi�cance
level of the test was 0.05. Bold type indicates that the value is commented in section 7.4.

7.3.1.1 Randomisation on HC vs. AD

In order to conduct the statistical power analysis, the next stage is the derivation
of the null distribution by means of permutations of the complete dataset. The results
of the permutation test are shown in Table 7.2 in the “Permuted dataset" rows. It
can be observed that both test statistics are considerably lower than the mean errors
associated with the permutation distributions (0.5013 and 0.5285 for 10-fold and RUB,
respectively). Moreover, Figure 7.6a (left) illustrates the distribution of the several
metrics reported in Table 7.2 over the iterations of the permutation test. It should be
remembered that although 100 iterations were performed with the 10-fold method,
there were actually 1000 values when all the folds are considered together. With this
information, the p-values obtained are equal to 0.0010 for both CV and RUB methods.
Indeed, no error belonging to the null distribution was lower than the statistic test in
any case. As both p-values were smaller than the signi�cance level imposed in the
test (0.05), the null hypothesis was rejected. Therefore, there was no independence
between conditions (HC, AD) and samples.

7.3.1.2 Randomisation on HC

A subset of the HC sample was used to evaluate the Type I error control of the
model. Thus, the number of subjects in this study was 229, which makes the value
of the upper bound 0.0897 using Equation (4.13). The distribution of the scores of
the permutation test is shown in Figure 7.6a (right). A summary of the results is
indicated in Table 7.3, with mean actual errors of 0.4988 and 0.4966 using 10-fold CV
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(a) ADNI-AD. (b) DIAN-AD.

Figure 7.6: Distribution of scores among the samples of the permuted datasets (1000 iterations)
in the statistical power study (left) and type I error study (right). In the RUB study, the bounds
applied are � = 0.0665 and � = 0.0897 in the two-condition and one-condition experiments,
respectively, for ADNI-AD and � = 0.0866 and � = 0.1225 for DIAN-AD dataset, respectively.

and RUB, respectively. The FWE rates obtained were 0.0410 using CV and 0.0440 using
RUB. Hence, the number of false positives obtained was consistent with the level of
signi�cance, 0.05.

Accuracy Sensitivity Speci�ty FWE rate

10-fold CV

Permuted dataset Training 0.4790 [0.1152] 0.4151 [0.1273] 0.5423 [0.1259] -
Test 0.5012 [0.1007] 0.4455 [0.1484] 0.5568 [0.1497] 0.0410 [0.0063]

Resubstitution

Permuted dataset 0.5931 [0.0406] 0.5390 [0.0921] 0.6466 [0.0865] 0.0440 [0.0065]

Upper-bounded resubstitution (� = 0.0897)
Permuted dataset 0.5034 [0.0406] 0.4493 [0.0921] 0.5569 [0.0865] 0.0440 [0.0065]

Symbol “-" indicates that values were not computable and � stands for upper bound.

Table 7.3: Results related to the Type I error experiment using ADNI-AD permuted HC subset.
Validation methods applied to the permuted dataset were 10-fold CV (100 iterations, high
computational cost, top), resubstitution (1000 iterations, high computational cost, middle) and
RUB (by applying the upper bound, low computational cost, bottom). The signi�cance level of
the test was 0.05. Bold type indicates that the value is commented in section 7.4.
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7.3.2 DIAN-AD: when distributions are similar

The particularity of this dataset is the average age of the participants (see Table 5.4),
which is considerably younger than in the other datasets analysed. Most of the subjects
were young people with hardly any symptoms of Alzheimer’s Disease but with or
without a mutation connected to AD. It is therefore particularly interesting to analyse
the statistical power of the classi�er in this dataset.

7.3.2.1 Randomisation on MC vs. NC

Following the framework, assessing statistical power began by using the original
database to train and test the model to obtain the test statistics. Mean results based
on 20 iterations (with data shu�ed on each iteration) are shown in “Original dataset”
rows of Table 7.4. The test statistics, i.e. the mean actual errors, were  KCV = 0.3714
and  RUB = 0.4565. To compute the null distribution, all samples were permuted and
shu�ed as in the previous experiment. Figure 7.6b (left) illustrates the distribution
of the several metrics obtained. The upper bound in this case is 0.0866. The metrics
generated by the permutation test using a strati�ed 10-fold CV are shown in the �rst
rows of Table 7.4, with a corresponding p-value of 0.0819. Using RUB (bottom of
Table 7.4), the p-value was 0.0020. Therefore, the null hypothesis was rejected (data
and labels are dependent) when tested with RUB, but not CV.

Accuracy Sensitivity Speci�ty p-value
10-fold CV

Original dataset Training 0.7325 [0.0225] 0.7901 [0.0364] 0.6748 [0.0359] -
Test 0.6286 [0.0962] 0.6802 [0.1360] 0.5777 [0.1560] -

Permuted dataset Training 0.6260 [0.0271] 0.6078 [0.0483] 0.6442 [0.0497] -
Test 0.4963 [0.0975] 0.4785 [0.1433] 0.5141 [0.1477] 0.0819 [0.0087]

Resubstitution

Original dataset 0.6301 [0.0355] 0.7301 [0.0693] 0.5301 [0.0552] -
Permuted dataset 0.5641 [0.0228] 0.5500 [0.0538] 0.5783 [0.0529] 0.0020 [0.0014]

Upper-bounded resubstitution (� = 0.0866)
Original dataset 0.5435 [0.0355] 0.6435 [0.0693] 0.4435 [0.0552] -

Permuted dataset 0.4775 [0.0228] 0.4634 [0.0538] 0.4917 [0.0529] 0.0020 [0.0014]
Symbol “-" indicates that values were not computable and � stands for upper bound.

Table 7.4: Results related to the statistical power experiment using DIAN-AD original and
permuted dataset. Validation methods applied for the permuted dataset were 10-fold CV (100
iterations, medium-low computational cost, top), resubstitution (1000 iterations, medium-low
computational cost, middle) and RUB (by applying the upper bound, low computational cost,
bottom). Original dataset scores were obtained from 20 iterations (low computational cost). The
signi�cance level of the test was 0.05. Bold type indicates that it is commented in section 7.4.
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Accuracy Sensitivity Speci�ty FWE rate

10-fold CV

Permuted dataset Training 0.6830 [0.0378] 0.6645 [0.0620] 0.7013 [0.0616] -
Test 0.5028 [0.1395] 0.4799 [0.2070] 0.5260 [0.2101] 0.0300 [0.0054]

Resubstitution

Permuted dataset 0.5831 [0.0314] 0.5707 [0.0611] 0.5953 [0.0592] 0.0440 [0.0065]

Upper-bounded resubstitution (� = 0.1225)
Permuted dataset 0.4606 [0.0314] 0.4482 [0.0611] 0.4728 [0.0592] 0.0440 [0.0065]

Symbol “-" indicates that values were not computable and � stands for upper bound.

Table 7.5: Results related to the Type I error experiment using DIAN-AD permuted NC subset.
Validation methods applied for the permuted dataset were 10-fold CV (100 iterations, medium-
low computational cost, top), resubstitution (1000 iterations, medium-low computational
cost, middle) and RUB (by applying the upper bound, low computational cost, bottom). The
signi�cance level of the test was 0.05. Bold type indicates that it is commented in section 7.4.

7.3.2.2 Randomisation on non-carriers

Results of the permutation test to assess type I error control are given in Table 7.5,
whilst in Figure 7.6b (right) the distribution of several metrics is illustrated. In this
case, the model was �tted and evaluated using HC. The number of participants was 123,
but the parameters remained otherwise unchanged from the preceding experiment
leading to an upper bound of 0.1225. The mean actual error related to 10-fold CV was
0.4972 after 100 iterations (or 1000 values) while 0.5394 was the value associated to
RUB after 1000 iterations. The p-values obtained were 0.0300 for CV and 0.0440 for RUB,
again p-values were close or equal to � (0.05). Therefore, the number of false positives
was the number expected at that signi�cance level.

7.3.3 How relevant are the �ndings?

Apart from the already analysed outcomes, very similar results were obtained
by applying KAGGLE-AD dataset, even in multiclass scenarios. The detailed study
is provided in Appendix A.2, while its statistical results are presented in Table 7.6
together with those of the other experiments. It is also included the p-values and FWE
rates related to Vapnik’s upper bound correction using Equation (4.12). Furthermore,
the trend of FP rates for several signi�cance levels, like 0.001, 0.01, 0.05 and 0.1, in the
Type I error experiment was analysed in Figure 7.7. Looking at the ideal performance,
one can observe that the FP rate is always lower than the line of identity and that a
performance closer to the ideal tends to occur using RUB.

To detect possible over�tting in classi�ers using K -fold CV, the performance of
cross-validation in terms of upper bounds is analysed. The capacity of generalisation
can be analysed by studying the value and variability of the ratio �/Eemp associated with
each of the iterations performed (see Equation 4.15), both in original and permuted
databases using 10-fold CV. The upper graph in Figure 7.8 is a comparison of the
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Permutation test: statistical power Permutation test: Type I error
10-fold RUB R-Vapnik 10-fold RUB R-Vapnik

ADNI-AD 0.0010 [0.0010] 0.0010 [0.0010] 0.0010 [0.0010] 0.0410 [0.0063] 0.0440 [0.0065] 0.0440 [0.0065]
KAGGLE-AD (4C) 0.0040 [0.0020] 0.0010 [0.0010] 0.0010 [0.0010] 0.0480 [0.0068] 0.0330 [0.0056] 0.0330 [0.0056]
KAGGLE-AD (2C) 0.0010 [0.0010] 0.0010 [0.0010] 0.0010 [0.0010] - - -

DIAN-AD 0.0819 [0.0087] 0.0020 [0.0014] 0.0020 [0.0014] 0.0300 [0.0054] 0.0440 [0.0065] 0.0440 [0.0065]
Symbol “-" is used to express equality with the row above it. R-Vapnik indicates that Vapnik’s bound was used.
4C: four clases, 2C: two classes.

Table 7.6: Summary of the obtained p-values (statistical power study) and FWE rates (Type I
error study). The level of signi�cance was 0.05 in all experiments. Bold type indicates that the
value exceeds the imposed signi�cance level, either the value itself or its possible maximum
value.
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Figure 7.7: Estimated FP rate derived from the Omnibus test of the analysed methods at given
signi�cance levels (�=[0.001,0.01,0.05,0.1]). Data used are those already calculated in the Type
I error control experiments, applying the signi�cance level under analysis.

�/Eemp ratios vs. the empirical risk obtained for the original and permuted datasets
in the statistical power experiment. The lower graph shows the equivalence in the
experiment related to false positives control.

Figure 7.8 reveals that the lowest empirical errors were associated to the non-
permuted binary databases, in line with experimental results, e.g. in Table 7.2 or
Table 7.4. Furthermore, ADNI-AD ratios were closer to zero and negative values, which
means that empirical and actual errors were close to each other, which coincides with
what is stated in Table 7.2. Regarding the binary KAGGLE-AD dataset, a large variation
in the value of the ratio �/Eemp was observed, which may indicate the existence of
over�tting. In the permuted databases, the cloud of points associated with the ADNI-AD
is particularly noteworthy with ratios that encompass negative values. This implies that
the actual errors were lower than the empirical errors, and therefore the implemented
model had good generalisation with permuted data, which is not ideal. With respect
to the subsets of controls in the other two databases, their ratios were mostly positive,
so it was not possible to declare generalisability.

In view of all the previous analyses, Table 7.7 summarises which validation method
would be most relevant for each of the experiments. In statistical power, slightly
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related to statistical power assessment (top) and type I error control (bottom) studies.

better results were observed using RUB, especially for heterogeneous data such as
the multiclass experiment or with DIAN-AD. Regarding Type I error control, both
validation methods were closely aligned, with a more stable trend and closer to the
signi�cance value set using RUB, see Figure 7.7. The larger the sample size, the more
reliable results 10-fold CV generated, and with less variability. For example, as ADNI-
AD sample is larger and more complex (3D), a better adaptation of the DL model using
CV was observed. However, the increased complexity of the network also made it more
adaptable to corrupted data.

Dataset Experiment Data
Nature

Sample
size

Average
CC Best VA

ADNI-AD Power 3D 417 High CV
Type I error 3D 229 High RUB

KAGGLE-AD
Power (4C) 1D 400 Medium-Low RUB
Power (2C) 1D 200 Low RUB
Type I error 1D 100 Low RUB

DIAN-AD Power 1D 246 Low RUB
Type I error 1D 123 Low CV

4C: four classes, 2C: two classes, CC: computational cost, VA: validation approach.

Table 7.7: Identi�cation of the best validation method based on the performance of the
experiments. It includes parameters of interest in the evaluation.
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7.3.4 Variability in feature extraction

The last analysis is to determine the in�uence of the feature extraction process
on the classi�cation capability of the model. Table 7.8 indicates the results obtained
following the scheme described in Figure 7.3b. In general, statistical power and FWE
rate were both similar to those obtained in the prior experiments, even lower values
are obtained. This is consistent with the fact that by applying feature extraction to the
original database and subsequently working in low dimensionality, feature extraction
was not in�uenced by false labels and samples being shu�ed, thus decreasing variability.
The reader is referred to Appendix A.3 for more detailed results, where, for example, it
can be seen that the accuracies associated with permutations were e�ectively centered
on the 50%.

ADNI-AD KAGGLE-AD DIAN-AD
Two-condition One-condition Four-condition Two-condition One-condition Two-condition One-condition

p-value FWE rate p-value FWE rate p-value FWE rate

10-fold CV 0.0010 [0.0010] 0.0450 [0.0066] 0.0040 [0.0020] 0.0010 [0.0010] 0.0390 [0.0061] 0.1179 [0.0102] 0.0150 [0.0038]
Resubstitution 0.0010 [0.0010] 0.0490 [0.0068] 0.0010 [0.0010] 0.0010 [0.0010] 0.0390 [0.0061] 0.0010 [0.0010] 0.0340 [0.0057]

RUB
� = 0.0665 � = 0.0897 � = 0.0679 � = 0.0960 � = 0.1358 � = 0.0866 � = 0.1225

0.0010 [0.0010] 0.0490 [0.0068] 0.0010 [0.0010] 0.0010 [0.0010] 0.0390 [0.0061] 0.0010 [0.0010] 0.0340 [0.0057]

Table 7.8: Alternative scheme. Statistical power results (p-values) and Type I error results
(FWE rate). Validation methods applied were 10-fold CV (100 iterations, medium computational
cost, top), resubstitution (1000 iterations, low computational cost, middle) and RUB (by applying
the upper bound, �, low computational cost, bottom). The signi�cance level of the test was
0.05.

7.4 Discussion

A non-parametric statistical inference framework based on permutations was
applied to evaluate the performance of various neuroimaging scenarios, both binary
and multiclass, as well as balanced and unbalanced. In order to assess such performance,
statistical power and type I error control were analysed. In addition, an opportunity
was provided to explore which validation method was more suitable: cross-validation
or validation based on resubstitution.

In general terms, the architectures implemented allow a high statistical power, since
in most of the experiments the p-value was 0.0010. Nevertheless, the null hypothesis
of independence could not be rejected using CV in DIAN-AD (p-value=0.0819); 81 out
of the 1000 actual errors associated with the null distribution were lower than the
actual error of the original database. Thus, a tendency that statistical power is slightly
lower using CV than RUB was observed. This particularly occurred in cases where
the accuracy rates related to the original datasets were not excessively high, as in
DIAN-AD or KAGGLE-AD 4-condition datasets. The main reason is the heterogeneity
of these datasets and therefore, by using subsets of the sample instead of the whole
dataset, a higher variability appears.
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Good control of false positives was also observed in all experiments, as the FWE
rate was never greater than the signi�cance level, 0.05. Nevertheless, if the standard
deviation associated with the p-value was considered, its maximum could be greater
than 0.05. This occurred using CV in KAGGLE-AD 4-condition dataset, and ADNI-AD
and DIAN-AD using RUB, see Table 7.6. Previous studies [15] indicated the need for a
high sample size in order to apply K -fold and obtain a low FWE, which is con�rmed in
this study since 100, 123 or 229 are small sample sizes. For example, the highest FWE
rate was 0.0480 obtained in the case of having only 100 samples (KAGGLE-AD).

Both, the control of Type I error and the statistical power remain una�ected by
performing the permutation loop after the feature extraction step. Nevertheless, it was
observed a reduction in the standard deviation by keeping the feature extraction phase
out of the permutation test. Therefore, despite the fact that AE are a unsupervised
learning technique that does not depend on the labels, by not including AE training in
the permutation loop, variability in�uenced by, e.g, the position of the samples in the
set or other optimisation parameters, has been eliminated. The variability generated
in feature extraction is precisely one of the points that wanted to be highlighted in this
work. The analysed scenario, where a reduced dimensionality was used directly, does
not represent the current scenario in neuroscience, which is orientated more towards
classi�cations using high complexity classi�ers in complex spaces than on the use of
linear SVM and low dimensional classi�ers. Thus, if some variability is observed in
a low dimensional space as in this case, what can happen in today’s highly complex
classi�cation scenarios? There is a growing need for adequate instruments to assess
the reliability of ongoing classi�cation systems, and RUB could be one of them.

Regarding the use of CV, resubstitution or RUB as validation methods, similar
patterns were found in the accuracy distributions associated with CV test results and
resubstitution when real labels were used. For example, in ADNI-AD statistical power
experiment, the CV test accuracy is 0.8319 [0.0541] and it was obtained 0.8321 [0.0059]
using resubstitution, see Table 7.2. Logically, the standard deviation is larger in CV
as di�erent subsets of the sample are used in each iteration. The situation di�ers for
permuted datasets. In both studies (statistical power and Type I error) similarities
were found between the mean values related to the CV test subset and RUB, with the
standard deviation being smaller in the distributions obtained by RUB. For example,
in DIAN-AD statistical power study (see Table 7.4), when the real labels were used
the mean accuracy using RUB was 0.4775 and 0.4963 using CV. Therefore, the use of
RUB, far from generating positively biased results, estimates a worst-case accuracy
similar to or even more conservative than that obtained with the CV test subset, with
the advantage of using the complete set (more reliable).

Exploring cross-validation in more detail, the possibility of over�tting that may
potentially arise was analysed by means of the generalisation error, i.e. the discrepancy
between the accuracy associated with the training subset and the test subset. Apart
from the observation of such discrepancy, this can be done by analysing the variation
in the ratio �/Eemp , see Equation (4.15). For example, this variability is clearly seen in
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the one-condition set of DIAN-AD in Figure 7.8, which is consistent with the separation
between the empirical error (0.6830) and the actual error (0.5028) shown in Table 7.5.
It follows that deeper con�gurations, as the one related to ADNI-AD, can develop a
greater capacity for generalisation by increasing its complexity and learning capacity
of the data. Thus, although it is a positive factor when the database is large and well
labelled, one should be careful with the choice of data being trained as the results may
be satisfactory even when they should not be, detecting di�erences when they should
be absent.

In a nutshell, it was observed that in small sample size scenarios, resubstitution
has a similar performance to cross-validation. Moreover, it was veri�ed that the use
of the former to establish a two-sample test based on classi�cation errors is equally
or more valid than using CV, as indicated by [128]. Furthermore, the application of
RUB eliminated the positive bias associated with resubstitution when performing the
permutation test. Therefore, it could be believed that the use of RUB in small sample
size scenarios, as is the case in neuroimaging, is highly recommended. The problem of
splitting the set into di�erent subsets is avoided, which tends to generate imbalance
and increased variability. In addition, the computational cost is also greatly reduced
and the bias associated with resubstitution is suppressed. A disadvantage of applying
RUB to analyse DL models is that the �nal classi�er should be ideally linear, as the
computation of the upper bound becomes more complex in other circumstances. Future
work is expected to be able to compute these more complex bounds in classi�cation
neural networks.
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8.1 Introduction

In the previous chapters, the usefulness of ML, which includes DL techniques, in
pattern recognition problems related to the diagnosis and understanding of brain
conditions has been observed. Hence, data-driven approaches are gradually replacing
classical statistics to address neuroimaging problems [182, 216]. These problems in-
clude a low signal-to-noise ratio, di�culty in estimating e�ect sizes and small sample
sizes. These challenges can lead to a lack of generalisation of results between di�erent
datasets [15] and instability across reports, regarding the numerous parameters that
need to be considered before performing analyses [217]. For example, such generalisa-
tion capability has been analysed in chapter 7, where RUB is proposed as a potential
validation method of choice for databases with small sample sizes. This proposal
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remains an essential element of this chapter, where the application of ML in brain
mapping is explored.

Statistical brain mapping is a simple approach to detect ROIs when comparing
two groups of subjects, i.e. HC and AD subjects, and detect relevant patterns between
them. A group analysis can be helpful to delineate the ROIs of the brain for a speci�c
condition/pathology [218]. Thus, when an exploratory analysis is required, statistical
inference maps based on null-hypothesis (H0) are commonly used (see section 3.4).
Nevertheless, more and more studies are proposing new approaches due to its de-
pendence on a variety of assumptions [34, 219]. Data-driven SLT would be one of
those proposals [128]. Although, ML approaches were not originally designed to test
hypotheses in brain mapping, a detailed discussion can be found at [30, 32, 33, 220, 221],
they are theoretically grounded to provide con�dence intervals in the classi�cation of
image patterns (protected inference) that can be seen as maps of statistical signi�cance.
This can be achieved by assessing the upper bounds of the actual error in a binary
classi�cation problem (a con�dence interval), and by using simple signi�cance tests
of a population proportion within it. On this basis, a data-driven approach based on
concentration inequalities is described, named as Statistical Agnostic Mapping, which
was published in [37].

8.2 Statistical Agnostic Mapping (SAM)

The main objective of this framework is to generate signi�cance maps based on
the data rather than on classical statistics [85]. The signi�cant areas derived from
Statistical Agnostic Mapping (SAM) correspond by construction with those regions
having an empirical error Eemp that, under the worst case scenario, has associated
an actual error Eact greater than the random guess accuracy � = 0.5. Con�dence
intervals derived from the concentration inequalities allow to bound the worst case at
the “upper” border of the con�dence interval, providing a protective inference. Thus,
within this con�dence interval, a signi�cance test can be used to make an inference
about whether the accuracy value for a speci�c region di�ers from the null-hypothesis
of the random proportion � = 0.5. Therefore, the statistical signi�cance of any region
is assessed, in combination with con�dence intervals, by evaluating the p-value of any
ROI at a given signi�cance level, i.e. � = 0.05.

In terms of classical statistics such signi�cant regions are derived as the following.
Given a set of regions j = 1, … , l the accuracy for each region is evaluated under the
worst case using Equation (4.13) by the following hypothesis test:

H0 ∶ Accj > ̂Acc; region j is signi�cant
H1 ∶ Accj < ̂Acc; region j is not signi�cant

(8.1)

where Accj is the estimated actual accuracy in the classi�cation of region j with
probability 1 − � , and ̂Acc is the averaged proportion of subjects correctly classi�ed in
all regions within the con�dence interval.
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In more detail, the chosen test for a proportion based on prevalence to achieve
population inference is as follows. Let denote �̂ the sampling distribution of empi-
rical errors Eiemp , for i = 1, … ,m, then the null hypothesis test about the population
proportion within the con�dence interval has the form:

H0 ∶ �̂ = �0 ; H1 ∶ �̂ > �0
where �0 denotes a particular proportion value between 0 and 1, i.e. 0.5. The test-
statistic in a population proportion is:

z = �̂ − �0
�0

(8.2)

where �0 =
√
(�0(1 − �0))/m. For large samples, i.e. for �0 = 0.5 at least m = 20, if H0 is

true, the sampling distribution of the z test statistic is the standard normal distribution.
It should be noted that other kind of tests could be applied as well, like those described
in [222].

Concerning the classi�cation scenario implemented in SAM, a linear decision func-
tion is selected for two reasons. The �rst is that such functions have have already been
successfully used in neuroimaging [185, 209, 223]. The second is that the upper bound
of inequality is dependent on the complexity of the classi�er [131]. Therefore, with
linear functions the upper bound can be minimised. Thus, the classi�cation algorithm
adopted in this implementation is SVM with linear kernel, obtaining Equation (4.13)
for the upper bound (see section 4.5.2).

Moreover, a feature extraction step is also applied in �rst place. In this case, the
chosen method is PLS. PLS methods have demonstrated its utility in describing the
relationships between brain activity and experimental design or behaviour measures
within a multivariate framework [213, 224]. This reduces the ratio between feature
dimension and sample size (curse of dimensionality) and generates smaller upper bounds
for the same sample size (see Figure 4.3).

Therefore, this methodology can be seen as a region-wise analysis where a �tted
linear SVM classi�er in a multivariate feature space is implemented. The motivation
for a multivariate framework in assessing the areas of relevance is analogous to other
proposed techniques for addressing the multiple comparison problem in functional
imaging, e.g. RFT for neuroimaging analysis [225], random/mixed/conjunction ana-
lyses in multiple p-value maps [95] or the classical p-value corrections for multiple
comparison after null-hypothesis testing [85]. In general, only those voxels (or ROIs)
showing a tight association, i.e. high performance in terms of accuracy, should be
considered as relevant maps or patterns in that particular condition with probability
1 − �.

8.2.1 Summary of the procedure

The di�erent steps of the procedure already described can be summarised as follows,
which is illustrated in Figure 8.1 (middle and right columns):
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Normalisation, 
Segmentatiton, etc. Statistical Inference

SmoothingRealignment STATISTICAL AGNOSTIC 
MAPPING (SAM)

Feature Extraction
and Selection

Design Matrix

Function Fitting

Binary Assessment
(classes)

Concentration
inequalities

+
Proportion Test

Anatomical Reference

Spatial Filtering

e.g. Linear SVM

e.g. PLS, PCA, t-test

Cl
as

s1

Class 2

p < 0.05

Atlas Parcellation

e.g. AAL116

Figure 8.1: Complete diagram of SAM including typical preprocessing steps in SPM for di�erent
modalities (left column of blocks), classi�cation �tting and feature extraction and selection
for actual risk estimation (middle column) and inference to derive the statistical map (right
column).

• Step 1: Data Preparation and parcellation: Design the group comparison
(design matrix) and select the regions (ROI) to be analysed across subjects. By
default, the AAL116 atlas [215] is used in the implementation.
Then, for each ROI do:

• Step 2: Training feature set:

– Apply a feature extraction and selection stage, by default based on PLS, to
the ROI and obtain Zn (the feature space)

– Train a linear SVM by empirical risk minimisation to obtain the function
that best �ts the data (resubstitution estimation).

• Step 3: Assessment of concentration inequalities:

– Compute empirical error (or accuracy) (Equation (4.10)).

– Determine the actual accuracy Accj under the worst case with probability
1 − � (Equation (4.11))

end for

• Step 4: Statistical assessment of the accuracies: Calculate the z-test statistic
for each actual accuracy in {Accj} (Equation (8.2)) for testing signi�cance.
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This procedure allows for working with small sample sizes, detecting large and
subtle relevant e�ects in studies of clinical and experimental conditions using neuroi-
maging techniques, including structural and functional resonance imaging (fMRI/sMRI),
SPECT or PET [37, 40, 226]. In this chapter three case studies applying SAM are detailed.
The �rst one analyses structural imaging (sMRI) using ADNI-AD dataset. The second
one analyses functional imaging (SPECT) and sMRI using PPMI-PD dataset. Finally, an
EEG study using UGR-COG dataset is included to standardise the procedure in temporal
studies.

8.3 A structural MRI study: ADNI-AD

The aim of this section is to experimentally validate the proposed procedure, as well
as to compare its performance with the accepted framework used by the neuroscience
community based on the SPM analysis (see section 3.4.2). In contrast to SPM, SAM is
based on data-driven approach based on concentration inequalities. Therefore, the
main di�erence with the former is that the latter is a non-parametric method.

In this case, a two-group comparison AD vs. HC is considered for establishing a clear
framework for comparing both statistical paradigms (SAM and SPM), as the observable
di�erences in structural imaging between the two classes are well-established in
literature [190, 227, 228].

8.3.1 Methodology

In this experiment, statistical maps are generated from the MRI scans of the ADNI-
AD dataset (see section 5.1.1). To obtain statistical agnostic maps, �rst of all, the
proposed methodology try to �t in an optimal way a linear SVM classi�er in the feature
space obtained after applying PLS as a feature extraction approach. Then, the empirical
error is estimated for each of the 116 standardised regions in which the brain volume
is parcellated. This estimation is corrected (actual error) by the use of upper bounds
drawing a novel set of accuracy values (proportions) and a con�dence interval. To do
so, in addition to Equation (4.13), Vapnik’s bound (Equation (4.12)) is also evaluated.
Then, all those relevant regions for the characterisation of AD based on absolute values
are heuristically identi�ed in terms of hypothesis testing within con�dence intervals.

The methodology employed when using SPM for comparative purposes is as follows:
�rst, a �rst-level analysis to derive the GLM for the dataset under assessment (a design
matrix for group comparisons) is conducted. Then, in the 2nd-level analysis, the
contrast images are fed into a GLM for implementing the statistical test. Two types of
two-sample t-test-based inferences are performed using FWE and uncorrected p-value
to �nally obtain the statistical parametric maps.

In order to thoroughly assess the performance of both methods, a comparative
analysis is conducted not only in terms of their capability to detect signi�cant regions
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but also in terms of FP control, FWE rate, and TP rate. This evaluation encompasses
the consideration of various sample sizes and con�dence levels within the di�erent
approaches being analysed. This allows to obtain a comprehensive understanding of
the methods’ performance in small sample size scenarios.

8.3.2 Results

For the SAM approach, the number of PLS components chosen to �t the linear SVM
classi�er was 1, i.e, the �rst PLS component extracted by this regression analysis is
applied. This PLS score for each subject can be conceptualised as the representation of
the subject into a multi-dimensional reference system as described in [229]. Figure 8.2a
shows the empirical error obtained for each of the 116 standardised regions (solid
blue line). To improve the visibility of the plot, only regions #30 to #90 from the
AAL116 atlas are shown. The actual error is estimated by applying the upper bounds
related to Equation (4.13) and the VC approach (Equation (4.12)). For the computation
of these bounds, the number of samples (n = 417), the feature’s dimension (d = 1) and
a con�dence level of 95% were considered. Thus, the lower accuracies in Figure 8.2a
corresponds to the worst cases as considered by the selected concentration inequalities.
Accuracy values of several regions are highlighted, which are relevant in the biological
de�nition of AD, i.e. Hippocampus, Temporal, Amygdala and Parahippocampal regions,
corresponding to peaks of these curves. Moreover, it can be observed how the VC
approach is more pessimistic than the one based on Equation (4.13) [31].

Figure 8.2a shows the next step of the proposed methodology, the statistical assess-
ment of the accuracies by means of a signi�cance test for a proportion. Thus, all those
relevant regions for the characterisation of AD were identi�ed based on absolute values
(accuracy). To estimate this, the same p-value as the one of con�dence intervals using
concentration inequalities is applied (� = 0.05). Note that it is shown the probability
of observation of the set of accuracy values under H0, i.e. random distribution. The
resulting signi�cant regions are the same as those highlighted in Figure 8.2a.

A direct comparison with the SPM approach is shown in Figure 8.3 and Figure 8.4,
in terms of the sample-size analysis and the relevant regions determined by both
methods. In these scenarios, a voxel-wise inference using a standard two-sample t-test
with FWE p-value= 0.05 (and null extent threshold -voxels-) is computed in SPM12. Key
to this comparison is the di�erent working operations, i.e. SAM includes the spatial
structure of data at the �rst feature extraction ans selection stage, whilst SPM do it
at the �nal stage, by means of RFT. For this reason, SPM is more speci�c (voxel-wise)
but widespread comparing to SAM. The number of identi�ed ROIs conforming the SPM
increases as the number of sample increases, unlike the proposed approach, which
provides the same volumetric di�erences for n = 200, 417.

Figure 8.4 shows that main regions identi�ed by SPM are included in the ROIs
deployed by SAM-based approach. In addition, the number of “activated” voxels in SPM
is associated with sample size and these voxels are widespread across several anatomical
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(a) Classi�cation results in standardised ROIs.
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Figure 8.2: (a) Accuracy values and upper bounds in 116 standardised regions of interest
(only signi�cant regions from #30 to #90 are shown) for two methods based on concentration
inequalities (Equation (4.13)) and Equation (4.12)). The con�dence interval is drawn in the
space between the solid blue line and the colored lines. (b) Accuracy values in the worst case
(Equation (4.13)) and the set of probabilities (log(p-values)) within the con�dence interval. The
regions of interest (p< 0.05) are detected using a signi�cance test for a proportion � .

regions. The number of voxels in ROIs obtained by SAM is almost independent on the
sample size, except for the extreme case n = 50, and given the magnitude of the e�ect
being sought in the HC-v-AD comparison.

Moreover, it should be analysed the ability of the proposed method for controlling
the FWE rates for voxel, clusterwise or regionwise inferences as shown in [34]. To this
purpose two groups of subjects (n = 50, 100, 228) are randomly drawn from a relatively
large (n = 228) group of HC from the dataset, where the null hypothesis of no group
di�erence in brain activation should be true.
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(a) SAM. (b) SPM.

Figure 8.3: Statistical comparison of brain volumes using SAM and SPM in the ADNI-AD dataset.
Green area corresponds to the whole dataset while the rest of colors (red, blue, yellow) are
linked to data subsets, which are plotted in increasing n (opacity of representations is preserved
for clarity reasons). The ROIs selected for increase n = 50, 100, 200, 417, satisfy Sj ⊂ Sj+1 except
for n = 50 where an additional region “Frontal Mid L” is selected. It is worth mentioning that
all the ROIs extracted in di�erent sample-size con�gurations were included in the con�dence
interval and with probability slightly higher than the signi�cance level (� = 0.05).

A total of 48k random group analyses were performed, following the same steps
as in the previous section (parcellation, feature extraction and selection, function
�tting, etc.) to compute the empirical FP rates of SAM and SPM (in cluster and voxel-
wise inferences). Regarding the SPM study, two types of two-sample t-test-based
inferences were performed using FWE and uncorrected p-value. Each statistic map was
�rst thresholded using a p-value= 0.001 (uncorrected for multiple comparisons). The
degree of FP to compute the FWE rate was �nally estimated as the number of signi�cant
voxels within any of the 116 atlas regions, meaning a voxelwise inference. Furthermore,
a conservative clusterwise inference is applied by using uncorrected p-values, where
the surviving clusters are then compared with a cluster extent threshold-based criteria
in regions (at least 25% of activated voxels in any of the 116 regions of the atlas). The
estimated FWE rates are simply the number of analyses with at least a signi�cant result
divided by the number of analyses (1.000).

Figure 8.5 illustrates similar results as those described in [34] that were obtained
using a conservative voxelwise inference and invalid clusterwise inference for the
two-sample t-test used in these simulations. SAM provided a conservative operation
mode when the Vapnik’s bound (Equation (4.12)) was applied to the empirical data
(often falling below the signi�cance level, e.g. 5%). It also performs a very realistic
and competitive approach when the estimation of the upper bound in Equation (4.13)
is used, named as i.g.p. (in general position), as shown in [31]. In particular, FWE
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(a) SPM vs SAM.
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Figure 8.4: (a) SPM (red) over SAM (green) using the complete ADNI-AD dataset (n = 417).
(b) Number of regions of interest vs. sample size (top) and overlap analysis vs. sample size
(bottom). Observe how the SPM activation map linearly increases with n and is located on more
than 80 standardised regions with the whole dataset (although part of these isolated activation
voxels could be removed from the map using the extent threshold).

rates for clusterwise inference far exceed their nominal level using SPM (using a p-
value= 0.001 uncorrected for multiple comparisons), despite the surviving clusters
were then compared with an cluster-extent threshold based criterion of 25% of activated
voxels in that region for a fair comparison with SAM. On the other hand, parametric
voxelwise (SPM) and regionwise (SAM, e.g. Equation (4.12)) based inferences are valid
but over conservative, often falling below the prede�ned levels of signi�cance, � =
0.001, 0.01, 0.05, 0.1. However, estimated FWE rates based on corrections described in
[31] are close to the prede�ned levels, and are almost independent on the number of
subjects that were randomly drawn in the simulation.

Finally, the TP rate1 (i.e. the null hypothesis of no group di�erences in brain
activation should be false) may also be assessed on balanced groups of subjects (n =
50, 100, 150, 300) that are randomly drawn from a relatively large (n = 229 + 188) group

1The estimated TP rates are simply the probability of a region to be activated, e.g in voxelwise SPM
PTP = #TP

116
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of HC and AD from the ADNI-AD dataset (making a total of 64K analyses). At a given
signi�cance level, the TP rate should be almost constant for di�erent sample sizes (i.e.
the method provides the same number of signi�cant regions in each experiment). As
clearly shown in Figure 8.5c, the SAM methodology provides almost constant TP rate
with di�erent sample sizes, unlike SPM TP rate in cluster and voxel-wise inferences,
which clearly increases with sample size.
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(b) FWE rate vs. sample size.
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(c) Experimental TP rate vs. sample size.

Figure 8.5: Results for two-sample t-test and ad-hoc clusterwise/voxel inference in regions,
showing estimated FWE rates and TP rates for four di�erent activity paradigms (FWE SPM,
uncorrected SPM, Vapnik SAM, and i.g.p. SAM). These results were generated using {50; 100; 228}
subjects in each group analysis for FWE rate and (N = 50, 100, 150, 300) for TP rate. Note: unc.
SPM: clusterwise inference, FWE SPM: voxelwise inference.
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8.3.3 Discussion

As seen in the results obtained, in general the SAM is a very robust method, in
terms of sample size, to �nd relevant standardised areas, and a stable framework
which contains those regions de�ned as relevant by the SPM, with su�ciently large
sample size. Thus, this data-driven approach, mainly devoted to classi�cation problems
with limited sample sizes, is able to derive statistical model-free (agnostic) mappings.
Although the latter is not designed for testing competing hypothesis or comparing di�erent
models in neuroimaging, the SAM is derived assuming the existence of classes (H1), at
voxel or multi-voxel level. It is worth mentioning that SAM employs the concept of
prevalence [219] to derive the activation maps, since it is the result of the classi�cation
performance in terms of accuracies or proportions in the feature space.

The behaviour of the analysed methods depends on the size of e�ect of interest.
In the seek of subtle e�ects, such as the ones found in AD or Autistic patterns, and
provided that hypothesis tests cannot separate important, but subtle, and actually trivial
e�ects [33], SAM focus on standardised ROIs to avoid the presence of false positives
in the sought maps. In this sense, SPM is more speci�c and can detect, within these
regions sought by SAM, which substructures are responsible for the discrimination
between classes. Nevertheless, this voxelwise analysis could be carried out as well
using this framework, e.g. by assessing the PLS-maps derived at the feature extraction
and selection stage as shown in [229]. However, it was additionally found that using
the SPM univariate approach i) small e�ect sizes in a heterogeneous population with a
limited sample size fail to be detected whilst with larger samples sizes their detection
overshoots, and ii) in large sample sizes it can yield highly signi�cant p-values even
when e�ect sizes are so small that they become trivial in practical terms.

On the other hand, when large e�ects are bound to be found, SAM is a suitable
method in their detection since, with a few amounts of samples, it provides similar
results than the ones obtained with complete datasets (Figure 8.4). This is in line with
the main idea derived from [220] that when an e�ect is found in small datasets is more
than likely to be extrapolated in large samples. On the contrary, only in small datasets
with small – but meaningful – e�ects that are missed, missing data, sampling bias, etc.
the absence of replication is found, i.e. across data collecting sites [33].

Finally, it has been seen the usefulness of the con�dence intervals derived for the
SLT based on concentration inequalities to achieve a con�dence framework beyond
sharp null-hypothesis testing. Key to this methodology in the �eld of SLT is that it
is based on in-sample estimates (a similar procedure in exploratory analysis using
hypothesis testing), unlike the out-sample estimates in CV procedures, which usually
subdivide the (small) datasets for an estimation of the actual error. In this way, an
analytical bound depending on sample size (n) and number of predictors (d) de�nes a
“worst-case” operation point. Nevertheless, the experiments showed the application
of a systematic hypothesis test for the selection of signi�cant empirical errors which
conforms the highlighted regions in the SAM. Only in this case, a model is assumed in
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the set of accuracies, but it has been demonstrated to be in accordance with the nature
of the one-dimensional data and su�ciently accurate for the purposes.

8.4 Statistical Mapping on Parkinson’s Disease

Traditionally, studies about PD have made use of functional SPECT images. Never-
theless, to avoid some of its disadvantages with special focus on its high cost, the
unreliable supply of radiotracer, and potential adverse e�ects like disorders of the heart
beat (including cardiac arrest) [230], in the last years many studies [231, 232, 233] have
tried to use another imaging alternatives such as MRI scans able to evaluate subtle
changes in the GM tissue. This study presents a qualitative analysis of ROIs when using
MRI for PD by the computation of statistical signi�cance maps. Moreover, it allows
to assess the reliability of the results generated by neuroimaging software tools to
identify the most relevant ROIs when comparing HC and PD patients using MRI and
123I-FP-CIT SPECT images.

8.4.1 Methodology

In this experiment, the PPMI-PD dataset is used (see section 5.2) to generate
statistical maps in order to compare structural (sMRI) and functional (SPECT) imaging
for the detection of ROI in PD. To conduct this comparison, signi�cance maps will
be generated using both parametric and non-parametric procedures, speci�cally the
standard SPM12 package and SAM, respectively.

To generate and evaluate the signi�cance maps associated with each statistical
mapping tool, three experiments are proposed. The main one is a two-group analysis
comparing HC vs. PD whereas the other two experiments confronted samples within
the same class arbitrarily separated into two groups: i.e. HC vs. HC and PD vs. PD.
While in the �rst case, the number of input samples per class is 40 (balanced classes),
in the other two experiments, the set is randomly divided into two balanced subgroups
of 20 samples.

8.4.2 Results

Once the images were preprocessed as indicated in section 5.2, they were given
as inputs for the statistical mapping tools. When using SPM12, a standard two-sample
t-test was conducted. Firstly, a factorial design along its design matrix was generated.
Then, the parameters estimation of the GLM was performed. Finally, a t-contrast test
(HC>PD) was de�ned and applied to the data. Here, two di�erent inference models
were studied: a voxelwise inference approach, where a FWE p-value≤ 0.05 was applied;
and a clusterwise approach where an uncorrected for multiple comparisons p-value
≤ 0.001 along with an extent threshold of 10 voxels was applied. In case of using SAM,
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Experiment Method # Voxels # ROIs List of ROIs

HC vs. PD
SPM12 (voxel) 4583 12 InsulaL,InsulaR,HippocampusL,HippocampusR,AmygdalaL,AmygdalaR,

PutamenL, PutamenR,PallidumL,PallidumR,ThalamusL,ThalamusR

SPM12 (cluster) 20662 46 Frontal_Sup_OrbL,Frontal_Inf_OperL,HippocampusL, ParaHippocampalR,
AmygdalaR, CaudateR,PutamenR or ThalamusR, among others

SAM 12933 6 InsulaR,PutamenL,PutamenR,PallidumL,PallidumR,ThalamusL

HC vs. HC
SPM12 (voxel) 0 0

SPM12 (cluster) 327 7 Frontal_Sup_OrbR,Frontal_Mid_OrbR,Sup_Motor_AreaL,
Cingulum_PostL,CalcarineL,PrecuneusL,Vermis_4_5

SAM 24526 5 Frontal_Inf_TriL,FusiformR,PrecuneusR,CaudateL,ThalamusL

PD vs. PD
SPM12 (voxel) 0 0

SPM12 (cluster) 53 2 CalcarineR,ThalamusR

SAM 12202 2 Frontal_Inf_TriL,Cerebelum_Crus1R

Table 8.1: Summary of the statistical maps obtained using SPM12 and SAM for 123I-FP-CIT SPECT
images. Experiments highlight regions of interest among di�erent or same classes (HC and PD).
The names of the regions are based on the AAL116 atlas nomenclature.

the images were parcellated according to the AAL atlas of 116 regions. The feature
selection method chosen was t-test and the feature extraction method was PLS using
1 component. Then, the features were classi�ed using a linear kernel SVM classi�er
and its accuracy was determined under the worst case with probability 95%. Finally,
signi�cance of each region was tested by means of a z-test statistic applied to each
actual accuracy (see Equation (8.2)). In contrast to the previous methods, this would
be a region-wise inference. Table 8.1 and Table 8.2 illustrate the results obtained for
each experiment and image modality.

Experiment Method # Voxels # ROIs List of ROIs

HC vs. PD
SPM12 (voxel) 0 0

SPM12 (cluster) 98 10
Frontal_SupR,Frontal_MidR,Frontal_Inf_TriL,

FusiformR,PostcentralR,Parietal_SupR,PrecuneusR,
PutamenR,Cerebelum_Crus1R,Cerebelum_6R

SAM 31525 4 PrecentralR,PrecuneusR,Temporal_InfL,Temporal_InfR

HC vs. HC
SPM12 (voxel) 0 0

SPM12 (cluster) 83 11
Frontal_Inf_OperL,Frontal_Inf_TriL,OlfactoryR,InsulaR,
ParaHippocampalL,CuneusL,LingualLOccipital_MidR,
Paracentral_LobuleL,Temporal_SupR,Temporal_MidR

SAM 0 0

PD vs. PD
SPM12 (voxel) 0 0

SPM12 (cluster) 102 10
Frontal_SupR,Frontal_MidL,Frontal_MidR,Supp_Motor_AreaL,

Cingulum_MidL,Cingulum_MidR,PrecuneusL,
Paracentral_LobuleR,Temporal_SupL,Cerebelum_Crus1R

SAM 42163 5 PrecentralR,LingualL,PostcentralR,PrecuneusL,Temporal_MidL

Table 8.2: Summary of the statistical maps obtained using SPM12 and SAM for GM MRI scans.
Experiments highlight regions of interest among di�erent or same classes (HC and PD). The
names of the regions are based on the AAL116 atlas nomenclature.

Figure 8.6 depicts the signi�cance maps generated by the proposed inferences
for the 123I-FP-CIT SPECT scans. The colour blue is associated to the signi�cance
map obtained using SAM. Colours red and green are related to the clusterwise and
voxelwise inferences conducted in SPM12. The same range of colours is used in the
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Figure 8.6: Signi�cance maps obtained for 123I-FP-CIT SPECT scans. Voxelwise SPM is rep-
resented in green, clusterwise SPM in red and SAM is blue. HC-vs-PD experiment (n = 80) is
illustrated on the up left, HC vs. HC (n = 40), on the up right and PD vs. PD (n = 40) is located at
the bottom. Voxelwise SPM is only non-null in the experiment HC vs. PD. The ROIs obtained
are overlapped over 59.50% between SAM and voxelwise SPM12 and 57.67% between SAM and
clusterwise SPM12.

three experiments and in Figure 8.7, where the signi�cance maps for the GM MRI scans
are illustrated. It should be noted that the signi�cance maps of experiment HC vs. HC
were practically null for all the inferences analysed, so its inclusion was discarded.

8.4.3 Discussion

In this section, a qualitative analysis of signi�cance maps of Parkinson’s Disease is
conducted. To do so, two di�erent approaches were performed, a parametric approach
(SPM) and a non-parametric approach (SAM).

The main experiment (HC vs. PD ) assesses the possibility of characterisation of
PD by the imaging modality under study. This kind of experiment indicates relevant
regions to perform a two-class (binary) classi�cation. In MRI scans, results do not
suggest that there are any highly relevant ROIs to address the classi�cation problem.
As seen in Table 8.2 and Figure 8.7 (left), SPM12 signi�cant maps are practically empty.
The only region that appears in both SPM clusterwise inference and SAM was the
Precuneus (right hemisphere). Nevertheless, when using SAM, the Inferior Temporal
Gyrus appears as ROI as described in [234]. Further study is needed to understand
the implications of these regions for Parkinson’s Disease, especially as they are more
closely associated with the dementia that patients may develop.

Contrary to MRI, signi�cance maps related to 123I-FP-CIT SPECT clearly states the
relevance of striatum region as ROI for PD. Both Putamen, Pallidum and Thalamus

106



8.4. Statistical Mapping on Parkinson’s Disease

Figure 8.7: Signi�cance maps obtained for GM MRI scans. Clusterwise SPM12 is presented in
red and SAM is blue. Voxelwise SPM is null in both experiments. HC-vs-PD experiment (n = 80)
is illustrated on the left, PD vs. PD (n = 40), on the right. In the HC-vs-HC experiment (n = 40),
only clusterwise SPM12 is non-null but with very few voxels. No relevant overlapping was
detected.

appear in all the inference maps as seen in Table 8.1. Indeed, the importance of this
area can also be appreciated in Figure 8.6 (up left) where signi�cance maps of SAM
and voxelwise SPM have an overlap of 59.50% and the ones of clusterwise SPM and SAM,
57.67%. Similar results are obtained in [37], where SPECT scans from PPMI and a dataset
from Virgen de la Victoria Hospital (Malaga, Spain) were analysed.

At this point two more experiments were conducted selecting samples of the same
class arbitrarily divided into two groups to analyse their contrast, i.e. HC vs. HC
and PD vs. PD. These experiments allowed to deduce the reliability of classi�cation:
occurrence rates of ROIs indicate if input data is highly heterogeneous and even if it
could be separated among them. In any of the experiments involving SPM voxelwise
inference maps point out several ROIs for both image modalities. Though the clusterwise
also does, its number of detected voxels is small and they seem to have been randomly
choosen (see Table 8.1 and Table 8.2). Similarly, for the SAM approach it also seems
that detected regions have no relevant implications for the study. Only the results
derived from HC-vs-HC experiment using 123I-FP-CIT SPECT should be further analysed
(especially if it is focused on the Fusiform Gyrus).

Regarding the methods analysed, it is clear that the use of FWE p-values generates
highly conservative signi�cance maps [34]. In fact, when a true e�ect appears, it can
be seen in Figure 8.6 (top left) how the least conservative signi�cance map is the one
that uses an uncorrected p-value for multiple comparisons. However, this method
increases the number of FP. Therefore, its use is not advisable [34]. An intermediate
term would be the signi�cance maps generated using SAM. Indeed, as many other
works in the current state of art where the small sample-size problem appears, the
classical statistics creates a challenging scenario where the generalisation of the results
is unclear. Thus, this other example to suggest that proposals like SAM should be stated
as gold standard due to its reliability when working with small sample sizes.
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After analysing our results, it can be stated that MRI scans is not a much reliable
source of information for PD diagnosis even despite the classi�cation results reported
in related works such as [231]. Though few other studies have proposed the use of MRI
imaging markers as main inputs in CAD systems for PD, they might be falling into some
inadvertencies. For example, they work in conjunction with SPECT and MRI, whereby
the former is the main contributor to a high accuracy (biased) [232], or the feature
selection is done outside the CV loop [233].

In any case, to evaluate the use of MRI for PD, research projects using larger sample
sizes are needed. And even then, it will be necessary to evaluate the e�ect of sample
size on the inference maps and to analyse the e�ect of FP.

8.5 Standarisation of Agnostic Learning Techniques: EEG

The aforementioned di�erent neuroimaging problems are particularly noticeable
in the �eld of cognitive neuroscience, where sample sizes rarely exceed �fty or so par-
ticipants, and results rely on subtle brain activity changes that are locked to particular
events. Classi�cation methods on this �eld are used to tell apart di�erent conditions
across the same participant. That is, validation methods include training and testing the
same brain in di�erent points in time, which again poses the challenge of inter-subject
generalisation, and potential Type I and Type II errors.

In this study, the methodology underlying SAM to perform spatial detection of ROIs
in neuromaging modalities, such as MRI, has been applied to a temporal EEG study
within the �eld of cognitive neuroscience, where the use of MVPA has been growing
exponentially [98, 99, 235]. Instead of estimating ROIs by means of a signi�cance maps,
the time points where trials are most signi�cant are highlighted. Temporally resolved
techniques, such as EEG and MEG, also common in neuroimaging research, have been
less frequently analysed through classi�cation approaches (but see [236, 237, 238]
as examples). Therefore, the aim is to determine whether the validation model on
which SAM is based is also useful in time-resolved EEG data obtained from a cognitive
neuroscience task designed to compare the representational information associated
with predicted and unpredicted target stimuli.

8.5.1 Methodology

The MVPA implemented consisted of three steps: feature extraction, feature selec-
tion and classi�cation. To conduct the experiment, the MVPAlab Toolbox [159] was
used, which was adapted and complemented using SAM. The UGR-COG dataset was
analysed, which is described in section 5.3. Each participant had associated an amount
n of trials (observations), consisting of the raw potential measured in p electrodes over
time (features). Each participant’s trials were categorised according to two conditions
or classes (seeing faces or seeing names on screen).
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At the feature extraction stage, the features associated with each trial were nor-
malised with mean 0 and standard deviation 1. Then, sets of t trials (within the same
condition) were averaged to increase the SNR and reduce the computational burden. In
the feature selection stage, a dimensionality reduction of the features was performed.
PCA was applied to project the sensor space features onto a reduced number of features.
Finally, SVM with linear kernel was implemented as classi�er. Each participant was
analysed independently, considering as accuracy the mean of the accuracy obtained
for each subject at each time point.

For the evaluation of the classi�cation model, RUB was selected as validation
approach. However, the study was also conducted using K -fold CV for comparative
reasons.

The last step was to modify the spatial study implemented in SAM to perform a
temporal study of the signi�cance of the results obtained. In SAM, once the accuracy of
each region of the brain (given an atlas) is calculated, the signi�cance of these values
is analysed by means of z-test stadistics to detect ROIs and generate the signi�cance
map. Thus, the spatial study was altered to a temporal one by analysing time points
instead of regions. Time Point of Interests (TPOIs) were those moments in time that
were considered to be signi�cant. In this case, the signi�cance selection criterion was
that its associated accuracy was higher than 0.50.

8.5.2 Results

To conduct the study, the number of trials was reduced by applying a factor of
8 for generating supertrials. The times considered for the experiment ranged from
−100ms to 1400ms, with a total of 385 time points during that time. The feature vector
generated by the 64 electrodes used was reduced to 1 feature by using PCA.

Results are illustrated in Figure 8.8. The solid blue line indicates the accuracy
values over time associated with using resubstitution as validation approach (empirical
accuracy). This value was reduced after applying the upper bound under the worst
case with probability 95% (green line, actual accuracy). The accuracy obtained by using
K -fold CV with K = 5 is also included (red line). The areas including the standard
deviations of the hits considering the 48 participants are also included around the
mean value. The horizontal lines shown indicate the TPOIs obtained depending on
the approach. For the estimation of the signi�cance of the time points, uncorrected
resubstitution and K -fold results were calculated with a t-test against chance, while for
estimating the ones related to RUB, accuracies above chance were considered signi�cant.
These time points were from 97 ms to 335 ms, approximately, using RUB.

8.5.3 Discussion

In this work, the relevance of SAM tool on EEG to analyse the temporal signi�cance
of stimuli was tested. The e�ect of visual perception was analysed through a binary
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Figure 8.8: Accuracy values obtained. Blue indicates the accuracy values over time associated
with using resubstitution as validation approach (empirical error). This value is reduced after
applying the upper bound under the worst case with probability 95% (actual error, green). Red
shows the accuracy obtained by using 5-fold CV. The grey area indicates stimulus presence
onscreen (0-100 ms). Horizontal colored lines indicate temporal signi�cance.

classi�cation task. Although the e�ect has been theorised to be large and persistent in
time [239, 240], accuracy values derived from prediction tests were narrowly above
the nominal value of statistical signi�cance, i.e. 50%, in the whole stimulus interval.
When performing an identical MVPA using K -fold cross-validation instead of RUB, the
obtained results are less conservative and closer to the expected outcome. However,
the empirical (uncorrected) error obtained was slightly higher than that obtained
by CV, as expected [36]. Importantly, the resulting pattern of accuracy values was
strikingly similar between resubstitution and K -fold, even if the actual values were
biased upwards for resubstitution, especially given the variability associated with
K -fold [15]. Thus, the results obtained suggest that this approach can also be applied
in EEG. It will be necessary to establish a signi�cance test more adjusted to this
type of data, which generates less conservative TPOIs. That is, the temporal range of
signi�cance should more closely resemble that obtained with K -fold. For this, di�erent
bounds could provide an accurate connection between actual and empirical errors.

Regarding the implementation of SAM as a temporal analysis software, it would be
advisable to extend its utility to other well-established applications of MVPA, such as
classi�cation across time and conditions, or sensor space analysis. Future applications
and developments of this method of analysis should test how di�erent methods of
dimensionality reduction (e.g. PCA or PLS) a�ect the results.
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9.1 Introduction

So far, the thesis has primarily focused on exploring the reliability of CAD systems
across di�erent scenarios. Starting from this chapter onwards, the emphasis will shift
towards the interpretation of results. This aspect becomes particularly crucial in clinical
studies where experts need to comprehend the �ndings in order to draw meaningful
conclusions. In the �eld of neuroimaging, this situation is commonly encountered due
to its multidisciplinary nature, where the focus lies not only on the implementation
of innovative reliable techniques but also on assessing the utility of the CAD system
as clinical support tool or for investigation of complex biological patterns. In this
chapter, an in-depth analysis of sulcal patterns extracted from structural brain images
is undertaken to broaden our current understanding of the etiology of Schizophrenia
due to the early development of the cerebral sulci (see section 2.1).
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Sulcal information has proven to be useful in the study of a wide range of conditions;
for example, in AD [241, 242], Parkinson’s disease [243, 243], and anorexia [244, 245].
SCZ has a rich and well-replicated literature establishing patterns of cortical change
[67, 246, 247, 248]. Whilst there has been some work on both overall and speci�c sulcal
information in SCZ [249, 71, 250], no information has been found on exploring sulcal
patterning as a way of classifying individuals with SCZ from una�ected controls.

As mentioned on previous chapters, one of the main problems often encountered
in conducting this type of study is the limited number of samples available. This
is of particular concern when the number of features associated with each sample
is very high (curse of dimensionality) [187]. This is also a problem when applying
classical statistics which make strong assumptions based on the sample conforming
to the normal distribution. When the number of samples is small, it is not easy to
accurately determine the distribution from which they are sampled and sometimes
invalid techniques are implemented or inaccurate results are obtained [251, 34]. For this
reason it is useful to consider other methods, such as data-driven approaches based on
ML [37, 221]. A key bene�t is to obtain insights similar to those obtained by parametric
statistical approaches but without requiring the dataset to satisfy certain conditions.
Furthermore, the black box problem, whereby there is no easy interpretation of the
biological meaning of a classi�cation result or understanding of the underlying decision-
making process, is now being addressed with XAI algorithms [252, 253, 38].

In this study, the capacity of measurements of sulcal patterns to discriminate
between patients with schizophrenia and controls is explored. To do so, features
relevant to this classi�cation problem are identi�ed by traditional univariate statistical
methods and by MVPA. Both approaches are then compared by means of ML classi�ers
of varying complexity. XAI techniques are also deployed to give a richer description of
the pattern of case-control di�erences observed.

9.2 Methodology

For this study, the SHG-SCZ dataset was used, which is detailed in section 5.4,
including a comprehensive description of the preprocessing steps involved. The dataset
comprises a total of 114 samples, consisting of 58 subjects with SCZ and 56 HC. Each
sample has associated 49 speci�c brain areas (sulci) which are represented by the
sulcal length and maximum and mean sulcal depth (147 features per sample in total).
Thus, the number of features is a value larger than the number of samples, 114. This
is an undesirable, but very common situation in neuroimaging. It is important to
acknowledge that various methods exist in the literature for detecting, labeling, and
characterising sulci [254, 255, 256, 257, 258, 259, 241], each with its unique strengths
and limitations [260]. In this study, the BrainVISA software is employed, as described
in section 5.4.

The methodology followed aimed to �nding relevant sulcal patterns in a classi-

112



9.2. Methodology

�cation scenario SCZ vs. HC, i.e. a binary classi�cation problem. For this purpose,
the process was divided in several stages as depicted in Figure 9.1. In summary, two
di�erent scenarios were implemented: feature selection (see section 9.2.1), which high-
lighted the relevance of sulcal features, and feature extraction see section 9.2.2), which
generated a reduced set of features to make the best possible use of the information
extracted from the original data. From the features highlighted or generated by both
approaches, a classi�cation stage followed where ML and DL models were applied using
various validation methods, as described in section 9.2.3. Lastly, the classi�cation
model obtained was analysed by means of XAI techniques, which are described in
section 9.2.4. At each stage, alternatives were compared in terms of their performance
in the context of a small sample.

9.2.1 Feature analysis and selection

Once the dataset was preprocessed, sulcal length and maximum and mean sulcal
depth were tested by univariate statistical methods to identify features important to
classi�cation. Both parametric and non-parametric techniques were considered.

Regarding parametric techniques, the Shapiro-Wilk test was initially applied to
identify which features obeyed a normal distribution, since the null hypothesis is
that samples come from a normally distributed population. For those features where
a normal distribution was followed, a two-sample t-test was applied to detect the
relevance of the feature to distinguish between schizophrenia and control participants.
To compare the importance of features, the p-values associated with the tests were
used. Those features that did not follow a normal distribution were assessed with the
Mann-Whitney U test, and the corresponding p-value used. These tests are described
in section 3.2.

The importance of a feature to classi�cation was also evaluated by means of an
data-driven based approach: SAM (see chapter 8), i.e. a non-parametric approach.
First, each feature was independently fed into a supervised classi�cation model. Then,
accuracies obtained for each feature were sorted based on a proportion test and its
test-statistic, see Equation (8.2). Once the z-statistics were calculated, the p-value of
each statistic was estimated. For this, the null hypothesis was considered to be true and
therefore the test statistic follows a standard normal distribution. From this p-value,
the most relevant features of the study were determined.

9.2.2 Feature extraction

Along with feature selection, features were also processed to generate more com-
pact information and reduce the dimension of the feature vector. To do so, PLS was
applied (see section 4.3.2) and the extracted components are those used in the classi�-
cation step.
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Figure 9.1: Flowchart of the study. After preprocessing the data, two independent feature
selection and feature extraction analyses were conducted. The information extracted from
both was fed into ML and DL classi�ers. Two validation methods were applied. Finally, the
classi�ers’ performance was analysed by means of XAI techniques.

9.2.3 Classi�cation

Once the features to undertake the classi�cation were selected (either the selected
or extracted ones), the next stage was classi�cation. For the binary classi�cation
problem posed in this study, both ML and DL methods were applied.

The ML algorithm implemented in this study was a SVM classi�er with linear kernel,
see section 4.4.3. This combination was chosen for its easy explainability as well as its
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propensity to generate excellent results in neuroimaging [35, 261, 262].
Given the small number of samples and features, an MLP architecture was chosen

for the study as DL approach. Furthermore, the use of a one-dimensional feature vector
makes MLP more suitable than CNN, which is designed to extract patterns in higher
dimensions. The network con�guration implemented is shown in Figure 9.2. The
number of epochs involved in the training was 18, with a batch size of 1. The optimiser
selected was Adam [263] with a learning rate of 0.001, and the stopping criterion
computed as the cross entropy loss with balanced weights.

Features

147 neurons

one for each

input feature

64 neurons

32 neurons

2 neurons

Probability of 

each class

HC SCZ

Dropout: 0.2

Dropout: 0.5

AF: ReLU

AF: ReLU

AF: softmax

Figure 9.2: Scheme of the MLP composed of four layers: input layer, two hidden layers and the
output layer. Note that AF: activation function.

Two validation methods were used to assess the performance of the classi�ers.
First, a 10-fold strati�ed CV scheme was applied, which guaranteed independence
between training and test samples. For the computation of the performance metrics,
the mean and standard deviation of the values obtained in the ten iterations were used.

The second validation was RUB. Thus, the entire database was used as the training
set for the classi�er, i.e. resubstitution was performed, and then the actual accuracy
was obtained by means of the upper bound. This could be considered a theoretical
classi�cation limit that allows the use of all accessible data to compute the metrics
of interest. In addition to accuracy, other metrics such as sensitivity or speci�city
can also be of upper-bounding value since their errors are related to the classi�cation
error. In this study, the upper bounds applied were the one based on the assessment of
concentration inequalities (Equation (4.13)), as a linear classi�er was also implemented,
and a PAC-Bayesian bound de�ned in Equation (4.14).

Performance of the classi�ers was evaluated through metrics extracted from the
confusion matrix, where the positive class was SCZ. These metrics were balanced
for accuracy, speci�city and sensitivity, see Equation (4.16). The ROC curve was also
constructed and the AUC evaluated the ability of the model to di�erentiate between
the two classes, see section 4.6.
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9.2.4 Explainable Arti�cial Intelligence

In the �nal step of the procedure, XAI techniques were applied to detect the rele-
vance of features to classi�cation. Therefore, apart from considering the performance
of the classi�er, two model-agnostic approaches were used to analyse the in�uence
of features on the decision making by the classi�ers. The XAI techniques applied
were LIME and SHAP, a description of which can be found in section 4.7. Whereas
LIME focuses on generating local explanations for individual samples, SHAP is used to
obtain more general information about the overall performance of the classi�er and
the contribution of features in general. It was therefore considered appropriate to use
both and compare their outcomes.

9.3 Results

9.3.1 Feature selection

To analyse the relevance of the features, �rstly parametric approach was followed.
The Shapiro-Wilk test for normality determined that among the 147 features 125
followed a normal distribution, while the remaining 22 did not. Figure 9.3a shows
examples of histograms of three features that did not follow a normal distribution. It
can be seen that the main reason for this was the long tails skewing the distribution.
By visual inspection selecting eligible samples, the number identi�ed was adequate
for a two-sample t-test with all the features. The Mann-Whitney U test was used for
non-normally distributed features.

The signi�cance of each feature was assessed with the p-value obtained in their
respective tests. Figure 9.3b shows a boxplot of the nine most relevant features accor-
ding to the tests applied. Only the �rst �ve had a p-value < 0.05, while ten of them
had a p-value < 0.1.

Using the SVM algorithm with linear kernel and upper bounding resubstitution-
based validation (non-parametric approach), 1000 permutations were applied by ran-
domly modifying the position of the samples in the set and calculating the mean
accuracy for each feature. For accuracy estimation, a balanced estimator with class
weights balancing was applied during the classi�er training. The p-value associated
with each feature was assessed with a signi�cance test for a proportion. The nine most
relevant features obtained are shown in Figure 9.4.

To compare the two approaches (parametric and non-parametric), Figure 9.5 shows
the most relevant features ranked by their p-value in both approaches. Relevant
features had a p-value < 0.05, identifying nine features. Three features appeared with
both approaches, together with 2 from the parametric and 4 from the non-parametric
approach. These include both depth-related and length-related features.
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Figure 9.3: Statistical features analysis. (a) Histograms related to non-normal distributed
features. (b) Boxplots of the nine most relevant features according to the two-sample t-test
and the Mann-Whitney U test, depending on whether the feature follows a normal distribution
or not. These features are arranged from Frontal lobe to Occipital lobe (from left to right and
from top to bottom).

9.3.2 Use of reduced dimensionality in classi�cation

Instead of analysing the relevance of the features independently, it is possible to
analyse the relevance of the feature set for the case-control classi�cation. To do this, a
feature extraction stage was implemented by applying PLS to the original data. The
reduced feature dimension was then classi�ed with a SVM classi�er with a linear kernel.
Performance was analysed using cross-validation, resubstitution and RUB validation
procedures. Figure 9.6a shows results how the classi�er’s performance varied according
to the PLS components used. The upper bound applied in RUB, Equation (4.13), depends
on the number of features, the �xed number of samples (114) and signi�cance level
(0.05). Although there were no discernible trends in performance as a function of
number of PLS scores using K -fold, a decreasing trend was observed applying RUB and
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Figure 9.4: The nine most signi�cant features obtained by a classi�cation approach (non-
parametric approach). Their related accuracy was estimated as the mean value of 1000 permuta-
tions shu�ing the samples and using a SVM with lineal kernel classi�er and RUB as a validation
approach. The p-values related to each region were estimated using a test of a proportion.
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higher accuracies were obtained using fewer components (less than 6). Con�ating
both approaches, 4 PLS components were selected.
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(b) Accuracy vs. sample size.

Figure 9.6: Performance of the SVM classi�er along with PLS as the feature extraction technique.
Results are shown for a wide range of PLS components (1-20) and using 4 PLS components for
several balanced samples sizes (20,30,40,64,88 and 112). In both cases: resubstitution (black
line), RUB (orange line) and 10-fold CV (box-plots).

In addition, to understand the e�ect on performance of sample size, 4 PLS com-
ponents were chosen as input features for the classi�er. The results are shown in
Figure9.6b. Theoretically, accuracy should increase as the sample is enlarged, but this
was not the case with K -fold. The upper bound applied in RUB changes according to
the number of samples, with a �xed number of features, 4, and a signi�cance level,
0.05.

9.3.3 Various classi�cation scenarios

Case-control classi�cation was undertaken with the features selected with the
parametric, non-parametric and ensemble approaches as well as PLS features. The
testing of the classi�cation results were obtained by performing 1000 permutations of
the dataset, which are shown in Table 9.1. Note that for the computation of the upper
bound of Equation (4.13), the RUB validation approach took into account the number
of samples, 112 (as the data was balanced in each iteration), the number of features
(9 or 4, depending on the case), and the signi�cance level (0.05). This gave values for
the upper bound of 0.3695 per unit or 36.95% for 9 features and 0.2675 (26.75%) for 4.
The reader is reminded that these values must be subtracted from the accuracy rate
obtained in order to determine the actual worst-case accuracy rate. While K -fold CV
worked reasonably well with the extracted features, especially with those obtained
with the parametric method, RUB had improved performance with the PLS components
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due to fewer input features, and thus a tighter upper bound. This is especially true
when extracting the main components of the full set of features.

Parametric Non-parametric Both PLS (all) PLS (both)

10-fold

training

Acc (%) 73.59 ± 0.96 71.25 ± 0.83 71.19 ± 0.78 97.18 ± 0.56 70.82 ± 0.82
Sens (%) 67.98 ± 1.31 66.21 ± 1.42 67.72 ± 1.38 97.37 ± 0.67 67.80 ± 1.32
Spec (%) 79.20 ± 1.08 76.28 ± 1.50 74.68 ± 0.98 96.98 ± 0.75 73.85 ± 1.10
AUC 0.80 ± 0.01 0.76 ± 0.01 0.76 ± 0.01 1.00 ± 0.00 0.76 ± 0.01

10-fold
test

Acc (%) 66.26 ± 2.37 62.32 ± 2.72 64.45 ± 2.30 49.64 ± 3.04 63.12 ± 2.48
Sens (%) 62.07 ± 2.80 59.65 ± 3.50 61.94 ± 3.03 50.08 ± 4.39 62.00 ± 3.07
Spec (%) 70.44 ± 3.48 64.97 ± 4.02 66.92 ± 3.30 49.23 ± 4.05 64.25 ± 3.66
AUC 0.73 ± 0.02 0.67 ± 0.03 0.68 ± 0.03 0.48 ± 0.03 0.66 ± 0.03

RUB

Acc (%) 34.38 ± 1.44 34.96 ± 1.41 33.34 ± 1.22 68.88 ± 1.15 43.77 ± 1.60
Sens (%) 27.51 ± 1.79 29.82 ± 1.86 30.88 ± 2.37 69.77 ± 1.48 40.64 ± 2.30
Spec (%) 41.25 ± 1.52 40.11 ± 2.86 35.81 ± 2.48 67.99 ± 1.54 46.90 ± 2.43
AUC 0.43 ± 0.01 0.39 ± 0.01 0.38 ± 0.01 0.73 ± 0.00 0.49 ± 0.01

Table 9.1: Performance of the SVM classi�er using the nine extracted features in the parametric,
non-parametric and both analyses after 1000 permutations. Results using 4 PLS components as
input to the classi�er are also included when they are extracted from all 147 and the 9 globally
signi�cant ones. Upper bounds related to this analyses were 0.3695 (9 features) and 0.2675 (4
features) for a signi�cance level of 0.05.

In addition to these classi�cation performances, a PAC-Bayes upper bound was
applied under the same experimental conditions to test its performance against the
upper bound based on concentration inequalities. As this di�erent bound depends on
the dropout rate, see Equation (4.14), several values of dropout were applied: 0, 0.25,
0.5, 0.75 and 0.95. The results are shown in Figure 9.7, where the dashed horizontal
lines represent the accuracy shown in Table 9.1 with the RUB approach.

9.3.4 Examining predictions with XAI

The same classi�er was tested using the 144 features as input features and k-fold CV
as validation approach. A summary of the performance results are shown in Table 9.2.
Accuracy values were below 50%. With the same features as input, the MLP achieved a
58.83% accuracy on the test set by applying CV. When using all the features as input, it
is possible to apply XAI techniques to reveal the internal process of the algorithm. Due
to the better performance obtained using MLP, the subsequent results are associated
with this classi�cation model.

LIME allowed us to identify qualitative patterns on the most relevant features
according to a classi�er that distinguished case and control classes. Four examples
of individual explanations are shown in Figure 9.8. These examples are related to
correctly classi�ed HC (Figure 9.8a) and SCZ (Figure 9.8b) test samples by the MLP. For
this analysis, the 10 most relevant features in the classi�cation for each sample were
selected and displayed sorted from most to least importance according to LIME.

All four major lobes of the brain appear in this analysis, although the Temporal
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Figure 9.7: Accuracies obtained with the RUB approach using two di�erent upper bounds.
The dashed horizontal lines are the accuracies obtained with the upper bound based on
concentration inequalities (Equation (4.13)). Accuracies with markers are those with the PAC-
bayes bound (Equation ((4.14)). The classi�er applied was SVM using the nine extracted features
in the parametric, non-parametric and both analyses, and 4 PLS components. Accuracies shown
are the mean values after 1000 permutations.

SVM MLP

10-fold

training

Acc (%) 100 ± 0.00 67.94 ± 8.90
Sens (%) 100 ± 0.00 67.04 ± 26.06
Spec (%) 100 ± 0.00 68.83 ± 21.01
AUC 0.40 ± 0.49 0.71 ± 0.07

10-fold
test

Acc (%) 49.50 ± 9.72 58.83 ± 6.28
Sens (%) 54.00 ± 17.50 57.00 ± 27.87
Spec (%) 45.00 ± 14.47 60.67 ± 28.43
AUC 0.45 ± 0.13 0.56 ± 0.10

Table 9.2: Classi�cation performance of models based on SVM and MLP when the 147 features
(the complete set) were fed as input of the classi�er. Cross-validation was used as validation
approach (10-fold CV).

and Frontal lobes have greater representation. The same applies to the three types
of features related to length and depth. Several features included in Figure 9.5 as the
most relevant features according to parametric and non-parametric approaches, were
also relevant in this analysis. One prominent example was the length of right posterior
occito-temporal lateral sulcus. In the top right sample, a low value of sulcal length
decreased the probability of being associated to HC class, while in the bottom right
sample, a similar low value increased the chance of being classi�ed as a SCZ patient.

Regarding the implementation of SHAP, Figure 9.9 shows the graphs that this
technique returned from the MLP model. Figure 9.9 (top left) is a summary graph of
the impact of the features during the classi�cation process. The ten most relevant
features in the classi�cation are displayed. High SHAP values were associated with the
SCZ, while low values were associated with HC. Colour blue in the instances of the test
sample indicates low values of the feature whereas a pink value indicates the opposite.
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Figure 9.8: Local explanations extracted from LIME for the SCZ and HC classes, all of them are
correctly classi�ed samples. Features in green represent values that increase the chance of being
classi�ed as the class under analysis. Features in red reduce it. To improve comprehensibility,
length, mean depth and maximum depth are underlined in red, green and blue, respectively.
On the left side, the letters F, T, P and O represent the feature belonging to Frontal, Temporal,
Parietal or Occipital lobe, respectively.

Overall, mean and max depth of speci�c sulci are notable in their contribution to
the classi�cation. In this analysis, the impact of length is minor. As examples, a high
value of the maximum depth of left intermediate precentral sulcus was associated with
the HC class, since it was associated with lower SHAP values, whilst a high value of
marginal frontal sulcus mean depth was associated with the SCZ class.

Another type of graph is a dependency plot. Dependency plots illustrate the
relationship between the SHAP value and the magnitude of the feature. A second
feature re�ected in the colour of the samples is included, which may indicate some
dependency between features. For example, in Figure 9.9 eight di�erent dependency
plots are illustrated. They all include features that appear in the summary plot. At
the bottom, it is observed that higher values of left inferior frontal sulcus maximum
depth, i.e. deeper values, bring the sample closer to the SCZ class (higher SHAP value).
In the last graph, which includes the comparison between left anterior lateral �ssure
maximum and mean depth, there is a correlation between the two features, since
samples with low values of the maximum depth also have a lower mean depth.

A summary plot including the impact on the classi�cation model of the 147 features
is illustrated in Figure 9.10. The order selected was from Frontal lobe to Occipital lobe,
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Figure 9.9: SHAP charts, where each point represents an instance of the test sample. Top left:
Summary plot of features importance in the classi�cation decision; the ten most relevant are
shown. To improve comprehensibility, length, mean depth and maximum depth are underlined
in red, green and blue, respectively. Letters F, T, P and O represent the feature belonging to
Frontal, Temporal, Parietal or Occipital lobe, respectively. Top right and bottom: Dependence
plots of some relevant regions according to their SHAP values. Colour in the graph corresponds
to the value of a second feature for that same sample. The positive class is SCZ.
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which are arranged from from left to right and from top to bottom on the illustration.
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Figure 9.10: Summary plot of features importance in the classi�cation decision. These features
are arranged from Frontal lobe to Occipital lobe (from left to right and from top to bottom).
The positive class is SCZ. Each point represents an instance of the test sample.

9.4 Discussion

In this study, a staged approach of statistical, ML, and DL techniques were applied
to perform an analysis of sulcal patterns in a case-control comparison of SCZ. Feature
calculations were performed by BrainVISA, where a 3D U-Net CNN was implemented
to the labeling of sulci [166]. Subsequently, sulcal length and depth were selected as
features. These features were standardised and independently tested with parametric
(t-test) and non-parametric (data-driven) approaches. Machine and deep learning
algorithms were applied to classify SCZ patients from HC, and its predictions are
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evaluated by XAI techniques.
Unlike most work on sulcus patterns, the features applied are extracted fully

automatically and encompass the entire cerebral cortex. The sulcal dectection processes
remain in their early development, as it is still very di�cult to correctly label all the
sulcal patterns, especially those that are small or peculiarly shaped [242]. In the dataset
used, the amount of detection failures obtained was high, thus reducing the number of
sulci and the number of subjects �nally included in the study (see section 5.4). This
made it impossible to study some high-interest regions such as the left hemisphere
paracingulate sulcus [71], while the right hemisphere pair is represented in Figure 5.3
as right calloso-marginal anterior �ssure. Moreover, it was impossible to include
data from other centres because even with standardised MRI scans, similar values for
the extracted features were not achieved. For these reasons, the literature includes
a large number of works which combine automatic extraction and manual revision
[264, 247, 249], apply manual segmentation [265] or reduce the study to a concrete
number of regions of interest [170, 266].

Most signi�cant features obtained in this study re�ect a similar importance of
length and depth, as it can be seen in Figure 9.3, Figure 9.4 and Figure 9.5, albeit slightly
higher in the case of depth. Regarding the relevance of using the maximum or mean
depth, their occurrence in the most signi�cant features is practically identical. However,
given the same feature, both are not necessarily equally relevant. According to the
upper right graph in Figure 9.9, while the correlation between maximum depth of the
intermediate precentral sulcus and its e�ect on classi�cation is inversely proportional,
the mean depth has no direct relationship with maximum depth.

The hemisphere most represented in these �ndings is the left hemisphere, which
is consistent with other studies [71, 162, 247, 267]. Both the length and depth of the
sulci in this hemisphere tended to be smaller in SCZ subjects, as observed previously
[162]. For example, in line with previous studies, Figure 9.9 (top left) shows a negative
correlation between the intermediate precentral sulcus and the disease [268, 269].
Nevertheless, di�erences were also found in the right hemisphere, which is aligned
with hemispheric symmetry previously discussed in the literature [250], and as can be
seen in Figure 9.8, where both left and right values were relevant in the classi�cation.
Nevertheless, there is something noteworthy in the relevance of the temporal region
and that is that there was no decrease in the length values of this region for those from
the SCZ class. There was a decrease in the value of maximum depth in the superior
temporal sulcus in SCZ patients, which is consistent with previous work [71]. In fact,
this feature is one of the most relevant obtained in the non-parametric approach, see
Figure 9.4.

Several other features associated with the temporal cortex can be seen in Figure 9.3.
Of these, only the posterior terminal ascending branch of the superior temporal sul-
cus (referred to as S.T.s.ter.asc.post in the atlas) had a lower average value for SCZ
samples. This is also seen in Figure 9.9 by the association of high values of inferior
temporal sulcus features with the SCZ class. On the contrary, the length of posterior
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occito-temporal lateral sulcus was associated with smaller values for the SCZ class, see
Figure 9.8.

As mentioned above, one of the most important regions for the study of schizophre-
nia is the medical surface of the brain around the cingulate sulcus [270, 266, 271].
However, it is impossible to draw clear conclusions about this area in this study due
to the elimination of most of its features at the preprocessing stage by the failure
of the sulcal detection software. It is possible that this occurred because the surface
morphology of this region varies greatly from one subject to another making it di�cult
to classify automatically. For this reason, the literature tends to undertake manual
detection of this sulcus [270, 71].

The limitations of this study include the reduced number of samples available.
With a larger sample size, the results obtained could be strengthened and subtle
changes in sulcal dimensions could be analysed in more detail. This is especially
important when applying Deep Learning, as shown in its performance in Table 9.2.
When introducing the 147 features, the network, although not excessively complex,
was not able to obtain robust classi�cations due to a lack of samples. Therefore, in
order to optimise the information extracted from the available data and to avoid the
curse of dimensionality, in addition to the widely used cross-validation, resubstitution
with upper-bound correction was also adopted [130, 36].

This approach allows better performance to be obtained in small sample sizes,
especially when the number of features is very small (ideally 1) [37, 36, 9]. This is
because it takes advantage of all the samples in the set to �ne-tune the classi�cation
approach (resubstitution), adjusting the results a posteriori without bias (upper bound-
ing). This is clearly seen in the PLS component and sample size studies in Figure 9.6.
For example, while the performance using CV was very similar for di�erent PLS values,
RUB managed to improve performance when the number of components was small.
With the sample size used in this study something similar happened. RUB managed to
improve the results with increasing sample size, while CV remained inconsistent for
any sample size. The former was expected, since by increasing the set, the classi�er’s
learning should theoretically improve.

The contrast between validation approaches is also seen in Table 9.1. In this case,
by working with a slightly larger number of features, 9, the upper bound obtained to
apply in RUB was large, and therefore better results were obtained by applying K -fold.
Conversely, when the number of features was 4 (PLS column), the best performance was
again achieved by using RUB, irrespective of the upper bound applied, see Figure 9.7.
In this �gure, when using K -fold, the generalisation capacity of the algorithm was
lost. RUB managed to maintain results close to those obtained with the most relevant
features in the �rst columns. Consistently better results were obtained using only
the most relevant features compared to dimensionality reduction techniques. This is
because in the feature extraction process, all analysed regions were included.

The results in Table 9.1 also indicate better results when using the features selected
by parametric rather than non-parametric methods. The di�erence in accuracy is less
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than 4%, so both methods were feasible to use. This suggests that in the absence of
normal distributions or with a reduced sample size, non-parametric techniques are
a tempting option. However, Figure 9.5 shows how both methods report relevant
features.

Future work should expand the analysis to include the interaction between features,
as well as comparisons between sulcal and gyral morphological features. For this
purpose, further processing tools should be tested, such as calcSulc and Freesurfer
with a multidisciplinary working group, in order to be able to analyse in detail all the
results obtained. It would also be useful to expand the database to be able to verify
the results obtained on an independent dataset. It would even be highly interesting if
such an extension could include databases from di�erent regions in order to be able to
detect the environmental impact on schizophrenia. Moreover, more speci�c studies
could be conducted, such as the identi�cation of patterns in those who su�er from
hallucinations.
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10.1 Introduction

This chapter will explore and discuss the application of existing XAI techniques
in the �eld of imaging, with a particular focus on their implementation and e�ective-
ness in analysing 2D drawings related to the study of Alzheimer’s Disease. An early
diagnosis of AD is crucial for slowing its progression and reducing its impact on the
patient’s quality of life. Cognitive tests play a signi�cant role in this early diagnosis
by assessing various cognitive domains, including memory, attention, language, visu-
ospatial ability, and executive functions. These tests enable healthcare professionals to
identify potential cognitive de�cits associated with AD and determine the extent of CI.

The Clock Drawing Test is a common paper-and-pencil screening tool for the iden-
ti�cation of cognitive changes related to visuospatial functions, frontal lobe execution
or memory, among others [272]. During the test, patients are said to draw a clock
including the numbers from 1 to 12 and a speci�c position of the clock hands: ten
past eleven. After that, a physician evaluates the resulting drawing and establishes
a score, which re�ects the patient’s cognitive status and detects an eventual CI. This
test is widely employed given its simplicity and high sensitivity [273], which can
be improved by including additional cognitive tests such as the Mini-Cog [274, 275],
to assess memory and other cognitive domains [55]. However, the CDT scoring task
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performed by the physician is manual, time-consuming and based on a subjective
decision.

The use of CAD systems for the classi�cation of medical imaging is widespread
[276, 277, 278, 279, 280], and large part of them are focused on the study of Alzheimer’s
disease [281, 282, 283, 284]. All these works have in common that they use direct
measures from the brain (such as di�erent image modalities or data from EEG) to
establish the diagnosis of a speci�c disorder. Although complexity of the classi�cation
task mainly depends on the di�erences between the two groups to be classi�ed, pat-
terns extracted from direct measures are usually more informative, which means that
classi�cation based on them should be easier than when it relies on indirect measures,
such as behavioral or test measures. However, the use of indirect measures can also
be extremely interesting because of their reduced cost compared to direct ones, as
the topic of this work shows. The paper-and-pencil test is much less expensive than
acquiring an MRI or a PET scan, which means that it would be extremely relevant to
develop a method for detecting cognitive impairment or dementia. In fact, recent
works have demonstrated the importance of behavioral data as an indicator of a spe-
ci�c disorder [285, 286]. Therefore, the CDT is a valuable instrument for the study of
AD, for which ML and DL techniques have already been used. In fact, the number of
works involving ML [287, 288, 289] or DL [290, 291, 57] has increased substantially in
recent years for the automatic evaluation of this cognitive test. One of the �rst studies
was conducted by Z. Harbi et al. [288], which established the basis for applying ML
methods to automatically interpret and segment CDT drawings.

Most of the published works were focused on a digital version of the CDT, in which
a digital ballpoint pen was used instead of a pencil. This allows the acquisition of
additional information such as pressure on surface or air-time during drawing [287],
which is in line with the current trend towards the use of more advanced technologies
to collect and store a larger amount of data more easily. According to previous studies,
the digital version of the CDT provides higher diagnostic accuracy than the standard
one [292]. Moreover, according to J.Y.C. Chan et al. [293], the pooled sensitivity and
speci�city obtained screening cognitive impairment in previous studies using digital
CDT (dCDT) is higher than CDT. Speci�cally, the former is associated with a sensitivity
and speci�city of 0.86% and 0.92%, and the latter with 0.63% and 0.77%, respectively.
Despite this boost in performance, the digital version of the test requires expensive
equipment compared to the standard one, in which only a pencil and a paper is needed.
This can be problematic in scenarios where this technology is not available. Thus, it
would be quite interesting to �nd a methodology that performs similarly to a dCDT but
applies only on the classical version of the CDT.

At present, the highest accuracy obtained using data from the digital CDT was
published by S. Chen et al. [290], with an accuracy of 96.65%. Nevertheless, the
classi�cation problem they posed was not between diagnoses, but between passing or
failing the test, using only patients with a diagnosed disease. Thus, cannot be taken
as a benchmark. This study was also aimed not only at classifying two conditions

130



10.2. Methodology

but also at establishing an automatic score for the drawings, where they obtained an
accuracy of 72.20%. Another important issue to analyse in previous work on the CDT
is the sample size of the studies. Most of them have a very small or unbalanced sample
size. For this reason, some apply data augmentation [294] and some transfer learning
techniques [57, 290].

In this chapter, an alternative for automatically identifying patients with CI using
the classical version of the CDT is proposed. Speci�cally, this proposal relies on the use
of a preprocessing to isolate the regions of interest from all images that are subsequently
entered into a CNN. The model is trained in order to �nd the relationship between the
drawings and the diagnosis established by the experts for each patient, i.e. whether or
not CI is present. Therefore, the main aim of this method is to identify spatial patterns
in the drawings that are relevant in the diagnosis of cognitive impairment.

10.2 Methodology

The system implemented in this study was composed of all the stages of a CAD
system: preprocessing, feature extraction and selection and classi�cation. It employed
a preprocessing pipeline in which the clock was detected, centered and binarised to
decrease the computational burden (section 10.2.1). Then, the resulting image was
fed into a CNN to identify the informative patterns within the CDT drawings that
were relevant for the assessment of the patient’s cognitive status, as it is explained in
section 10.2.2. Moreover, XAI methods were applied to identify the most relevant regions
during classi�cation, since �nding these patterns is extremely helpful to understand
the brain damage caused by CI. In order to compare the performance, a ML-based
system is implemented as described in section 10.2.1.

For evaluating the performance of the system, the CDT-AD dataset, which is
described in section 5.1.4, was used. This dataset comprises a total of 7009 CDT drawings,
and when considering a balanced sample size, it was reduced to 3282 drawings. The
drawings were drawn by CI and HC individuals.

10.2.1 Image preprocessing

The paper-and-pencil draws of all patients were scanned in order to obtain a
digital version of the images. In addition to the drawing of the clock, there is the
possibility that the sheet may contain non-relevant information, such as previous
drawing attempts, comments from the clinicians and numerical identi�ers related to
the subject. For example, the existence of a circle smaller than the clock can be seen
in the second clock depicted in Figure 5.1 (section 5.1.4), which is a previous attempt.
For this reason, a preprocessing process was applied in order to isolate the region
of interest (the clock drawing), eliminating the non-relevant information for further
analysis.
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The left side of Figure 10.1 summarises the di�erent stages of the preprocessing
pipeline. First, the original scanned images were converted to grayscale, as the colour
(RGB) of the drawing is indi�erent. After that, the resulting images were binarised to
isolate the pixels contained in the clock from those that form the background. Then, an
edge �lling process [295] was applied to detect the objects contained in the image and
to identify if they belong to the region of interest. This algorithm properly recognises
elements even when they are drawn outside the clock face, which is not unusual
for numbers 12, 3, 6 and 9, as it can be seen in the sixth clock in Figure 5.1. Finally,
the images were cropped and downsampled to a �nal size of 224x224 to reduce the
computational burden while preserving their quality. The resulting images were binary,
which means that the intensity of the pixels was 1 for the informative ones and 0 for
the rest.
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Figure 10.1: Framework of the work. First, the preprocessing of the images are applied. The
original image is converted to greyscale to apply binarisation (a manually selected threshold
equal for all images), �lling of existing elements and detection of objects. Finally, the image
is cropped to the clock only and its dimensions are standardised (224x224). The latter is fed
into the classi�cation algorithm, a CNN. The architecture consists of four convolutional blocks,
including a convolutional layer, bach normalisation and maxpooling, as well as fully-connected
layers for the classi�cation stage with dropout.

10.2.2 Deep learning approach

After preprocessing the images, the resulting versions were entered into a deep
learning model based on a CNN as it is depicted in the right side of Figure 10.1. There,
the architecture of the CNN implemented is illustrated, which includes four 2D con-
volutional blocks: convolutional layer, batch normalisation, ReLU activation function
and a maxpooling layer; and three fully connected layers. Dropout [296] was applied
in combination with the linear layers to prevent over�tting, whereas a �nal softmax
layer was added to the model to predict the probability of each sample belonging to
the two classes under analysis (CI and HC). Regarding the hyperparameters associated
with the CNN, a dropout of 0.5 and an Adam optimisation algorithm with a learning
rate of 0.001 were employed. Besides, a Binary Cross-Entropy loss function was used,
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whereas the system was trained during 70 epochs employing a batch size of 1.

Visual explainability

Despite the great performance that CNNs o�er, a clear disadvantage is that they
work as black boxes, which means that it is not easy to explain what the network is
basing its decisions on. This is especially problematic in the biomedical �eld, since any
CAD system to be implemented in a clinical environment must be understandable by
clinicians and apply trustworthy criteria [297]. For this reason, it is extremely important
to provide models that are interpretable in order to widen our knowledge about the
reasons why the di�erent classes can be distinguished. To do so, backpropagation-
based saliency maps [144] and the Grad-CAM algorithm [146] were used in order to
identify which areas of the patients drawings are more relevant in classi�cation. Both
approaches are explainable methods that assist in the interpretation of the CNN’s
predictions, which are described in section 4.7. Neither of them require con�guration
changes or re-training.

10.2.3 Machine Learning approach

The preprocessed images were also entered into an alternative based on ML that
was used as baseline, i.e. a performance to compare with. Following the usual pipeline
in classi�cation contexts [35, 298], a method based on PLS [112] was employed to reduce
the dimensionality of the input data while extracting informative patterns [187]. The
resulting d features (number of components) , d = 5 in this work, were then used as
input of a SVM classi�er with a linear kernel [118].

10.2.4 Validation procedure

To assess the reliability of the results, two di�erent validation methods were applied.
In the CNN-based approach a 5-fold strati�ed CV scheme was employed in order to
guarantee the independence between the samples used to train the classi�cation model
and the ones used for estimating its generalisation ability. As the database was split
randomly over K = 5 iterations, in each iteration 80% of the database was used as the
training set. The remaining 20% was used as the test set, each time using a di�erent
fold as a test set. This �owchart is shown in Figure 10.2a. The mean and Standard
Deviation (std) of all performance metrics were calculated from the values obtained in
the �ve iterations.

In contrast to the previous scenario, an upper bound-corrected resubstitution was
used as a validation method for the ML approach. The �owchart related to this scenario
is depicted in Figure 10.2b. The �ve main components extracted by PLS were used as
the input features of the classi�er. Regarding the RUB method, Equation (4.12) was
applied with a signi�cance level of 0.05.
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Figure 10.2: Flowchart of the analysed models. (a) Flowchart associated with the DL-based
model, which is based on CV (K -fold); (b) Flowchart associated with the ML-based model, based
on RUB as validation procedure.

The performance metrics employed for evaluating the results include accuracy,
speci�city (TN rate) and sensitivity (TP rate), as indicated in Equation (4.16). Moreover,
two additional metrics were included: the Positive Predictive Value (PPV) or precision,
and the Negative Predictive Value (NPV), as follows:

PPV = TP
TP + FP

NPV = TN
TN + FN

(10.1)

The relevance of these two metrics is that while PPV and NPV depend on the
prevalence of the condition in a speci�c population, whereas sensitivity and speci�city
depend on the test conducted. Additionally, the AUC was employed as an additional
measure for evaluating the ability of the model to identify the di�erent classes [137,
138].
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10.3 Results

As a preliminary analysis to the classi�cation, the connection between the quality of
the drawing made by the subject (CDT score) and di�erent demographic characteristics
was explored. Figure 10.3 contains such analysis using educational level, gender and
age as demographic characteristics. For this, only the 1520 samples from FIDYAN
Neurocenter were used, data in Table 5.5 (complete dataset), as this information (CDT
scores) was not available for the other samples.
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(d) CDT score vs. diagnosis.

Figure 10.3: Relationship between CDT score and several demographic characteristics given
the data subset from FYDIAN neurocenter (1520 samples) of CDT-AD dataset. The ‘+’ marker
symbol represents outliers.

Classi�cation results obtained by each of the methods described in previous sections
are shown in Table 10.1. In the CNN scenario, the values for PPV and NPV are 76.86±1.36
and 74.66 ± 1.84, respectively. The ROC curve obtained is depicted in Figure 10.4a with
an AUC value of 0.8337. Moreover, the di�culty of classifying the samples according
to their class is illustrated in Figure 10.4b by the representation of the CNN output
probabilities. In the RUB approach, the accuracy obtained was 72.01% when all the
dataset is trained and evaluated, whereas the mean accuracy obtained using the same
training subsets as in the CV scenario was 73.37%. In the �rst case, the upper bound
applied was 0.1263 per unit since the sample size was 3282. In the latter case, the
upper bound was 0.1394 since the number of samples is lower. In addition, the full
unbalanced database was analysed in the CV scenario, where the accuracy obtained was
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70.04%with an AUC value of 0.8322. Table 10.2 provides a summary of the performance
metrics obtained in recent works focused in classi�cation systems for diagnosis of CI
based on the CDT and our results applying the DL approach.

CNN SVM+PLS
Validation 5-fold CV Resubstitution with upper bounding
Dataset Test set All CV training set*

Acc (%) 75.65 ± 1.10 72.01 73.37 ± 0.22
Spec (%) 77.82 ± 2.13 70.67 72.11 ± 0.76
Sens (%) 73.49 ± 2.98 73.35 74.65 ± 0.58
PPV (%) 74.66 ± 1.85 72.97 74.36 ± 0.46
NPV (%) 76.86 ± 1.36 71.11 72.46 ± 0.58
AUC 0.8337 ± 0.0143 0.8013 0.8074 ± 0.0029

*Set composed of the same 2625 subsets of samples than in the training set (5-fold experiment).
Its upper bound is 0.1394.

Table 10.1: Classi�cation results obtained using CNN and SVM with their di�erent validation
methods.
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Figure 10.4: Metrics of interest obtained by the CNN model in conjunction with 5-fold CV. (a)
The ROC curve along with the AUC value; (b) Distribution of the output class probabilities of
well-classi�ed test samples in its corresponding class, HC or CI patient, in the �rst CV fold.

In order to verify whether theNN’s learning about the distribution of the drawings
is correct and makes sense, saliency maps and Grad-CAMs were obtained given an image.
The left part of Figure 10.5 shows an example of drawing along with its associated
saliency map, illustrated as a heat map (top left) and the di�erent Grad-CAMs depending
on whether the label under analysis is that of normal or cognitively impaired subjects
(bottom left and right, respectively). In addition, the saliency maps of the correctly
classi�ed images have been averaged, separating them into normal and cognitively
impaired samples. This was repeated for di�erent sample sizes, 50 and 1250 samples
and illustrated in the right part of Figure 10.5.
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Reference Is the face clock
preprinted? Methodology Patients

(CI/HC) Accuracy AUC

Digital Clock
Drawing Test

[287] No ML methods
(best SVM) 2169 (1763/406) - 0.9100

[291] No Neural networks 198 (163/35) 83.69 -

[57] No Pretrained
MobileNet V2 3423 (160/3263) 95.50 0.8130

[289] No Random forest 231 (56/175) 90.48 0.8976

Clock Drawing Test

[290] Yes Pretrained
DenseNet-121 1315* 96.65 -

[294] No CNN 747 (293/454) 77.37 -
Our method No CNN 3282 (1641/1641) 75.65 0.8337
Our method No CNN 7009 (1641/5368) 70.04 0.8322

*Labels in this work were "pass" or "fail" the test, all subjects had at least one positive diagnosis.
-: unknown information.

Table 10.2: Summary of previous works focused on CDT automatic classi�cation in addition
to the performance metrics obtained.

ONE IMAGE
Saliency map

Grad-CAM
HC CI

SET OF IMAGES

Average saliency map

HC CI

50 images each class

1265 images each class

Figure 10.5: Activation maps related to the trained CNN model. In the left part, a particular
image of the sample is shown and its Grad-CAM and saliency map. Grad-CAM display the locations
where the CNN is focused on detecting each of the classes, HC and CI. The saliency map is
represented like a hot map. On the right, it is displayed the average saliency map obtained
from several samples (50 up and 1265 down). The images used for averaging are those correctly
classi�ed in both the training and test set in the fourth fold of the CV approach.

10.4 Discussion

In this work, a classi�cation framework for the automatic classi�cation of CDT
is proposed. This approach is based on a preprocessing pipeline where images are
cropped, centered and binarised. Once these images are standardised, they are entered
into a CNN model that identi�es the most relevant features of each individual class.
The performance in the CDT is evaluated to di�erentiate between patients diagnosed
with CI and HC. Besides, activation maps were employed in order to visually verify
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that the training of the DL model was performed correctly. Moreover, it was proved
whether the results were reliable by implementing a ML model based on theoretical
limits with similar results. The underlying hypothesis for this classi�cation is that
there are di�erences between the drawings made by HC and those with CI. As shown
in Figure 10.3d, those with CI tend to score lower on the test. Furthermore, this score
tends to decrease with age (Figure 10.3b), which is closely related to the decline of
cognitive abilities [299, 300].

The results obtained indicate that the methodology proposed outperforms the
expected performance according to J.Y.C Chan et al. [293] when the paper-and-pencil
CDT is analysed: a mean sensitivity and speci�city of 0.63% and 0.77%, respectively.
Moreover, results from our previous work have been surpassed by more than 7 points in
accuracy [41]. The reason for this improvement is the increase in the number of samples
in the database from less than 1000 to more than 3000 samples in the balanced case.
Previous studies [291, 301, 302] have developed systems for the automatic diagnosis of
CI from the CDT with better results than those obtained in this work, as it can be seen
in Table 10.2. Nevertheless, these works rely on the use of a digital version of the CDT.
This leads to a higher variety of features to be employed, resulting in a considerable
increase in performance. It should be highlighted that these devices are not common
in clinical centres, and even una�ordable for hospitals of some regions. Therefore,
it is also necessary to continue the development of automatic classi�cation systems
for the original CDT. With respect to the results obtained in other studies using the
paper-and-pencil CDT, it should be pointed out that this method led to a lower accuracy
than the one obtained in Y.C. Youn et al. [294]. However, one of the limitations of
that study was the small unbalanced sample size, 747, whereas our sample size is 3282.
Therefore, these results have a more reliable generalisability. In addition, as far as we
know the implemented study is the one with the largest number of real samples so far,
7009, although the accuracy rate is lower due to the high imbalance.

Another relevant aspect of this study is that it was not provided a preprinted face
clock to patients to make them �ll the rest of information [288, 290]. This has as
an important consequence that all the resulting drawings have a common part: the
circumference used as the face clock. When trying to learn the relevant aspects of a
clock, using a preprinted circumference decreases the variability between the di�erent
drawings. This has two main consequences: �rst, the di�erences (if so) between the
drawings of both classes (CI and HC) must be inside the face clock. Second, the model
can detect easier the presence of the clock since all of them have the same structure.
However, the way patients draw the face clock can also contain vital information
about their cognitive state. The main drawback is that modeling and identifying the
informative patterns associated with each individual drawing is not a straightforward
task, since the variability between clocks is much higher. The large sample size and the
performance obtained in this work manifests the ability of the implemented method for
accurately extracting the drawing pattern of a person with CI, regardless of individual
di�erences in the way the face clock is drawn.
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Comparing the results obtained in our previous work [41] with those obtained in
this study, it can be seen that the accuracy has increased using the CV approach (from
68.62% to 75.65%) while with the RUB-based approach the performance has slightly
decreased (from 74.25% to 73.37%). This is due to the increase of the sample size. On
the one hand, a methodology based on DL requires the use of a large sample size
in order to learn and generalise well [196]. Therefore, increasing the database has
improved the generalisation ability of the DL model. On the other hand, the ML model
applied is a linear classi�er, so it is logical that the extension of the database does
not lead to an improvement in the results, since the classi�cation ability of linear
kernels can be limited. Therefore, the linear approach allowed to establish a theoretical
range of performance, which was overcome by enlarging the sample. Moreover, it also
demonstrates the advantages of applying a simpler structure in conjunction with a
resubstitution-based method when the sample size is very small, which is common in
the �eld of neuroimaging [36]. It o�ers the advantage of being able to use the complete
dataset for the evaluation of the results. The upper bound correction implies not to
consider the empirical error obtained but the actual one, setting an upper limit on the
theoretical accuracy the classi�er is able to perform. In this work, Vapnik’s bound (see
Equation (4.12)) was chosen because it is the best known, but there is a high number
of bounds proposals that can be applied, as the ones described in section 4.5.2.

From a visual perspective, the results re�ect what can be expected from the draw-
ings. Figure 10.5 clearly shows that the NN focuses on the position of the clock hands
during classi�cation. This relatively di�ers from the clinicians’ criteria, as they focus
on more diverse elements. Nevertheless, it is still valuable information as it allows for
the identi�cation of patterns in a large number of subjects (right part of Figure 10.5), or
even highlighting the cognitive importance of setting the hands of the clock correctly.
The patterns of each class indicate that, while in HC the relevant features are located
in central positions, in CI subjects this information is around the edges. This is due
to the high variability between subjects in these areas, especially those who do not
draw a clock correctly. This is supported by Figure 10.5, where the clock hands are
easily identi�ed in the average activation map of HC subjects but in the map associated
with CI patients the zone of interest is much imprecise. Moreover, the hand-clock zone
becomes more intense as the sample size increases. This can also be connected to the
probabilities shown in Figure 10.4b. As the network is especially focused on the clock
hands, if a HC subject makes the drawing more irregular, the output probability of
belonging to the HC class is lower.

The fact that a subject is healthy does not imply that their drawing is perfect. This
can be observed in the preliminary study shown about the CDT scores in Figure 10.3d.
For example, educational level leads to a better score (Fig 10.3a), or even the sex
(Figure 10.3c). The latter may be due to the fact that historically women have tended
to be more involved in some educational activities, such as drawing or reading, while
men are more devoted to physical and social activities from an early age [303, 304, 305].
This is supported by the statistical di�erences shown in Table 5.5. For example, the CI
class tends to have a lower level of education [306].
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Therefore, the model presented in this chapter o�ers reliable results that would
allow the CAD system to be implemented as a method to help specialists in clinical tasks.
The method performs both the preprocessing and the classi�cation stages and has been
tested using a large sample size. Moreover, the samples used were real drawings, which
provides valuable information. This made it possible to analyse drawing patterns
based on patients’ condition instead of focusing only on the accuracy rate. Besides, the
large performance obtained in the analysis of the paper-and-pencil based clock test
demonstrates that it is a reliable and cost-e�ective method for being used as an aid for
clinicians in any hospital and research centre. This will require the implementation of
a low-cost tool, e.g. through a web-based app on smartphones, that allows clinicians
to take a picture of the drawing and to analyse it, from the preprocessing phase to the
extraction of a diagnostic conclusion. Although the conclusion would not be ultimate,
it could show the probabilities returned by the network for each class. In this way, the
clinician can be aware of the usefulness of the tool in each speci�c case.

Future work could be focus on the implementation of more sophisticated classi-
�cation systems based on ensemble frameworks [179, 279, 122] in order to obtain a
similar performance than when using digitised versions of the test. The aim is to be
able to establish a helpful tool for clinicians.
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11.1 General Discussion

The contributions presented in this thesis have already been extensively discussed
in their respective chapters within Part II. In this �nal chapter, the focus will be on
evaluating the impact of this work on the �eld of neuroimaging, particularly in relation
to the application of Machine Learning in CAD systems. Additionally, �ndings related
to the various brain disorders analysed in this thesis will be discussed, with emphasis
on their relevance and implications.

11.1.1 Discussion on the Algorithms

Machine Learning techniques have experienced signi�cant expansion in our daily
lives, revolutionising various �elds, including medicine. In the context of medicine, ML,
which includes DL algorithms, has emerged as a powerful tool for analysing complex
data and making accurate predictions. In particular, in the �eld of neuroimaging, ML
has opened new avenues for understanding the brain and improving patient care. This
kind of algorithms can assist in the early detection and diagnosis of brain disorders,
such as Alzheimer’s Disease or Parkinson’s Disease, identifying subtle abnormalities
or biomarkers that may indicate the presence of a particular condition. This early
detection can signi�cantly impact patient prognosis by enabling timely intervention
and treatment. Furthermore, ML has facilitated the prediction of clinical outcomes
in neuroimaging studies, such as disease progression, treatment response, or even
cognitive decline. In addition to diagnosis and prediction, ML has also improved image
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analysis methods in neuroimaging (segmentation, brain mapping, noise reduction, etc.).
Nevertheless, applying ML in neuroimaging faces several challenges and limitations.

Firstly, obtaining high-quality and well-annotated neuroimaging data can be a
challenging task. Neuroimaging datasets often su�er from limited size, posing obstacles
for training and validating ML models that should rely on a su�cient amount of data
to yield reliable and generalisable results. Additionally, the absence of standardised
protocols in medical centers leads to variability in imaging acquisition procedures and
data processing. Consequently, comparing and combining data across di�erent studies
becomes arduous, ultimately a�ecting the quality and reproducibility of results in the
�eld of neuroimaging.

Secondly, the interpretability of MLmodels in neuroimaging is a signi�cant concern.
This is especially true for DL models, which are known for their black-box nature,
making it di�cult to understand the underlying features and decision-making pro-
cesses. This lack of interpretability can hinder the trust and acceptance of ML methods,
especially in multidisciplinary work where the ultimate goal is clinical application,
where transparency and explainability are crucial for clinical decision-making.

Another challenge is the need for computationally e�cient algorithms. Neuroima-
ging data is typically large and complex (e.g. millions of voxels), requiring substantial
computational resources for processing and analysis. Developing e�cient algorithms
that can handle the scale and complexity of neuroimaging data is crucial for practical
and real-time applications.

Lastly, the ethical considerations and privacy concerns associated with neuroima-
ging data should not be overlooked. Protecting patient privacy and ensuring the ethical
use of data are essential when applying ML techniques in neuroimaging research and
clinical practice.

This thesis is focused on the �rst two challenges mentioned above, which are
addressed in the contributions presented in the previous chapters. It was already stated
in chapter 1 that the aim of this thesis was to explore di�erent approaches to achieve
reliable and interpretable CAD systems in neuroimaging. To this end, di�erent methods
have been analysed and proposed to address the sample size problem and to be able
to increase the generalisability of the classi�er. Moreover, XAI algorithms have been
applied in the CAD systems implemented to provide the system with greater clinical
interpretability.

A �rst approach to CAD systems is provided in chapter 6, which is published
in [35]. In this chapter, the application of ML techniques in a multiclass scenario is
assessed through the performance achieved in an international contest for automated
prediction of MCI from MRI data. Here, the main challenge was the e�cient optimisation
of a system that simultaneously involve several classes. Nevertheless, while working
through the system, the problematic nature of the neuroimaging data also became
apparent. Neuroimaging datasets (e.g. MRI scans) often contain high-dimensional data
with millions of voxels or data points. In this case, the starting point was preprocessed
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data consisting of cortical and subcortical MRI features rather than the scans themselves,
and yet typical failures were detected in preprocessing procedures that generated a
signi�cant amount of outliers (see Figure 6.2). Not to mention that even when reducing
the dimensionality of the data from millions of voxels to 417 features per sample, the
problem of small sample size still existed, and the curse of dimensionality was still
present as the ratio of features (417) vs. samples (250, 60 per class) was still high.
Therefore, the main concern in the development of the CAD system for the competition
was considered to be the processing of the data. Feature selection and dimensionality
reduction techniques were employed to extract relevant and informative features from
the data. This made it possible to implement e�cient algorithms and computational
techniques, improving model performance, as as shown in the research group’s ranking
(SiPBA-UGR) in the competition (Table 6.3).

After a thorough analysis of the features, the selected method was based on a
one vs. one approach for feature selection (t-tests as sorting criteria for �ltering), PLS
feature extraction and classi�cation. Such methodology was capable of identifying
the most relevant features for a multiclass classi�cation by a sorting-and-�ltering
method, and was evaluated using di�erent parameters and classi�ers, see Table 6.2.
Moreover, the �nal selected algorithm computation was fast unlike other DL-based
methodologies tested in this study, addressing the problem of computational e�ciency
in neuroimaging.

The �nal results outperformed all the proposals submitted to the challenge by more
than 5 percentage points in accuracy, see Table 6.4. The method was also coherent with
recent �ndings in CAD of AD (dominance of left-sided hemisphere regions), and can be
applied to other multiclass classi�cation problems. Furthermore, the control of the FWE
rate in the proposed system was evaluated based on the resubstitution estimation using
the HC subset. The null hypothesis that no group di�erence in the feature set should
be true could not be rejected, indicating that the method has a good control of the FWE
rate. Another veri�cation of the signi�cance of the selected features was performed
using RUB. This approach returned undesirable high actual errors when classifying HC
vs. MCI and MCI vs. cMCI (Table 6.5). This implies that the identi�ed features cannot
be accepted as statistically signi�cant in classifying these conditions at the speci�ed
signi�cance level (0.05). However, it is widely recognised that distinguishing these
conditions is a challenging task, and in general, relevance is observed in the other
classi�cations.

Looking at the sample size rather than the features themselves, one of the limita-
tions of the study was the limited number of training samples. When using K -fold CV
this is more pronounced, since some mismatches between training �tting and �nal
test estimations can be expected, limiting the generalisability of the model.

This is precisely the topic covered in chapter 7. The chapter includes a compre-
hensive comparison of K -fold and RUB as validation methods in various scenarios
(balanced, unbalanced, binary, and multiclass datasets), all of which share the small
sample size problem. The comparison was conducted using a non-parametric statistical
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inference framework based on permutations, which was published in [36]. The primary
objective of this framework was to assess the performance of the proposed models
(and its capacity for generalisation) in typical neuroimaging scenarios, focusing on
statistical power and type I error control. This process made it possible to determine
the most suitable validation method in each case.

Overall, a similar performance was found using resubstitution and K -fold in small
sample size scenarios. Moreover, the implementation of an upper limit on resubsti-
tution (RUB), resulted in the elimination of the positive bias related to resubstitution
in classi�cation. Therefore, as explored extensively in this chapter and discussed
more broadly in other chapters, the use of RUB as a validation method presents certain
advantages in the �eld of neuroimaging. For example, the most relevant would be not
to have to split the dataset into several subsets, since it is already limited in size. Such
segregation tends to generate imbalance and increased variability. In contrast, using
the whole sample set at once increases the capacity of generalisation of the model by
having more samples to learn from. In addition, the computational cost is also greatly
reduced.

A summary of the results and conclusions reached in each analysed scenario can
be found at Table 7.7. For example, in the DIAN-AD dataset, a tendency that statistical
power is slightly lower using CV than RUB was observed. The main reason is that
this sample set is not easily classi�able since the samples are highly heterogeneous
as they are young subjects, most of them without signs of dementia at the time of
data collection. Therefore, the division of the sample set into subsets only increases
the di�culty of obtaining good generalisability. Moreover, in the statistical power
experiment, e.g. using the ADNI-AD dataset, the CV test accuracy and resubstitution
accuracy were similar (Table 7.2), which di�ers from the accuracies obtained using the
permuted datasets, where similarities were found between the mean values related
to the CV test subset and RUB. Hence, employing the RUB method yields a worst-case
accuracy estimation that is comparable to or even more conservative than the accuracy
obtained using the CV test subsets, with the advantage of using the complete set (more
reliable).

Good control of false positives was also observed in all experiments. Both validation
approachs, CV and RUB, obtained a FP rate very close to the signi�cance level for any
input dimension. However, several high standard deviations were observed in the
results (able 7.6), which is consistent with existing literature which indicates that a
high sample size is needed in order to obtain a low FWE [15].

Furthermore, when analysing the variability generated by including or not in-
cluding feature extraction step in the permutation process, a certain decrease in the
standard deviation was detected when such step was not included (see Figure 7.3b).
This variability is an important aspect to highlight. The current neuroscience scenario
involves using high complexity classi�ers in complex spaces, unlike the linear SVM and
low-dimensional classi�ers used in this analysis. Therefore, if variability is observed
in such low-dimensional spaces, it raises concerns about the reliability of classi�cation
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in highly complex scenarios. Moreover, in general, the models demonstrated optimal
data-�tting capability by not adapting to corrupted data. Nevertheless, it was observed
that this capacity to adapt to corrupted data increased as the DL architecture became
more sophisticated. All of these �ndings highlight the growing need for reliable assess-
ment instruments of ongoing classi�cation systems, and one potential solution could
be modifying the validation process by incorporating methods such as RUB. However,
currently, the use of RUB as a validation method faces a signi�cant limitation. The the-
oretical limits established so far cannot be applied, particularly in the case of DL-based
algorithms, due to their inherent computational complexity. Future research aims to
develop methods that can compute these more complex bounds for NNs classi�cation
[196, 212].

In the meantime, this validation method can not only be used for classi�cation, but
can also be an element of image analysis enhancement, in particular brain mapping, as
it is explored in chapter 8. The generation of statistical maps based on data rather than
classical statistics, especially in those studies involving VBM, increases the reliability
of such maps since the latter rely on assumptions that are frequently violated [32, 33].
Moreover, In terms of classical statistics (SPM) the small sample size problem derives
in a challenging scenario that constrains the generalisation of the results from small
datasets to new unseen samples.

The proposed data-driven approach, presented in [37], is mainly devoted to classi-
�cation problems with limited sample sizes, to derive statistical model-free (agnostic)
mappings. It is important to note that this approach is not speci�cally designed for
testing competing hypotheses or comparing di�erent models in the �eld of neuroima-
ging. However, SAM was derived based on the assumption of the existence of classes
(H1) at the voxel or multi-voxel level. The analysis of the worst case considers the
upper bounds of the actual risk, under suitable theoretical conditions and a selection
of regions with a highly-corrected empirical risk, according with a test for signi�cance
on a population proportion.

Based on various experiments conducted, both reported in this thesis and others
mentioned [37, 221, 226], it was observed that SAM addressed the issue of instability in
limited sample sizes when determining relevance maps for neurological conditions such
as AD or PD. It proved to be a competitive and complementary method to the widely
accepted SPM framework in the neuroimaging community. For instance, SAM was less
in�uenced by sample size when detecting ROIs, as depicted in Figure 8.4b. Regarding
the control of FWE rate, a comparison was made between SAM using Equation (4.13)
for the upper bound and di�erent SPM approaches (cluster and voxel-wise inferences).
It was found that FWE rates for SPM cluster-wise inference exceeded the nominal level,
while SPM voxel-wise inference was valid but overly conservative. On the other hand,
the region-wise (SAM) inference with corrections closely approached the prede�ned
levels and was nearly independent of the number of samples.

Therefore, the proposed method is applicable to neuroimaging modalities such as
MRI, SPECT, or PET, which are more focused on spatial brain mapping. It is of interest
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to verify whether the procedure can be extrapolated to other modalities, such as EEG,
which are oriented towards temporal brain studies. In Section 8.5, this conversion is
analysed, and although the results have room for improvement (see Figure 8.8), it is
con�rmed that the method can indeed be used in other types of neuroimaging studies.
It would be advisable to establish a signi�cance test more adjusted to this type of
data, more closely resembling the results obtained with K -fold, for example, by using
alternative upper bounds.

The analysis of the suitability of using parametric and non-parametric techniques
in neuroimaging continues in chapter 9, where the relevance of sulcal features was
explored to detect patterns of case-control di�erences in SCZ. Additionally, in this
chapter, XAI techniques are applied, which are becoming more and more important for
CAD systems as they o�er a straightforward means to enhance the interpretability of
the classi�cation process.

Current methodologies for the extraction of sulcal features have made it possible
to work with this type of data, which has been use in the literature but still o�ers
signi�cant room for expansion and improvement. Due to the need for enhancing these
methods, a standard gold method, similar to SPM for VBM, has not yet been established.
In this study, BrainVISA was used for automatically extracting values of sulcus depth
and length. However, several sulci were misdetected or not even identi�ed, which
limited the exploitation of the entire dataset. Consequently, only a portion of the sulci
(speci�cally, 49 of them) could be analysed. To assess the relevance of these areas,
a feature selection step using parametric and non-parametric approaches. Shapiro-
Wilk test and t-test were the parametric approaches applied, while Mann-Whitney
U test and a classi�cation based on SAM (RUB and proportion test) were used as non-
parametric methods to detect the relevance of each feature. Figure 9.5 illustrated
the most relevant features to di�erentiate SCZ from HC subjects, and some of them
coincide in both procedures. In fact, the performance is very similar when applying
the two approaches in classi�cation, see Table 9.7, although slightly better results are
obtained when using the features selected by parametric rather than non-parametric
methods (less than 4%). These �ndings suggest that non-parametric techniques are an
appealing alternative when statistical assumptions (e.g. normal distributions) cannot be
considered or the sample size is limited. Precisely for the problem of the small sample
size, the study conducted in the feature extraction phase revealed how the validation
method in�uences the generalisability of the classi�er. The results indicated that RUB
exhibited more consistent behavior compared to K -fold. Figure 9.6b demonstrated that
the K -fold method was unable to improve classi�er performance as the sample size
increased, when the opposite is expected.

The XAI techniques were employed in the proposed DL model due to the insu�cient
accuracy obtained with the ML model, as shown in Table 9.2. However, the results
obtained with the NN were also suboptimal due to the limited sample size. Consequently,
despite the network’s moderate complexity, it faced challenges in achieving reliable
classi�cations when incorporating the 147 features. The clinical implications of these

148



11.1. General Discussion

�ndings will be discussed in the subsequent section. It is worth noting that increasing
the sample size could potentially improve the results and enable a more detailed
analysis of subtle variations in sulcal dimensions.

This limitation was not faced in the study described in chapter 10 and presented
in [38], where more than 7000 samples were available. Such amount of samples (real
drawings) made possible to e�ciently implement a CNN model that identi�ed the
most relevant patterns to di�erentiate between patients diagnosed with CI and HC.
In this case, image-oriented XAI techniques were used to detect patterns in the CDT
drawings that were of interest in the classi�er’s decision-making. Both the saliency
maps and Grad-CAM algorithm revealed expected patterns of interest, which will be
discussed more extensively in the following section. These techniques provide useful
insight into the behaviour of the classi�er, especially in interdisciplinary works where
approval from both technicians and clinicians is necessary. Notably, the results obtained
demonstrate that cognitive tests not only hold clinical utility as initial diagnostic tools
but can also be e�ectively leveraged to automate the diagnostic process and facilitate
assessment by specialists.

The achieved performance aligns with the expected outcomes when using an
analogical version of the CDT, even surpassing the mean values of sensitivity and
speci�city reported in the literature [293]. While it is true that some works have
achieved better results, they either relied on the dCDT (which provides better features
for classi�cation) or had small, unbalanced sample sizes (making them less reliable). A
summary of these works can be found in Table 10.2. In order to assess the reliability
of the obtained performance, a comparison was made with other approaches, both
for classi�cation (SVM) and validation (RUB). This alternative con�guration helped
establish the theoretical accuracy that the classi�er could achieve.

An interesting discovery was that the performance improved compared to a pre-
vious study [41], which had a smaller sample size. However, this improvement was
observed only in the case of the DL model (CNN and K -fold), whereas the SVM and RUB
approach did not exhibit signi�cant enhancements with the increased dataset size.
This �nding underscores the importance of having a larger sample size for e�ective
learning and generalisation in DL methodologies, as they heavily rely on sample data
for optimal performance [196]. In contrast, linear classi�ers like SVM are less likely
to bene�t signi�cantly from enlarging the database. Thus, it is evident that simpler
structures in conjunction with resubstitution-based methods prove particularly advan-
tageous when dealing with limited sample sizes, as these approaches use the entire
set for learning. On the other hand, when a su�cient sample set is available, more
complex techniques can be employed, and the samples can even be divided into subsets
for classi�cation.

In a nutshell, this thesis has analysed in detail the methods used in each of the
stages of a CAD system. The importance of applying selection and feature extraction
techniques has been proven. Di�erent approaches for the validation of results have been
compared, especially taking into account the typical peculiarities that appear in a small
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sample size scenario, which is so common in neuroimaging. Finally, various techniques
have been implemented for di�erent data modalities to improve the interpretability of
the outcomes of a CAD system, which is so necessary in the multidisciplinary �eld of
neuroimaging.

11.1.2 Discussion on the Disorders

It is precisely because neuroimaging is such a multidisciplinary �eld that this thesis
goes beyond technical results by exploring their implications for the brain disorders
studied: Alzheimer’s Disease, Parkinson’s Disease and Schizophrenia.

In the study of Alzheimer’s Disease, the most signi�cant contribution has been the
detection of patterns using the drawings made for the CDT. These drawings tend to be
done more poorly as the person ages, which is consistent with the cognitive decline
that occurs with ageing, see Figure 10.3b. Likewise, these drawings allow the detection
of patterns that di�erentiate healthy individuals and those with CI, often associated
with the development of AD. In this study, the analysis involved hand-drawn clock
drawings, with the notable aspect that even the clock face was not preprinted. This
ensured the inclusion of the entire spectrum of variability. Consequently, this approach
captures all available information necessary for detecting the cognitive state of the
patient.

The results obtained in this work re�ected a high relevance in classi�cation in
the position of the clock hands. It was found that, while the relevant patterns for
HC subjects were located in central positions of the clock, in CI subjects this pattern
were observed around the edges. These edges were related, for example, to the fact
that these individuals sometimes could not even draw the clock face correctly. This
observation is clearly depicted in Figure 10.5, where the average activation map of
HC subjects highlights the identi�cation of clock hands, while the map corresponding
to CI patients exhibits a less precise ROI. These �ndings contrast with the criteria
commonly employed by clinicians, who typically consider a broader range of factors,
including numbers, clock size, and the clock face, among others. However, it provides
valuable information to know that when considering such a large number of samples,
a noteworthy pattern is detected in the placement of the clock hands.

One of the main advantages of conducting a study on the paper-and-pencil-based
clock test is its applicability in hospitals and medical clinics globally, as it does not
require expensive resources. Additionally, this type of analog test is easier to perform
than tests involving the use of ballpoint pens. Therefore, it is valuable to continue
enhancing the diagnostic capacity of this test.

To a lesser extent, Parkinson’s Disease has been studied. In this case, the feasibility
of using other types of imaging, di�erent from SPECT, has been analysed in order to
avoid the associated disadvantages. The results indicate that by applying statistical
brain maps, ROIs are not obtained from MRI scans, whereas with SPECT these regions
are statistically signi�cant. This can be seen by comparing Figure 8.6 (SPECT) and
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Figure 8.7 (MRI). Therefore, it can be stated that MRI scans are currently not a reliable
source of information for the diagnosis of PD. This contradicts several studies in the
literature, where their use in CAD systems is proposed. However, these studies have
been analysed and some weaknesses have been found, such as bias [232] or an incorrect
CV process [233]. Thanks to the development of new and better biomarker proposals,
in the future it will be feasible to use other more e�cient and advantageous methods
for the study of PD.

Finally, this thesis has investigated the morphological alterations in the brain
associated with Schizophrenia. Sulcal features of the entire cerebral cortex were
automatically extracted to perform a case-control comparison. At the time of writing
this thesis, no previous studies have reported the use of sulcal features from the
entire cortex in a CAD system similar to the one used. Discovering patterns at this
morphological level is particularly intriguing since these patterns develop during
the prenatal period and early years of life, making it highly valuable to enhance our
understanding of these changes.

The achieved performance reveals potentially interesting features, such as the
collateral �ssure or the superior postcentral intraparietal superior sulcus, which have
not been previously reported in terms of their length and depth. In addition, the
expected results have been obtained. For example, the left hemisphere has been
identi�ed as predominant, both in the feature selection stage and in the analysis of
the classi�er decision process using XAI techniques. Similar expected results have
been observed in the temporal and precentral areas. Figure 9.9 (top left) demonstrates
a negative correlation between the intermediate precentral sulcus. Furthermore, a
decrease in the maximum depth value in the superior temporal sulcus has been observed
in SCZ patients. Precisely, this pattern makes this feature one of the most relevant
�ndings obtained in the non-parametric approach, as shown in Figure 9.4.

Overall, advancements in brain mapping and the analysis of sulcal features present
an opportunity for a more comprehensive morphological investigation of not only these
speci�c diseases but also any brain disorder that induces alterations in the cerebral
cortex. Such advancements hold the potential to enhance our understanding of the
etiology and progression of brain disorders and enable earlier diagnoses, ultimately
improving the quality of life for patients.

11.2 Conclusions and Future work

In recent years, the �eld of neuroimaging has increasingly embraced the use
of ML techniques as a valuable tool for diagnosing and predicting neurological and
psychiatric disorders. However, many neuroimaging studies have predominantly
focused on observational and mechanistic approaches, aiming to identify di�erences
in brain structure and function among di�erent groups, rather than solely focusing on
classi�cation tasks. This thesis aimed to demonstrate the utility of ML techniques not
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only in classi�cation scenarios but also in brain mapping and the detection of relevant
features. Additionally, the thesis examined the reliability and interpretability of CAD
systems and explored ways to improve these aspects. In summary, the conclusions
drawn from the contributions made in this thesis are as follows:

• The application of an upper-bounded resubstitution throughout the various
chapters has demonstrated its viability in neuroimaging as validation method.
This theoretical estimation of the error or risk associated with a classi�cation
algorithm enhances its capacity of generalisation by leveraging information
from all available samples. This becomes particularly valuable in scenarios with
small sample sizes, which are commonly encountered in neuroimaging studies.

• Another approach to enhance reliability is by considering the stages of fea-
ture selection and extraction. These stages play a vital role in identifying any
inconsistencies in the data and optimising the performance of the classi�ers.
Additionally, these steps aim to reduce computational burdens, which can be
signi�cantly high when analysing high-dimensional data in neuroimaging.

• In fact, a CAD system is proposed in chapter 6 for A Machine learning neuroima-
ging challenge for automated diagnosis of Mild Cognitive Impairment in which the
feature extraction and selection step was of utmost relevance. The detailed study
of this stage allowed a considerable improvement in performance compared to
all the proposals submitted to the challenge. This post-competition method was
capable of identifying the most relevant features for a multiclass classi�cation
by a sorting-and-�ltering method, and was evaluated using di�erent parameters
and classi�ers. The method was also coherent with recent �ndings in CAD of AD,
and could be applied to other multiclass classi�cation problems.

• The most comprehensive comparison between RUB and K -fold CV was conducted
in chapter 7 using a non-parametric methodology to analyse the prediction
certainty in CAD systems. To this end, the trade-o� between statistical power
and Type I error was explored. Both validation approaches, CV and RUB, obtained
a FP rate very close to the signi�cance level for any input dimension. Moreover,
both approaches o�ered acceptable statistical power, although it was slightly
lower using CV. Nevertheless, the generalisation ability could be optimised
by using RUB as validation method instead of CV as it was observed that RUB
is less in�uenced by over�tting when a correction is applied. All this with
the advantage of using the whole sample set. Thus, considering also that the
computational cost per iteration is lower using RUB than CV, its use for statistical
studies is recommended.

• The SAM methodology, proposed in chapter 8, is a data-driven approach based
on RUB and a test of proportions. It o�ers a feasible approach for deriving sta-
tistical model-free (agnostic) mappings. Through experiments conducted in
various experimental frameworks and datasets, this multivariate approach has
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demonstrated its capability to establish a novel model-free method for assessing
signi�cant changes across brain volumes. It has been rigorously developed and
tested in scenarios with varying sample/dimension ratios and e�ect sizes ranging
from large to trivial. It exhibited e�ective control over FPs and yielded consistent
results across di�erent sample sizes. Consequently, it serves as a highly compet-
itive and complementary alternative to the widely accepted SPM framework in
the neuroimaging community, which relies on parametric assumptions that are
often di�cult to satisfy.

• The current stage of development for SAM primarily focuses on providing an
alternative method to SPM. However, there is potential for the method to be
adapted to handle other types of contrasts or factorial analyses, taking advantage
of the numerous advancements in ML in recent years. In fact, this thesis explored
the possibility of extrapolating spatial functionality to temporal EEG studies.
Nevertheless, in order to enhance its performance, re�nement of the method
is necessary. This would involve modifying the selection process for TPOIs and
adopting a less conservative upper bound that better accommodates this type of
data.

• The study in chapter 9 revealed the potential of combining various statistical,
ML, and DL techniques with sulcal features to address a novel SCZ case-control
classi�cation task. It sheds light on the challenges encountered when using novel
features derived from datasets with limited sample sizes in classi�cation tasks.
The methods employed in the study showcased the e�cacy of feature extraction
and selection techniques, as well as validation methods like RUB, in e�ectively
addressing the inherent di�culties associated with limited data. Furthermore,
the study con�rmed the value of XAI techniques in enhancing interpretability
and gaining insights into the importance of each feature in the classi�cation
process.

• From a clinical perspective, the �ndings obtained in this study were highly
intriguing as no previous research has automated the analysis of sulcal features
across the entire cerebral cortex. This process had enabled the replication of
�ndings from prior studies in temporal and precentral areas, while also providing
new insights into the underlying mechanisms in SCZ. These results o�ered
valuable information that contributes to a deeper understanding of the condition.

• Finally, the CAD system proposed in chapter 10 aimed to automate the diagnosis
of CI using the classical version of the CDT. The achieved performance aligned
with expectations when employing an analogical version of the test, and the
use of a large number of real samples ensured the reliability of the results.
Additionally, graph-theoretical methods were applied to enhance interpretability
and identify relevant patterns of information. Speci�cally, the position of the
clock hands was detected as ROI. These �ndings demonstrated the suitability
of the system for implementation in hospitals and medical clinics worldwide,
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particularly in regions with limited resources where the analog version of the
test is used.

Additionally, considering the strengths and limitations encountered during the
development of this thesis, there are several promising directions for future research.
The work presented is limited to the application of the upper bound associated with
linear classi�ers. Future work may focus on implementing and testing other bounds on
more complex classi�ers, for example, in NNs and comparing their performance with
other validation methods. Another appealing line of research would be to extend the
analysis of sulcal features to investigate their interrelationships and establish compar-
isons between sulcal and gyral morphological features. This avenue of investigation
should not be limited to SCZ but could also be explored in other disorders such as AD or
PD. By doing so, a broader understanding of the role of cortical morphology in various
neurological conditions could be gained.
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This chapter includes supplementary material related to chapter 7. Such material
includes further information from the analyses performed and examples, such as the
multiclass study.

A.1 ADNI-AD: class selection

An ensemble methodology was used with the ADNI-AD dataset using several
brain regions instead of the whole brain. The method of label estimation after the
classi�cation was conducted was as follows. To obtain the label for a sample y , posterior
probabilities returned by SVM for each region are necessary, so that for each sample
the total probability of belonging to a class, C , depends on the L regions:

pctotal (y) = ∑
l

pcl (y)
nregions

(A.1)

where pctotal (y) is the probability of a sample y being of class c, and the term pcl (y) is
the probability of a sample y being of class c in a speci�c region l . Then, the maximum
value among the probabilities for each class is chosen as a label:

Label(y) = argmax
y

(pctotal (y)) (A.2)
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A.2 A multiclass experiment: KAGGLE-AD

This section includes the complete study developed with the KAGGLE-AD multi-
class dataset. The main di�erence between this dataset and those analysed in chapter 7
is the fact that there are more than two classes in the dataset. Thus, this experiment
was conducted from three perspectives: two-condition (AD vs. HC) and four-condition
(AD vs. cMCI vs. MCI vs. HC) permutation distributions were used for statistical power
assessment, in addition to one-condition analysis to conduct the estimation of type
error I control with HC subjects.

A.2.1 Randomisation on multiclass distributions

For the analysis of statistical power with a multiclass dataset, the process is actually
the same as in the other experiments, since a one-vs-one methodology [35] is applied.
Following the proposed method in section 7.2.3, the test statistics were �rst obtained
with values  KCV = 0.5604 and  RUB = 0.6142 in the four-condition analysis (AD
vs. cMCI vs. MCI vs. HC). Regarding the upper bound, since n = 400, d = 1 and
� = 0.05 and Equation (4.13) is applied, it gives � = 0.0679. Then, the permutation
test was conducted. The results are summarised in Table A.1. Note that as a four-
sample test, the mean of the permuted distribution tends to be 25% instead of 50%. The
obtained p-values were 0.0040 and 0.0010 for CV and RUB, respectively. Therefore, the
null hypothesis of independence between labels and samples was rejected with both
methods.

Accuracy Sensitivity p-value
10-fold CV

Original dataset Training 0.5823 [0.0071] 0.5823 [0.0071] -
Test 0.4396 [0.0181] 0.4396 [0.0181] -

Permuted dataset Training 0.4066 [0.0250] 0.4066 [0.0250] -
Test 0.2487 [0.0687] 0.2487 [0.0687] 0.0040 [0.0020]

Resubstitution

Original dataset 0.4537 [0.0162] 0.4537 [0.0162] -
Permuted dataset 0.3375 [0.0184] 0.3375 [0.0184] 0.0010 [0.0010]

Upper-bounded resubstitution (� = 0.0679)
Original dataset 0.3858 [0.0162] 0.3858 [0.0162] -

Permuted dataset 0.2696 [0.0184] 0.2696 [0.0184] 0.0010 [0.0010]
Symbol “-" indicates that values were not computable and � stands for upper bound.

Table A.1: Results related to the statistical power experiment using KAGGLE-AD original and
permuted dataset (4 classes). Validation methods applied for the permuted dataset were 10-fold
CV (100 iterations, medium computational cost, top), resubstitution (1000 iterations, medium
computational cost, middle) and RUB (by applying the upper bound, low computational cost,
bottom). Original dataset scores were obtained from 20 iterations (low computational cost).
The signi�cance level of the test was 0.05.
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Figure A.1: Distribution of scores among the samples of the permuted KAGGLE-AD dataset
(1000 iterations) in the statistical power study for four conditions (left), for two conditions
(middle) and in type I error study (right). In the RUB study, the bounds applied are � = 0.0679,
� = 0.0960 and � = 0.1358 in the four-condition, two-condition and one-condition experiments,
respectively.

A.2.2 Randomisation on HC vs. AD

Accuracy Sensitivity Speci�ty p-value
10-fold CV

Original dataset Training 0.9141 [0.0158] 0.9288 [0.0227] 0.8994 [0.0224] -
Test 0.8458 [0.0775] 0.8510 [0.1084] 0.8405 [0.1165] -

Permuted dataset Training 0.6455 [0.0302] 0.6441 [0.0527] 0.6468 [0.0534] -
Test 0.5067 [0.1061] 0.5052 [0.1574] 0.5083 [0.1625] 0.0010 [0.0010]

Resubstitution

Original dataset 0.8162 [0.0167] 0.8540 [0.0216] 0.7785 [0.0283] -
Permuted dataset 0.5873 [0.0263] 0.5868 [0.0728] 0.5877 [0.0723] 0.0010 [0.0010]

Upper-bounded resubstitution (� = 0.0960)
Original dataset 0.7202 [0.0167] 0.7580 [0.0216] 0.6825 [0.0283] -

Permuted dataset 0.4913 [0.0263] 0.4908 [0.0728] 0.4917 [0.0723] 0.0010 [0.0010]
Symbol “-" indicates that values were not computable and � stands for upper bound.

Table A.2: Results related to the statistical power experiment using KAGGLE-AD original and
permuted AD-vs-HC subset. Validation methods applied for the permuted dataset were 10-fold CV
(100 iterations, medium-low computational cost, top), resubstitution (1000 iterations, medium-
low computational cost, middle) and RUB (by applying the upper bound, low computational
cost, bottom). Original dataset scores were obtained from 20 iterations (low computational
cost). The signi�cance level of the test was 0.05.

Table A.2 summarises the results for the statistical power assessment in the two-
condition distribution (AD vs. HC). In this case, the actual errors associated to the
original dataset were  KCV = 0.1542 and  RUB = 0.2798 and the mean actual error of
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the null distributions were 0.4933 using 10-fold CV and 0.5087 with RUB. The values
used for computation of the upper bound were the same as those for the four-condition
analysis, except the number of samples, which was 200 in this case. Thus, the value
of the upper bound was 0.0960. Figure A.1 (middle) shows the distribution of the
accuracies and other metrics obtained in this analysis. Figure A.1 (left) also illustrates
the distribution related to the multiclass experiment. In this study, p-values were
0.0010 in both cases, CV and RUB. Thus, there was an e�ect in the samples given the
labels.

A.2.3 Randomisation on controls

The HC subset was used for type I error control estimation. Results related to
this permutation test are shown in Table A.3 whilst its distribution is illustrated in
Figure A.1 (right). In this case the number of samples was 100, so the upper bound
was equal to 0.0960. The mean actual errors obtained in this case were 0.5108 using
10-fold CV and 0.5171 using RUB. From these null distributions, the FWE rate obtained
was 0.0480 applying CV, close to the signi�cance level � = 0.05. The value obtained by
applying RUB was 0.0330.

Accuracy Sensitivity Speci�ty FWE rate

10-fold CV

Permuted dataset Training 0.7175 [0.0428] 0.7172 [0.0650] 0.7179 [0.0667] -
Test 0.4892 [0.1557] 0.4902 [0.2279] 0.4882 [0.2344] 0.0480 [0.0068]

Resubstitution

Permuted dataset 0.6187 [0.0356] 0.6196 [0.0733] 0.6178 [0.0765] 0.0330 [0.0056]

Upper-bounded resubstitution (� = 0.1358)
Permuted dataset 0.4829 [0.0356] 0.4838 [0.0733] 0.4820 [0.0765] 0.0330 [0.0056]

Symbol “-" indicates that values were not computable and � stands for upper bound.

Table A.3: Results related to the Type I error experiment using KAGGLE-AD permuted HC
subset. Validation methods applied for the permuted dataset were 10-fold CV (100 iterations,
medium-low computational cost, top), resubstitution (1000 iterations, medium-low computa-
tional cost, middle) and RUB (by applying the upper bound, low computational cost, bottom).
The signi�cance level of the test was 0.05.
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A.3 Variability in feature extraction: extent of results

This section includes the accuracies related to the experiment where the permu-
tation loop was modi�ed. Its related p-values and FWE ratios are shown in Table 7.8.
Table A.4 shows the results related to the statistical power experiments and Table A.5
indicates the accuracies obtained in the Type I error control assessments.

ADNI-AD KAGGLE-AD
(multiclass)

KAGGLE-AD
(binary) DIAN-AD

10-fold CV

Original dataset Training 0.8611 [0.0063] 0.5904 [0.0150] 0.9109 [0.0129] 0.7157 [0.0166]
Test 0.8341 [0.0535] 0.4581 [0.0721] 0.8540 [0.0741] 0.6148 [0.0948]

Permuted dataset Training 0.4898 [0.0822] 0.4001 [0.0208] 0.6456 [0.0314] 0.6272 [0.0273]
Test 0.4730 [0.0762] 0.2469 [0.0673] 0.5015 [0.1102] 0.4974 [0.0977]

Resubstitution

Original dataset 0.8369 [0.0000] 0.4273 [0.0021] 0.8100 [0.0000] 0.6545 [0.0000]
Permuted dataset 0.4918 [0.0244] 0.2714 [0.0153] 0.5247 [0.0271] 0.5177 [0.0217]

RUB � = 0.0665 � = 0.0679 � = 0.0960 � = 0.0866
Original dataset 0.7704 [0.0000] 0.3594 [0.0021] 0.7140 [0.0000] 0.5679 [0.0000]

Permuted dataset 0.4253 [0.0244] 0.2035 [0.0153] 0.4287 [0.0271] 0.4311 [0.0217]

Table A.4: Accuracies from the statistical power assessment using the alternative scheme.
Validation methods applied for the permuted dataset were 10-fold CV (100 iterations, medium
computational cost, top), resubstitution (1000 iterations, low computational cost, middle) and
RUB (by applying the upper bound, �, low computational cost, bottom). Original dataset scores
were obtained from 20 iterations (low computational cost). The signi�cance level, � of the test
was 0.05.

ADNI MCI Prediction DIAN

10-fold CV

Permuted dataset Training 0.5064 [0.0924] 0.7178 [0.0419] 0.6893 [0.0376]
Test 0.4267 [0.1177] 0.4949 [0.1517] 0.4939 [0.1422]

Resubstitution

Permuted dataset 0.4882 [0.0328] 0.5324 [0.0353] 0.5299 [0.0343]

RUB � = 0.0897 � = 0.1358 � = 0.1225
Permuted dataset 0.3524 [0.0328] 0.4099 [0.0353] 0.4074 [0.0343]

Table A.5: Accuracies from the Type I error assessment using the alternative scheme. Va-
lidation methods applied for the permuted dataset were 10-fold CV (100 iterations, medium
computational cost, top), resubstitution (1000 iterations, low computational cost, middle) and
RUB (by applying the upper bound, �, low computational cost, bottom). The signi�cance level,
�, of the test was 0.05.
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