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#### Abstract

We analyze how different relations in the lower order terms lead to the same regularizing effect on singular problems whose model is $-\Delta u+g(x, u)=f(x) / u^{\gamma}$ in $\Omega, u=0$ on $\partial \Omega$, where $\Omega$ is a bounded open set of $\mathbb{R}^{N}, \gamma>0, f(x)$ is a nonnegative function in $L^{1}(\Omega)$ and $g(x, s)$ is a Carathéodory function. In a framework where no $H_{0}^{1}(\Omega)$ solution is expected, we prove its existence (regularizing effect) whenever the datum $f$ interacts conveniently either with the boundary of the domain or with the lower order term.
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## 1 Introduction

In this paper, we study the following boundary value problem

$$
\begin{cases}-\operatorname{div}(M(x) \nabla u)+g(x, u)=f(x) / u^{\gamma} & \text { in } \Omega  \tag{1.1}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

[^0]Here, $\Omega$ is a bounded open subset of $\mathbb{R}^{N}(N \geq 2)$ and $M(x)$ is a bounded elliptic matrix, i.e., there exist $\alpha, \beta>0$ such that

$$
\begin{equation*}
\alpha|\xi|^{2} \leq M(x) \xi \cdot \xi, \quad|M(x)| \leq \beta \tag{1.2}
\end{equation*}
$$

for every $\xi \in \mathbb{R}^{N}$ and for almost every $x$ in $\Omega$. We also assume that $f \in L^{1}(\Omega)$ is a nonnegative function and that $g(x, s)$ is a Carathéodory function (that is, measurable with respect to $x$ for every $s \in \mathbb{R}$ and continuous with respect to $s$ for almost every $x \in \Omega$ ).

The scope of this paper is to analyze the existence of solutions to (1.1) in $H_{0}^{1}(\Omega)$ in a wider range of values of the parameter $\gamma$ or functions $g$ than currently known (regularizing effect). Therefore, we put in evidence that in spite of the fact that the datum $f$ only belongs to $L^{1}(\Omega)$, the interplay given by $f$ and the boundary of $\Omega$ or with the lower order term provides a regularizing effect on the problem (1.1). We review now the literature of problems related to (1.1) in order to present our main results. Then we will carry out an exhaustive analysis of our hypotheses which will show that they are natural with respect to such literature.

The boundary value problem

$$
\begin{cases}-\operatorname{div}(M(x) \nabla u)=h(x, u) & \text { in } \Omega  \tag{1.3}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

with $h(x, s)$ singular at $s=0$ has been extensively studied. In [8] the authors dealt with some singular problems including the cases $h(x, s)=f(x) e^{1 / s}$ or $h(x, s)=f(x) / s^{\gamma}$ for a regular function $f(x)$ and they proved the existence of classical solution to problem (1.3) with $M(x)$ being the identity matrix. Similar results were proved in $[7,17]$ for a regular matrix $M(x)$ and a regular function $h(x, s)$ uniformly bounded for $s>1$ with $\lim _{s \rightarrow 0} h(x, s)=+\infty$ uniformly for $x \in \bar{\Omega}$. Furthermore, in [7] it is proved some continuity properties of the solution if $h(x, s)$ does not depend on $x$.

In [13], the authors studied the problem (1.3) with $h(x, s)=f(x) / s^{\gamma}$ and $f(x)$ a positive Hölder continuous function in $\bar{\Omega}$ and it is showed that this problem has a classical solution which may not be in $H_{0}^{1}(\Omega)$. Concretely, it is proved that the solution belongs to $H_{0}^{1}(\Omega)$ if, and only if, $\gamma<3$. Moreover, they established that for $\gamma>1$ the solution is not in $\mathcal{C}^{1}(\bar{\Omega})$ (confront these results with Theorem 1 below). Some extensions may be found, in the case $h(x, s)=f(x) \tilde{h}(s)$, among others in [11,12] for $\Omega=\mathbb{R}^{N}$ and in [18] for bounded domains. In this last case $f(x)$ may be singular at the boundary.

We highlight the paper [4], in which the authors extensively studied problem (1.3) in the case $h(x, s)=f(x) / s^{\gamma}$ with $f \in L^{m}(\Omega)$ for $m \geq 1$ and existence results depending on $\gamma$ and on the summability of $f$ are obtained. For $\gamma=1$ and $f \in L^{1}(\Omega)$, they proved the existence of a solution belonging to $H_{0}^{1}(\Omega)$. A similar result for the case $\gamma<1$ is proved but they imposed more summability on $f$, namely $f \in L^{m}(\Omega)$ with $m \geq C(N, \gamma)>1$. Finally, for the case $\gamma>1$ and $f \in L^{1}(\Omega)$ it was proved the existence of a solution $u$ belonging to $H_{\text {loc }}^{1}(\Omega)$ satisfying that $u^{(\gamma+1) / 2}$ belongs to $H_{0}^{1}(\Omega)$.

In [2], the authors partially improved the results in [4] for the case $\gamma>1$ by adding more restrictive hypotheses. Specifically, in a regular domain and
for $f \in L^{m}(\Omega)$ greater than a positive constant the existence of a finite energy solution to (1.1) is proved, with $g \equiv 0$, for every $1<\gamma<(3 m-1) /(m+1)$. These results seem to be optimal since, for $f \in L^{\infty}(\Omega)$, it is proved in [13] that such solution belongs to $H_{0}^{1}(\Omega)$ for all $\gamma<3$. The existence of energy solutions is also discussed in [3] for elliptic systems involving a singular equation related to (1.1), for which, with frozen unknown, they prove existence and uniqueness of bounded solutions.

We also have to mention that existence of solution for problem (1.3) in the case $h(x, s)=f(x) / s^{\gamma}$ with $f \in L^{m}(\Omega)$ for $m \geq 1$ is obtained in $[9,10]$ where the notion of solution is understood in a different sense from the one studied in the paper [4]. We point out that the cases $h(x, s)=f(x) / s^{\gamma}+\mu$ and $h(x, s)=\mu \tilde{h}(s)$ with $\mu$ a nonnegative Radon measure have been studied in [14,15]. Moreover the case of a variable exponent $\gamma=\gamma(x)$, i.e., $h(x, s)=c f(x) / s^{\gamma(x)}$ is considered in [6].

Now, we present our principal results. Our approach is twofold, on one hand we extend to the problem (1.1) some known results for (1.3) and on the other hand we analyze the regularizing effect produced by different interplays of $f(x)$, illustrated here according to whether $\gamma$ is greater or less than one. Firstly, we prove some regularity and non-regularity results for the problem (1.1) when $\gamma>1$ depending on the interplay of the behavior of the datum $f(x)$ near the boundary of $\Omega$ and the behavior of $g(x, s)$ when $s$ is near zero. Secondly, we study the problem (1.1) with $\gamma \leq 1$ and $g(x, s)=a(x) \tilde{g}(s)$ according to the interplay between $f(x)$ and $a(x)$.

In the first case $(\gamma>1)$, we will assume that there exists $r>-1$ such that, the function $f(x)$ satisfies, for some $m_{1}>0$, that

$$
\begin{equation*}
f(x) \geq m_{1} \varphi_{1}^{r} \text { a.e. in } \Omega \tag{1.4}
\end{equation*}
$$

where $\varphi_{1}$ denotes a positive eigenfunction associated to the first eigenvalue of the operator $-\operatorname{div}(M(x) \nabla \cdot)$ with zero Dirichlet boundary condition. The relation between $\varphi_{1}$ and a solution $u$ to problem (1.3) when $h(x, s)=f(x) / s^{\gamma}$ and $\gamma>1$ was highlighted in [13] where the authors proved that $u^{\frac{\gamma+1}{2}} / \varphi_{1}$ is bounded by two positive constants. They also observed that this result can be slightly improved when (1.4) is imposed (with $0<r<\gamma+1$ ). Thus, we remark that hypothesis (1.4) (and also (1.8) below) is quite natural and more general with respect to the previous results in [13].

Regarding the function $g: \Omega \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}$ we assume that is a Carathéodory function verifying that

$$
\begin{align*}
& g(x, s) \text { is nonnegative and increasing in } s \text { for a.e. } x \in \Omega,  \tag{1.5}\\
& g(\cdot, s) \in L_{\mathrm{loc}}^{1}(\Omega) \text { for each } s \gg 0 \text { fixed. } \tag{1.6}
\end{align*}
$$

Moreover, we suppose that there exists some $0<s_{0}<1$ and some $c_{1}, c_{2}>0$ such that

$$
\begin{cases}g(x, s) \leq c_{1} s^{\frac{r-2 \gamma}{2+r}}, & \text { if } r \geq 2 \gamma  \tag{1.7}\\ g(x, s) \leq c_{1}\left(s+c_{2}\right)^{\frac{r-2 \gamma}{2+r}}, & \text { if } r<2 \gamma\end{cases}
$$

for every $0 \leq s \leq s_{0}$ and almost every $x \in \Omega$. A simple model of function $g$ is $g(x, s)=a(x) s^{t}$ with $a \in L^{\infty}(\Omega)$ and $t \geq \max \{0,(r-2) \gamma /(2+r)\}$.

Finally, the regularity result is obtained when there exists $m_{2}>0$ and an open neighborhood of $\partial \Omega$ in $\Omega$, denoted by $\Gamma$, such that

$$
\begin{equation*}
f(x) \leq m_{2} \varphi_{1}^{r} \text { a.e. in } \Gamma . \tag{1.8}
\end{equation*}
$$

The main result of the paper in the case $\gamma>1$ is the following one.
Theorem 1. Assume that $\Omega$ satisfies the interior sphere condition, $\gamma>1$, $M(x)$ verifies (1.2) and that $g(x, s)$ satisfies (1.5) and (1.6). Assume also that there exists $r>-1$ such that $0 \leq f \in L^{1}(\Omega)$ satisfies (1.4) and $g(x, s)$ verifies (1.7). Then, there exists $u \in H_{\mathrm{loc}}^{1}(\Omega)$ solution to (1.1) such that the function $u^{\frac{\gamma+1}{2}} \in H_{0}^{1}(\Omega)$ and:
i) If $\gamma>\max \{1, r+1\}$, then $u \notin \mathcal{C}^{1}(\bar{\Omega})$.
ii) If $1<\gamma<2 r+3$ and $f(x)$ satisfies (1.8), then $u \in H_{0}^{1}(\Omega)$.
iii) If $\gamma \geq 2 r+3, f(x)$ satisfies (1.8) and $u$ is bounded in $\Gamma$, then $u \notin H_{0}^{1}(\Omega)$.

We remark that, under more restrictive hypotheses, Theorem 1 improves the results in [2] when $-1<r<0$. Indeed, (1.8) implies that $f \in L^{m}(\Gamma)$ for every $m<\frac{1}{-r}$ and we establish the existence of a solution in $H_{0}^{1}(\Omega)$ for $1<\gamma<2 r+3$. In [2], for $f \in L^{1 /-r}(\Omega)$ the authors obtain this existence result only for $1<\gamma<(3+r) /(1-r)$ (note that $(3+r) /(1-r)<2 r+3$ if $-1<r<0$ ).

Third item of Theorem 1 gives, in some sense, the sharpness of the exponent $2 r+3$ in order to obtain energy solutions. We remark, that condition $u$ bounded in $\Gamma$ can be removed under additional conditions on $f$ and $g$. Indeed, whenever $f$ satisfies (1.8) in $\Omega$ then $u \in L^{\infty}(\Omega)$. Also arguing as in [3] it is possible to prove that solutions are bounded if $g(x, s) s^{\gamma} \geq f(x)$ for $s$ large.

In the second case $(\gamma \leq 1)$, we are inspired by [1]. We assume the particular case $g(x, s)=a(x) \tilde{g}(s)$, where $\tilde{g}: \mathbb{R} \rightarrow \mathbb{R}$ is a function satisfying that
$\tilde{g}$ is continuous, increasing and odd and we denote $\tilde{g}_{\infty}=\lim _{s \rightarrow+\infty} \tilde{g}(s)$.
We also assume that

$$
\begin{equation*}
0 \leq a(x), f(x) \in L^{1}(\Omega) \tag{1.10}
\end{equation*}
$$

and the "Q-condition":

$$
\begin{equation*}
\text { there exists } Q \in\left(0, \tilde{g}_{\infty}\right) \text { such that } f(x) \leq Q a(x) \text { a.e. in } \Omega \text {. } \tag{1.11}
\end{equation*}
$$

Notice that (1.11) is now quite natural in order to obtain more regularity since this regularizing phenomenon was first pointed out in the literature by D. Arcoya and L. Boccardo in [1].

Our main result of the paper in the case $\gamma \leq 1$ is the following one.
Theorem 2. Assume that $\gamma \leq 1, M(x)$ satisfies (1.2) and $g(x, u)=a(x) \tilde{g}(u)$ where $\tilde{g}$ verifies (1.9). Assume also that $a(x)$ and $f(x)$ both satisfy (1.10) and (1.11). Then the problem (1.1) has a unique solution $u \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$.

The plan of the paper is the following. In Section 2, we establish the definition of solution that we adopt in this paper and we prove some preliminary results mainly related with Theorem 1. Then, in Section 3, we prove Theorem 1, which is based on a comparison principle between the approximated solutions and a suitable power of $\varphi_{1}$ proved in the preceding section. Finally, Section 4 is devoted to the proof of Theorem 2.

## 2 Preliminaries

The concept of solution we adopt is gathered in the following definition.
Definition 1. A function $u \in H_{\text {loc }}^{1}(\Omega)$ such that $u \geq 0$ a.e. in $\Omega$, satisfying also that $g(\cdot, u) \in L_{\mathrm{loc}}^{1}(\Omega), f / u^{\gamma} \in L_{\mathrm{loc}}^{1}(\Omega)$ is a supersolution to problem (1.1) if

$$
\int_{\Omega} M(x) \nabla u \nabla \phi+\int_{\Omega} g(x, u) \phi \geq \int_{\Omega} \frac{f}{u^{\gamma}} \phi, \forall 0 \leq \phi \in \mathcal{C}_{c}^{1}(\Omega) .
$$

When the reverse inequality is satisfied and $u^{\tau} \in H_{0}^{1}(\Omega)$ for some $\tau>0$, we understand that $u$ is a subsolution for problem (1.1).

A function $u \in H_{\mathrm{loc}}^{1}(\Omega)$ is a solution for (1.1) if it is both a subsolution and a supersolution for such a problem. If, in addition, $u \in H_{0}^{1}(\Omega)$, we say that $u$ is a finite energy solution for problem (1.1).

Let us clarify that the function $\frac{f}{u^{\gamma}} \phi$ takes the value $+\infty$ in the case $u=0$ and $f \phi \neq 0$ while takes the value zero whenever $f \phi=0$.
Remark 1. A sufficient condition to obtain $f / u^{\gamma} \in L_{\mathrm{loc}}^{1}(\Omega)$ is that $u$ be uniformly bounded from below by a positive constant in every subset compactly contained in $\Omega$. Namely, for all $\omega \subset \subset \Omega$ there exists some $c_{\omega}>0$ such that $u \geq c_{\omega}>0$ in $\omega$.

Remark 2. Arguing as in [5, Appendix], if $u \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ is a solution of (1.1) with $g(\cdot, u) \in L^{1}(\Omega)$, then $\frac{f}{u^{\gamma}} \phi \in L^{1}(\Omega)$ for all $\phi \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ and

$$
\int_{\Omega} M(x) \nabla u \nabla \phi+\int_{\Omega} g(x, u) \phi=\int_{\Omega} \frac{f}{u^{\gamma}} \phi, \forall \phi \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega) .
$$

In order to prove our main results we proceed as usual by approximation. For any $k>0$ we set $T_{k}(s)=\min \{k, \max \{s,-k\}\}$ and $G_{k}(s)=s-T_{k}(s)$.

The proofs of Theorem 1 and Theorem 2 rely on approximating the problem (1.1) by a certain sequence of approximated problems

$$
\begin{cases}-\operatorname{div}\left(M(x) \nabla u_{n}\right)+g_{n}\left(x, u_{n}\right)=f_{n}(x) /\left(\left|u_{n}\right|+\frac{1}{n}\right)^{\gamma} & \text { in } \Omega  \tag{2.1}\\ u_{n}=0 & \text { on } \partial \Omega\end{cases}
$$

and on the fact that the sequence of solutions to (2.1) converges, as $n \rightarrow \infty$, to a solution to (1.1).

In the next result, we summarize the main existence results for the approximated problems (2.1).

Lemma 1. Assume that $0 \leq f_{n} \in L^{\infty}(\Omega)$ and $g_{n}(x, s)$ is a Carathéodory function with $g_{n}(x, s) s \geq 0$ for every $s \in \mathbb{R}$ and a.e. $x \in \Omega$ and $g_{n}$ is bounded for $s$ in bounded sets. There exists $0 \leq u_{n} \in H_{0}^{1}(\Omega)$ solution of (2.1) for every fixed $n \in \mathbb{N}$. In addition, for $\gamma \leq 1$ we have that $u_{n} \in L^{\infty}(\Omega)$. Moreover, in the case $\gamma>1$, the existence of solution $u_{n} \in H_{0}^{1}(\Omega)$ is deduced even for $f_{n} \in L^{1}(\Omega)$.

Proof. The existence of $u_{n} \in H_{0}^{1}(\Omega)$ for $f_{n} \in L^{\infty}(\Omega)$ is consequence of the Schauder Theorem. In the case $\gamma \leq 1$ using Stampacchia Theorem (see [16]), we can assure that $u_{n} \in L^{\infty}(\Omega)$. Moreover, for $f_{n} \in L^{1}(\Omega)$ we can use the previous existence result approaching $f_{n}(x)$ by $f_{n, m}(x)=T_{m}\left(f_{n}(x)\right)$ and passing to the limit as $m \rightarrow \infty$. Here, to obtain the a priori estimate in $H_{0}^{1}(\Omega)$ it is key to use the fact that $\gamma>1$.

Finally, let us remark that $u_{n} \geq 0$ since $f_{n}$ is nonnegative and $g_{n}(x, s) s \geq 0$.

The rest of the section is devoted to the case $\gamma>1$ where we approximate the nonlinearity $g(x, s)$ by a suitable sequence of Carathéodory functions $g_{n}$ defined in $\Omega \times \mathbb{R}$. Specifically, we define

$$
g_{n}(x, s)= \begin{cases}T_{n}(g(x, s)), & s \geq 1 / n  \tag{2.2}\\ n s T_{n}(g(x, s)), & 0<s<1 / n \\ 0, & s \leq 0\end{cases}
$$

Observe that $g_{n}(x, s)$ is increasing in $s$ for a.e. $x \in \Omega$ when (1.5) is satisfied and that $g_{n}(x, s) \leq g(x, s)$ for $s \geq 0$.

According to whether $r$, given by (1.4), is positive or negative, we also approximate or not the datum $f(x)$. In order to deal with both cases simultaneously we define $\chi(r)=0$ for $r \leq 0$ and $\chi(r)=c_{1}+1$ for $r>0$, where $c_{1}$ is given by (1.7). Thus, we approximate $f(x)$ by $f_{n}(x)$ as follows

$$
\begin{equation*}
f_{n}(x)=f(x)+\chi(r) / n^{r(\gamma+1) /(2+r)} . \tag{2.3}
\end{equation*}
$$

Following the ideas in [2], we prove that a certain power of an approximation of $\varphi_{1}$ is a subsolution of (2.1) in the following result.

Lemma 2. Assume that $\gamma>1, M(x)$ verifies (1.2), $g(x, s)$ satisfies (1.5) and there exists $r>-1$ such that $0 \leq f(x) \in L^{1}(\Omega)$ verifies (1.4) and $g(x, s)$ verifies (1.7). Then, there exist $C>0$ (independent of $n$ ) and $n_{0} \in \mathbb{N}$ such that, for every $n \geq n_{0}$, the function

$$
z_{n}(x)=\left(C \varphi_{1}(x)+1 / n^{(\gamma+1) /(2+r)}\right)^{\frac{2+r}{\gamma+1}}-1 / n
$$

is a subsolution of (2.1) with $g_{n}$ and $f_{n}$ given by (2.2) and (2.3) respectively.
Moreover, denoting $u_{n}$ to the solution of (2.1) given by Lemma 1, we have

$$
z_{n} \leq u_{n} \text { a.e. in } \Omega
$$

Proof. First, let us note that $z_{n} \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ since $\varphi_{1} \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$. Let us denote

$$
w_{n}(x)=C \varphi_{1}(x)+1 / n^{(\gamma+1) /(2+r)} .
$$

On the one hand, we have

$$
\nabla z_{n}=\frac{C(2+r)}{\gamma+1} w_{n}^{(1+r-\gamma) /(\gamma+1)} \nabla \varphi_{1}
$$

and thus

$$
\begin{align*}
&-\operatorname{div}\left(M(x) \nabla z_{n}\right)=-\nabla\left(\frac{C(2+r)}{\gamma+1} w_{n}^{(1+r-\gamma) /(\gamma+1)}\right) M(x) \nabla \varphi_{1}  \tag{2.4}\\
&+\frac{C(2+r)}{\gamma+1} w_{n}^{(1+r-\gamma) /(\gamma+1)}\left(-\operatorname{div}\left(M(x) \nabla \varphi_{1}\right)\right) \\
&= \frac{C^{2}(2+r)(\gamma-r-1)}{(\gamma+1)^{2}} w_{n}^{(r-2 \gamma) /(\gamma+1)} M(x) \nabla \varphi_{1} \nabla \varphi_{1} \\
&+\frac{C \lambda_{1}(2+r)}{\gamma+1} w_{n}^{(1+r-\gamma) /(\gamma+1)} \varphi_{1} \\
&= \frac{C}{w_{n}^{(2 \gamma-r) /(\gamma+1)}}\left[\frac{C(2+r)(\gamma-r-1)}{(\gamma+1)^{2}} M(x) \nabla \varphi_{1} \nabla \varphi_{1}+\frac{\lambda_{1}(2+r)}{\gamma+1} w_{n} \varphi_{1}\right] \\
& \leq \frac{C^{2}}{w_{n}^{(2 \gamma-r) /(\gamma+1)}}\left[\frac{\beta(2+r)|\gamma-r-1|}{(\gamma+1)^{2}}\left\|\nabla \varphi_{1}\right\|_{L^{\infty}(\Omega)}^{2}\right. \\
&\left.+\frac{\lambda_{1}(2+r)}{\gamma+1}\left(\left\|\varphi_{1}\right\|_{L^{\infty}(\Omega)}^{2}+\left\|\varphi_{1}\right\|_{L^{\infty}(\Omega)}\right)\right] \\
& \equiv \frac{C^{2} b}{w_{n}^{(2 \gamma-r) /(\gamma+1)}}=\frac{C^{2} b w_{n}^{r}}{w_{n}^{\gamma(2+r) /(\gamma+1)}}=\frac{C^{2} b w_{n}^{r}}{\left(z_{n}+1 / n\right)^{\gamma}} .
\end{align*}
$$

Now, since $g(x, s)$ satisfies (1.7), we deduce in the set $\left\{z_{n}(x)<s_{0}\right\}$

$$
\begin{equation*}
g_{n}\left(x, z_{n}\right) \leq g\left(x, z_{n}\right) \leq \tilde{c}\left(z_{n}+\frac{1}{n}\right)^{\frac{r-2 \gamma}{2+r}}=\frac{\tilde{c}\left(z_{n}+\frac{1}{n}\right)^{\frac{\gamma+1}{2+r} r}}{\left(z_{n}+\frac{1}{n}\right)^{\gamma}}=\frac{\tilde{c} w_{n}^{r}}{\left(z_{n}+\frac{1}{n}\right)^{\gamma}} \tag{2.5}
\end{equation*}
$$

where $\tilde{c}=c_{1}$ in the case $r>0$ and $\tilde{c}=C$ in the case $-1<r \leq 0$. Actually we claim that, using (1.7), given $-1<r \leq 0$, for every fixed small $C$, and for n large enough there exists $s_{0}(C) \in(0,1)$ with $g(x, s) \leq C\left(s+\frac{1}{n}\right)^{\frac{r-2 \gamma}{2+r}}$ for every $0<s<s_{0}(C)$ and $\left(C \varphi_{1}(x)\right)^{\frac{2+r}{\gamma+1}}<s_{0}(C)$. Indeed, observe that since $1+r-\gamma<0$, it is enough to take

$$
\left\|\varphi_{1}\right\|_{L^{\infty}(\Omega)}^{\frac{2+r}{\gamma+1}}<\frac{c_{2}}{c_{1}^{\frac{2+r}{2 \gamma-r}}-C^{\frac{2+r}{\gamma-r}}},\left(C\left\|\varphi_{1}\right\|_{L^{\infty}(\Omega)}\right)^{\frac{2+r}{\gamma+1}}<s_{0}(C)<\frac{c_{2}\left(C / c_{1}\right)^{\frac{2+r}{2 \gamma-r}}}{1-\left(C / c_{1}\right)^{\frac{2+r}{2 \gamma-r}}} .
$$

Thus, given $C>0$ small and $s_{0}(C)$ as above, we can choose $n_{0} \in \mathbb{N}$ large enough such that

$$
z_{n}(x) \leq s_{0}(C), \forall x \in \Omega, \forall n \geq n_{0}
$$

Combining the inequalities (2.4) and (2.5), and taking into account (1.4) we have, for $C$ small enough, that

$$
\begin{align*}
& -\operatorname{div}\left(M(x) \nabla z_{n}\right)+g_{n}\left(x, z_{n}\right) \leq \frac{\left(C^{2} b+\tilde{c}\right) w_{n}^{r}}{\left(z_{n}+1 / n\right)^{\gamma}}  \tag{2.6}\\
& \leq \frac{\left(C^{2} b+\tilde{c}\right)\left[\frac{C^{r}}{m_{1}} f(x)+\frac{\chi(r) /\left(c_{1}+1\right)}{n^{r(\gamma+1) /(r+2)}}\right]}{\left(z_{n}+1 / n\right)^{\gamma}} \leq \frac{f_{n}(x)}{\left(z_{n}+1 / n\right)^{\gamma}}
\end{align*}
$$

i.e., that $z_{n}$ is a subsolution of (2.1). Here we have used that $\left(C^{2} b+\tilde{c}\right) C^{r} \rightarrow 0$ as $C \rightarrow 0$ (in the case $-1<r \leq 0$ we have that $\tilde{c}=C$ ).

Now, we take $\left(z_{n}-u_{n}\right)^{+} \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ as test function in the inequality (2.6) satisfied by $z_{n}$ and in the problem (2.1) that satisfies $u_{n}$. Then, we subtract them, and applying (1.2) and that $g_{n}(x, s)$ is increasing in $s$ by (1.5) it follows that

$$
\begin{aligned}
& \alpha \int_{\Omega}\left|\nabla\left(z_{n}-u_{n}\right)^{+}\right|^{2} \leq \alpha \int_{\Omega}\left|\nabla\left(z_{n}-u_{n}\right)^{+}\right|^{2}+\int_{\Omega}\left[g_{n}\left(x, z_{n}\right)-g_{n}\left(x, u_{n}\right)\right]\left(z_{n}-u_{n}\right)^{+} \\
& \quad \leq \int_{\Omega} f_{n}(x)\left[\frac{1}{\left(z_{n}+1 / n\right)^{\gamma}}-\frac{1}{\left(u_{n}+1 / n\right)^{\gamma}}\right]\left(z_{n}-u_{n}\right)^{+} \leq 0
\end{aligned}
$$

Therefore, we deduce that $\left(z_{n}-u_{n}\right)^{+}=0$ a.e. in $\Omega$ and we can conclude that $z_{n} \leq u_{n}$ a.e. in $\Omega$.

In [4] it is proved existence of a solution to (1.1) with $g(x, s)=0$. In order to do that the authors approached the problem (1.1) with $g(x, s)=0$ by a suitable sequence of approximated problems such that, its corresponding sequence of solutions $\left\{v_{n}\right\}$ is an increasing sequence. Then, they apply the strong maximum principle to $v_{1}$ and, in this way, they obtain the uniform lower boundedness of $v_{n}$ in every subset compactly contained in $\Omega$.

Here, we cannot obtain that $\left\{u_{n}\right\}$, the sequence of solutions to (2.1) with $g_{n}$ and $f_{n}$ given by (2.2) and (2.3) respectively, is an increasing sequence. In fact, we could not even apply the strong maximum principle to any $u_{n}$. However, Lemma 2 allows us to obtain an uniform lower bound for $u_{n}$, for $n \geq n_{0}$, and this suffices to prove the existence of a solution of (1.1). The first part of this proof is similar to [4, Lemma 4.1], but we include it here for the convenience of the reader.

Theorem 3. Assume that $\gamma>1, M(x)$ verifies (1.2) and $g(x, s)$ satisfies (1.5) and (1.6). Assume also that there exists $r>-1$ such that $0 \leq f(x) \in L^{1}(\Omega)$ satisfies (1.4) and $g(x, s)$ verifies (1.7).

Then, there exists $u \in H_{\mathrm{loc}}^{1}(\Omega)$ solution of (1.1) satisfying that the function $u^{\frac{\gamma+1}{2}} \in H_{0}^{1}(\Omega)$. Moreover, if $u_{n}$ satisfies (2.1) with $g_{n}$ and $f_{n}$ given by (2.2) and (2.3) respectively, then $u_{n} \rightarrow u$ a.e. in $\Omega$.

Remark 3. If $\gamma \leq 1$ the existence and regularity results cotained in [4] are still true for (1.1) with the hypotheses of this theorem.

Proof. First of all, let us note that since $\varphi_{1} \in \mathcal{C}(\Omega)$ is positive and the function $s \mapsto\left(c+s^{\frac{\gamma+1}{2+r}}\right)^{\frac{2+r}{\gamma+1}}-s$ with $c>0$ is greater than a positive constant in $[0,1]$, we deduce thanks to the Lemma 2 that

$$
\begin{equation*}
\forall \omega \subset \subset \Omega, \exists c_{\omega}: u_{n} \geq c_{\omega}>0 \text { in } \omega \text { for every } n \geq n_{0} \tag{2.7}
\end{equation*}
$$

where $n_{0} \in \mathbb{N}$ is given by the Lemma 2 . So, in what follows, let us fix $n \geq n_{0}$.
Now, we claim that the sequence $\left\{u_{n}^{(\gamma+1) / 2}\right\}_{n \geq n_{0}}$ is bounded in $H_{0}^{1}(\Omega)$. For $\gamma>1$ we take $T_{k}\left(u_{n}\right)^{\gamma} \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ with $\bar{k}>0$ as test function in (2.1) and, using (1.2) and (1.5), we obtain

$$
\begin{aligned}
\alpha \gamma \int_{\Omega}\left|\nabla T_{k}\left(u_{n}\right)\right| T_{k}\left(u_{n}\right)^{\gamma-1} & \leq \int_{\Omega} \frac{f_{n} T_{k}\left(u_{n}\right)^{\gamma}}{\left(u_{n}+1 / n\right)^{\gamma}} \\
& \leq \int_{\Omega} \frac{f_{n} u_{n}^{\gamma}}{\left(u_{n}+1 / n\right)^{\gamma}} \leq \int_{\Omega} f_{n} \leq \int_{\Omega}\left[f+1+c_{1}\right] .
\end{aligned}
$$

Since

$$
\int_{\Omega}\left|\nabla T_{k}\left(u_{n}\right)\right| T_{k}\left(u_{n}\right)^{\gamma-1}=\frac{4}{(\gamma+1)^{2}} \int_{\Omega}\left|\nabla T_{k}\left(u_{n}\right)^{\frac{\gamma+1}{2}}\right|^{2}
$$

we deduce that $\left\{T_{k}\left(u_{n}\right)^{\frac{\gamma+1}{2}}\right\}_{n \geq n_{0}}$ is bounded in $H_{0}^{1}(\Omega)$ by a constant independent of $k$, so we can apply Fatou Lemma to conclude that $\left\{u_{n}^{(\gamma+1) / 2}\right\}_{n \geq n_{0}}$ is bounded in $H_{0}^{1}(\Omega)$. Moreover, by the Sobolev embedding we have that the sequence $\left\{u_{n}\right\}_{n \geq n_{0}}$ is bounded in $L^{\tau}(\Omega)$ with $\tau=2^{\star}(\gamma+1) / 2$.

After this, we will prove that $\left\{u_{n}\right\}_{n \geq n_{0}}$ is bounded in $H_{\text {loc }}^{1}(\Omega)$.
Let $\phi \in \mathcal{C}_{0}^{1}(\Omega)$ and let $\omega=\{\phi \neq 0\}$. Choosing $T_{k}\left(u_{n}\right) \phi^{2} \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ with $k>0$ as test function in (2.1), we have, recalling (1.2), (1.5) and (2.7),

$$
\begin{gathered}
\alpha \int_{\Omega}\left|\nabla T_{k}\left(u_{n}\right)\right|^{2} \phi^{2}+2 \int_{\Omega} M(x) \nabla u_{n} \nabla \phi T_{k}\left(u_{n}\right) \phi \leq \int_{\Omega} \frac{f_{n} T_{k}\left(u_{n}\right) \phi^{2}}{\left(u_{n}+1 / n\right)^{\gamma}} \\
\leq \int_{\Omega} \frac{f_{n} \phi^{2}}{\left(u_{n}+1 / n\right)^{\gamma-1}} \leq \frac{1}{c_{\omega}^{\gamma-1}} \int_{\Omega} f_{n} \phi^{2}
\end{gathered}
$$

By (1.2) and by Young inequality, we deduce

$$
\begin{aligned}
-2 \int_{\Omega} M(x) \nabla u_{n} \nabla \phi T_{k}\left(u_{n}\right) \phi & \leq 2 \beta \int_{\Omega}\left|\nabla u_{n}\right||\nabla \phi| u_{n}|\phi| \\
& \leq \frac{\alpha}{2} \int_{\Omega}\left|\nabla u_{n}\right|^{2} \phi^{2}+\frac{2 \beta^{2}}{\alpha} \int_{\Omega}|\nabla \phi|^{2} u_{n}^{2}
\end{aligned}
$$

and thus

$$
\alpha \int_{\Omega}\left|\nabla T_{k}\left(u_{n}\right)\right|^{2} \phi^{2} \leq \frac{1}{c_{\omega}^{\gamma-1}} \int_{\Omega} f_{n} \phi^{2}+\frac{\alpha}{2} \int_{\Omega}\left|\nabla u_{n}\right|^{2} \phi^{2}+\frac{2 \beta^{2}}{\alpha} \int_{\Omega}|\nabla \phi|^{2} u_{n}^{2} .
$$

Taking limits when $k \rightarrow+\infty$ and applying Fatou Lemma in the left hand side integral we obtain

$$
\alpha \int_{\Omega}\left|\nabla u_{n}\right|^{2} \phi^{2} \leq \frac{1}{c_{\omega}^{\gamma-1}} \int_{\Omega} f_{n} \phi^{2}+\frac{\alpha}{2} \int_{\Omega}\left|\nabla u_{n}\right|^{2} \phi^{2}+\frac{2 \beta^{2}}{\alpha} \int_{\Omega}|\nabla \phi|^{2} u_{n}^{2}
$$

Finally, due to the boundedness of $\left\{u_{n}\right\}_{n \geq n_{0}}$ in $L^{\tau}(\Omega)$ with $\tau \geq 2$ we have

$$
\begin{aligned}
& \frac{\alpha}{2} \int_{\Omega}\left|\nabla u_{n}\right|^{2} \phi^{2} \leq \frac{1}{c_{\omega}^{\gamma-1}} \int_{\Omega} f_{n} \phi^{2}+\frac{2 \beta^{2}}{\alpha} \int_{\Omega}|\nabla \phi|^{2} u_{n}^{2} \\
& \quad \leq \frac{\|\phi\|_{L^{\infty}(\Omega)}^{2}}{c_{\omega}^{\gamma-1}} \int_{\Omega}\left[f+1+c_{1}\right]+\frac{2 \beta^{2}}{\alpha}\|\nabla \phi\|_{L^{\infty}(\Omega)}^{2} \int_{\Omega} u_{n}^{2} \leq C(f, \phi, \omega)
\end{aligned}
$$

so that the sequence $\left\{u_{n}\right\}_{n \geq n_{0}}$ is bounded in $H_{\text {loc }}^{1}(\Omega)$.
Thanks to this boundedness, there exists a function $u \in H_{\mathrm{loc}}^{1}(\Omega)$ and a subsequence of $\left\{u_{n}\right\}$, still denoted by $\left\{u_{n}\right\}$, such that $\left\{u_{n}\right\}$ converges to $u$ weakly in $H_{\text {loc }}^{1}(\Omega)$ and a.e. in $\Omega$. As a consequence of (2.7), $u$ also satisfies that

$$
\begin{equation*}
\forall \omega \subset \subset \Omega, \exists c_{\omega}: u \geq c_{\omega}>0 \text { in } \omega \tag{2.8}
\end{equation*}
$$

Now, we prove that $g(x, u) \in L^{1}(\Omega)$. Since $g_{n}\left(x, u_{n}\right)$ is bounded by a constant in the set $\left\{u_{n} \leq s_{0}\right\}$ due to (1.7) it follows that
$\int_{\Omega} g_{n}\left(x, u_{n}\right)=\int_{\left\{u_{n} \leq s_{0}\right\}} g_{n}\left(x, u_{n}\right)+\int_{\left\{u_{n}>s_{0}\right\}} g_{n}\left(x, u_{n}\right) \leq C_{1}+\int_{\left\{u_{n}>s_{0}\right\}} g_{n}\left(x, u_{n}\right)$.
Taking $\psi\left(u_{n}\right)=T_{1}\left(\max \left\{0, \frac{2}{s_{0}}\left(u_{n}-\frac{s_{0}}{2}\right)\right\}\right) \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ as test function in (2.1) and dropping positive terms we get

$$
\begin{aligned}
\int_{\left\{u_{n}>s_{0}\right\}} g_{n}\left(x, u_{n}\right) & \leq \int_{\left\{u_{n}>\frac{s_{0}}{2}\right\}} \frac{f_{n}}{\left(u_{n}+1 / n\right)^{\gamma}} \\
& \leq\left(\frac{2}{s_{0}}\right)^{\gamma} \int_{\left\{u_{n}>\frac{s_{0}}{2}\right\}} f_{n} \leq\left(\frac{2}{s_{0}}\right)^{\gamma} \int_{\Omega}\left[f+1+c_{1}\right]
\end{aligned}
$$

so the sequence $\left\{g_{n}\left(x, u_{n}\right)\right\}$ is bounded in $L^{1}(\Omega)$ and thus $g(x, u) \in L^{1}(\Omega)$ as a consequence of Fatou Lemma.

To conclude the proof it only remains to pass to the limit on $n$ in the equation satisfied by $u_{n}$

$$
\int_{\Omega} M(x) \nabla u_{n} \nabla \phi+\int_{\Omega} g_{n}\left(x, u_{n}\right) \phi=\int_{\Omega} \frac{f_{n} \phi}{\left(u_{n}+1 / n\right)^{\gamma}}, \forall \phi \in \mathcal{C}_{c}^{1}(\Omega)
$$

Let us fix $\phi \in \mathcal{C}_{0}^{1}(\Omega)$. First, since $u_{n} \rightharpoonup u$ in $H_{\mathrm{loc}}^{1}(\Omega)$, it is satisfied

$$
\lim _{n \rightarrow \infty} \int_{\Omega} M(x) \nabla u_{n} \nabla \phi=\int_{\Omega} M(x) \nabla u \nabla \phi
$$

Furthermore, as $u_{n}$ satisfies (2.7), we deduce

$$
\left|\frac{f_{n} \phi}{\left(u_{n}+1 / n\right)^{\gamma}}\right| \leq \frac{\|\phi\|_{L^{\infty}(\Omega)}}{c_{\omega}^{\gamma}}\left(f+1+c_{1}\right) \in L^{1}(\Omega)
$$

where $\omega$ is the set $\{\phi \neq 0\}$. Thus, since also $u_{n} \rightarrow u$ a.e in $\Omega$, we can apply Lebesgue Theorem and it follows that

$$
\lim _{n \rightarrow \infty} \int_{\Omega} \frac{f_{n} \phi}{\left(u_{n}+1 / n\right)^{\gamma}}=\int_{\Omega} \frac{f \phi}{u^{\gamma}}
$$

To obtain the limit of $\int_{\Omega} g_{n}\left(x, u_{n}\right) \phi$ we use Vitali Theorem. In order to do that we fix $\omega \subset \subset \Omega$ and $\varepsilon>0$. For $E \subset \omega$, we have by (1.5)

$$
\begin{align*}
\int_{E} g_{n}\left(x, u_{n}\right) & =\int_{E \cap\left\{u_{n} \leq k\right\}} g_{n}\left(x, u_{n}\right)+\int_{E \cap\left\{u_{n}>k\right\}} g_{n}\left(x, u_{n}\right) \\
& \leq \int_{E} g(x, k)+\int_{\left\{u_{n}>k\right\}} g_{n}\left(x, u_{n}\right) . \tag{2.9}
\end{align*}
$$

On the one hand, if we use $T_{1}\left(G_{k-1}\left(u_{n}\right)\right) \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ for $k \geq 2$ as test function in (2.1) and we drop positive terms, we obtain

$$
\int_{\left\{u_{n}>k\right\}} g_{n}\left(x, u_{n}\right) \leq \int_{\left\{u_{n}>k-1\right\}} \frac{f_{n}}{\left(u_{n}+\frac{1}{n}\right)^{\gamma}} \leq \int_{\left\{u_{n}>k-1\right\}} f_{n} \leq \int_{\left\{u_{n}>k-1\right\}}\left(f+1+c_{1}\right),
$$

because $\left(u_{n}+\frac{1}{n}\right)^{\gamma} \geq 1$ on the set $\left\{u_{n}>k-1\right\}$. Since $f \in L^{1}(\Omega)$ and $\left\{u_{n}\right\}_{n \geq n_{0}}$ is bounded in $L^{1}(\Omega)$, there exists $k_{1} \geq 2$ such that

$$
\begin{equation*}
\int_{\left\{u_{n}>k\right\}} g_{n}\left(x, u_{n}\right) \leq \frac{\varepsilon}{2}, \forall k \geq k_{1}, \forall n \geq n_{0} \tag{2.10}
\end{equation*}
$$

On the other hand, by (1.6) there exists $k_{0}>k_{1}$ such that $g\left(x, k_{0}\right) \in L_{\mathrm{loc}}^{1}(\Omega)$. Then, by the absolute continuity of the integral, there exists $\delta>0$ such that

$$
\begin{equation*}
\int_{E} g\left(x, k_{0}\right)<\frac{\varepsilon}{2}, \forall E \subset \omega \text { with meas }(E)<\delta \tag{2.11}
\end{equation*}
$$

Thus, joining (2.9), (2.10) and (2.11), for every $E \subset \omega$ such that meas $(E)<\delta$ we have

$$
\int_{E} g_{n}\left(x, u_{n}\right) \leq \int_{E} g\left(x, k_{0}\right)+\int_{\left\{u_{n}>k_{0}\right\}} g_{n}\left(x, u_{n}\right)<\varepsilon, \forall n \geq n_{0}
$$

i.e., the sequence $\left\{g_{n}\left(x, u_{n}\right)\right\}_{n \geq n_{0}}$ is equiintegrable in each $\omega \subset \subset \Omega$. As we also have that $g_{n}\left(x, u_{n}\right) \rightarrow g(x, u)$ a.e. in $\Omega$ since meas $\{u=0\}=0$ by (2.8), we can apply Vitali Theorem to obtain

$$
\lim _{n \rightarrow \infty} \int_{\Omega} g_{n}\left(x, u_{n}\right) \phi=\int_{\Omega} g(x, u) \phi
$$

and thus the proof is concluded.

## 3 Regularizing effect due to the behavior of the data at the boundary of $\Omega$

In this section we prove Theorem 1.
Proof of Theorem 1. In the first place, since $\gamma>1$ we can apply Theorem 3 to assure the existence of a solution $u \in H_{\mathrm{loc}}^{1}(\Omega)$ of (1.1) such that $u^{\frac{\gamma+1}{2}} \in H_{0}^{1}(\Omega)$ which is also the a.e. limit in $\Omega$ of the sequence $\left\{u_{n}\right\}$ of solutions of (2.1).

In order to prove item $i$ ), i.e., that $u \notin \mathcal{C}^{1}(\bar{\Omega})$ if $\gamma>r+1$ we follow the ideas in [13]. Arguing by contradiction, suppose that $u \in \mathcal{C}^{1}(\bar{\Omega})$ for $\gamma>r+1$. First, observe that if $x_{0} \in \partial \Omega$ and we denote by $\vec{n}$ the inner normal to $\partial \Omega$ at $x_{0}$, then

$$
\lim _{s \rightarrow 0^{+}} \frac{\varphi_{1}\left(x_{0}+s \vec{n}\right)}{s}=\lim _{s \rightarrow 0^{+}} \frac{\varphi_{1}\left(x_{0}+s \vec{n}\right)-\varphi_{1}\left(x_{0}\right)}{s}=\nabla \varphi_{1}\left(x_{0}\right) \cdot \vec{n}>0
$$

Now, due to Lemma 2 we have

$$
M \varphi_{1}^{\frac{2+r}{\gamma+1}} \leq u \text { a.e. in } \Omega
$$

for some $M>0$ since $u_{n} \rightarrow u$ a.e. in $\Omega$. Let us remark that $\gamma>r+1$ implies that $t:=(2+r)(\gamma+1)<1$. Since $u \in \mathcal{C}(\bar{\Omega})$, then $u\left(x_{0}\right)=0$ and for $s>0$ it follows that

$$
\frac{u\left(x_{0}+s \vec{n}\right)-u\left(x_{0}\right)}{s} \geq M \varphi_{1}\left(x_{0}+s \vec{n}\right)^{t-1} \frac{\varphi_{1}\left(x_{0}+s \vec{n}\right)}{s}
$$

Therefore, we have

$$
\lim _{s \rightarrow 0^{+}} \frac{u\left(x_{0}+s \vec{n}\right)-u\left(x_{0}\right)}{s}=+\infty
$$

which contradicts that $u \in \mathcal{C}^{1}(\bar{\Omega})$.
Now, we deal with item ii) and we prove that $u \in H_{0}^{1}(\Omega)$ if $1<\gamma<2 r+3$. Taking $\left(T_{k}\left(u_{n}\right)+\frac{1}{n}\right)^{\theta}-\frac{1}{n^{\theta}} \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ with $\theta>\max \left\{0, \gamma-\frac{(r+1)(\gamma+1)}{2+r}\right\}$ as test function in (2.1), we obtain after applying (1.2) and dropping a positive term

$$
\begin{align*}
\alpha \theta \int_{\Omega}\left(T_{k}\left(u_{n}\right)+1 / n\right)^{\theta-1}\left|\nabla T_{k}\left(u_{n}\right)\right|^{2} & \leq \int_{\Omega} f_{n} \frac{\left(T_{k}\left(u_{n}\right)+1 / n\right)^{\theta}-1 / n^{\theta}}{\left(u_{n}+1 / n\right)^{\gamma}} \\
& \leq \int_{\Omega} f_{n}\left(u_{n}+1 / n\right)^{\theta-\gamma} \tag{3.1}
\end{align*}
$$

First of all, let us note that

$$
\begin{align*}
& \alpha \theta \int_{\Omega}\left(T_{k}\left(u_{n}\right)+1 / n\right)^{\theta-1}\left|\nabla T_{k}\left(u_{n}\right)\right|^{2}  \tag{3.2}\\
& \quad=\frac{4 \alpha \theta}{(\theta+1)^{2}} \int_{\Omega}\left|\nabla\left(\left(T_{k}\left(u_{n}\right)+1 / n\right)^{(\theta+1) / 2}-1 / n^{\frac{\theta+1}{2}}\right)\right|^{2}
\end{align*}
$$

If we take $\theta<\gamma$, we can apply the Lemma 2 to deduce

$$
\begin{equation*}
\int_{\Omega} f_{n}\left(u_{n}+1 / n\right)^{\theta-\gamma} \leq \int_{\Omega} f_{n}\left(C \varphi_{1}(x)+1 / n^{(\gamma+1) /(2+r)}\right)^{(2+r)(\theta-\gamma) / \gamma+1} . \tag{3.3}
\end{equation*}
$$

On one hand, there is $C_{1}>0$ such that $\varphi_{1}>C_{1}$ in $\Omega \backslash \Gamma$ ( $\Gamma$ given by (1.8)) since $\varphi_{1}>0$ in $\Omega, \varphi_{1} \in \mathcal{C}(\Omega)$ and $\Omega \backslash \Gamma$ is closed. Therefore, we have

$$
\begin{equation*}
\int_{\Omega \backslash \Gamma} f_{n}\left(C \varphi_{1}(x)+\frac{1}{n^{(\gamma+1) /(2+r)}}\right)^{\frac{(2+r)(\theta-\gamma)}{\gamma+1}} \leq C_{2} \int_{\Omega}\left(f+1+c_{1}\right) \tag{3.4}
\end{equation*}
$$

On the other hand, applying hypothesis (1.8), and using the definition of $f_{n}$ given by (2.3), it follows that

$$
\begin{align*}
& \int_{\Gamma} f_{n}\left(C \varphi_{1}(x)+1 / n^{(\gamma+1) /(2+r)}\right)^{(2+r)(\theta-\gamma) /(\gamma+1)} \\
& \leq \int_{\Gamma}\left(m_{2} \varphi_{1}(x)^{r}+\frac{\chi(r)}{n^{r(\gamma+1) /(2+r)}}\right)\left(C \varphi_{1}(x)+\frac{1}{n^{(\gamma+1) /(2+r)}}\right)^{\frac{(2+r)(\theta-\gamma)}{\gamma+1}} \\
& \leq C_{3} \int_{\Gamma}\left(\varphi_{1}(x)^{r}+\frac{\chi(r)}{n^{r(\gamma+1) /(2+r)}}\right)\left(\varphi_{1}(x)+\frac{\chi(r)}{n^{(\gamma+1) /(2+r)}}\right)^{\frac{(2+r)(\theta-\gamma)}{\gamma+1}} \\
& \leq C_{4} \int_{\Gamma}\left(\varphi_{1}(x)+\frac{\chi(r)}{n^{(\gamma+1) /(2+r)}}\right)^{r}\left(\varphi_{1}(x)+\frac{\chi(r)}{n^{(\gamma+1) /(2+r)}}\right)^{\frac{(2+r)(\theta-\gamma)}{\gamma+1}} \\
& =C_{4} \int_{\Gamma}\left(\varphi_{1}(x)+\chi(r) / n^{(\gamma+1) /(2+r)}\right)^{r+(2+r)(\theta-\gamma) /(\gamma+1)} . \tag{3.5}
\end{align*}
$$

In addition, let us note that

$$
\int_{\Gamma} \varphi_{1}(x)^{r+(2+r)(\theta-\gamma) /(\gamma+1)}<+\infty
$$

since $r+(2+r)(\theta-\gamma) /(\gamma+1)>-1$ because $\theta>\gamma-(r+1)(\gamma+1) /(2+r)$ and $\partial \Omega$ satisfies the interior sphere condition.

In this way, we can deduce from (3.1)-(3.5) that the sequence

$$
\left\{\left(T_{k}\left(u_{n}\right)+1 / n\right)^{(\theta+1) / 2}-1 / n^{(\theta+1) / 2}\right\}
$$

is bounded in $H_{0}^{1}(\Omega)$ by a constant independent of $k$. For this reason, we can use Fatou Lemma to assure

$$
\left\{\left(u_{n}+1 / n\right)^{(\theta+1) / 2}-1 / n^{(\theta+1) / 2}\right\}
$$

is bounded in $H_{0}^{1}(\Omega)$ and thus, up to a subsequence, we can assume that it converges weakly in $H_{0}^{1}(\Omega)$. Since $u_{n} \rightarrow u$ a.e. in $\Omega$, this weak limit has to be equal to $u^{\frac{\theta+1}{2}}$ and, consequently $u^{\frac{\theta+1}{2}} \in H_{0}^{1}(\Omega)$.

Finally, let us note that

$$
\theta \in] \max \{0, \gamma-(r+1)(\gamma+1) /(2+r)\}, \gamma[
$$

if, and only if,

$$
(\theta+1) / 2 \in] \max \{0.5,(\gamma+1) /(2(2+r))\},(\gamma+1) / 2[
$$

and that

$$
1 \in] \max \{0.5,(\gamma+1) /(2(2+r))\},(\gamma+1) / 2[
$$

if, and only if, $1<\gamma<2 r+3$.
Finally, we prove item iii) i.e., $u \notin H_{0}^{1}(\Omega)$ if $\gamma \geq 2 r+3$ and $u$ is bounded in $\Gamma$. We argue by contradiction, so we assume that $u \in H_{0}^{1}(\Omega)$.

In that case, $z(x)=\left(K \varphi_{1}(x)\right)^{(2+r) /(\gamma+1)}$ is a supersolution of

$$
\begin{cases}-\operatorname{div}(M(x) \nabla z)+g(x, z)=f(x) / z^{\gamma} & \text { in } \Gamma  \tag{3.6}\\ z=0 & \text { on } \partial \Gamma \cap \partial \Omega \\ z=u & \text { on } \partial \Omega \cap \Omega\end{cases}
$$

for large $K$. Indeed, we get

$$
\begin{align*}
-\operatorname{div}(M(x) \nabla z) & =\frac{K\left[\frac{K(2+r)(\gamma-r-1)}{(\gamma+1)^{2}} M(x) \nabla \varphi_{1} \nabla \varphi_{1}+\frac{\lambda_{1}(2+r)}{\gamma+1}\left(K \varphi_{1}\right) \varphi_{1}\right]}{\left(K \varphi_{1}\right)^{\frac{2 \gamma-r}{\gamma+1}}}  \tag{3.7}\\
& \geq \frac{K^{2} b}{\left(K \varphi_{1}\right)^{\frac{2 \gamma-r}{\gamma+1}}}=\frac{K^{2} b\left(K \varphi_{1}\right)^{r}}{\left(K \varphi_{1}\right)^{\frac{\gamma(2+r)}{\gamma+1}}}=\frac{K^{2} b\left(K \varphi_{1}\right)^{r}}{z^{\gamma}}
\end{align*}
$$

where $b$ is a positive constant. This inequality is possible since $\gamma>r+1$, $\varphi_{1} \in \mathcal{C}^{\infty}(\bar{\Omega}), \varphi_{1}>0$ in $\Omega$ and $M(x) \nabla \varphi_{1} \nabla \varphi_{1}>0$ in $\partial \Omega$ by (1.2) and by Hopf Lemma.

Now, we use that $g(x, z) \geq 0$ by (1.5), the inequality (3.7) and the hypotheses (1.8) to deduce for $K$ large enough that

$$
\begin{equation*}
-\operatorname{div}(M(x) \nabla z)+g(x, z) \geq \frac{K^{2} b\left(K \varphi_{1}\right)^{r}}{z^{\gamma}} \geq \frac{\frac{K^{2+r} b}{m_{2}} f(x)}{z^{\gamma}} \geq \frac{f(x)}{z^{\gamma}}, x \in \Gamma \tag{3.8}
\end{equation*}
$$

i.e., $z$ is a supersolution of (3.6). Now, we take $(u-z)^{+} \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ as test function in the problem satisfied by $u$ in $\Gamma$ and in the inequality (3.8) satisfied by $z$ and subtracting we yield to

$$
\begin{aligned}
\alpha \int_{\Gamma}\left|\nabla(u-z)^{+}\right|^{2} & \leq \alpha \int_{\Gamma}\left|\nabla(u-z)^{+}\right|^{2}+\int_{\Gamma}(g(x, u)-g(x, z))(u-z)^{+} \\
& \leq \int_{\Gamma}\left(f(x) / u^{\gamma}-f(x) / z^{\gamma}\right)(u-z)^{+} \leq 0
\end{aligned}
$$

Therefore, we deduce that $u \leq z$ a.e. in $\Gamma$.
We recall that $g(x, u) \in L^{1}(\Omega)$. Thus we can take as test function in (1.1) $T_{k}(u)$, for some $k \geq K \varphi_{1}^{\frac{2+r}{\gamma+1}}$, (see Remark 2) and, due to (1.2) and (1.4), we obtain for some $K_{1}>0$ that

$$
\begin{array}{r}
\beta\|u\|_{H_{0}^{1}(\Omega)}^{2}+k\|g(x, u)\|_{L^{1}(\Omega)} \geq \beta \int_{\{u \leq k\}}|\nabla u|^{2}+\int_{\Omega} g(x, u) T_{k}(u) \\
\geq \int_{\Omega} \frac{f}{u^{\gamma}} T_{k}(u) \geq \int_{\{u \leq k\}} f u^{1-\gamma} \geq \int_{\Gamma} f u^{1-\gamma} \geq K_{1} \int_{\Gamma} \varphi_{1}^{r+\frac{(1-\gamma)(2+r)}{\gamma+1}}=+\infty .
\end{array}
$$

The last equality is due to $\gamma \geq 2 r+3$, since in this case $r+\frac{(1-\gamma)(2+r)}{\gamma+1} \leq-1$. This is a contradiction which assures that $u \notin H_{0}^{1}(\Omega)$ and we conclude the proof.

## 4 Regularizing effect thanks to the $Q$-condition

In this section, we prove Theorem 2.
Proof of Theorem 2. Inspired by [1], we define the approximated problems

$$
\begin{cases}-\operatorname{div}\left(M(x) \nabla u_{n}\right)+a_{n}(x) \tilde{g}\left(u_{n}\right)=\frac{f_{n}(x)}{\left(\left|u_{n}\right|+1 / n\right)^{\gamma}} & \text { in } \Omega  \tag{4.1}\\ u_{n}=0 & \text { on } \partial \Omega\end{cases}
$$

where

$$
f_{n}(x)=\frac{f(x)}{1+(1 / n) f(x)}, \quad a_{n}(x)=\frac{a(x)}{1+(Q / n) a(x)} .
$$

Note that as the function $s \mapsto \frac{s}{1+s / n}$ is increasing, we deduce by (1.11)

$$
\begin{equation*}
f_{n}(x) \leq Q a_{n}(x) \text { a.e. in } \Omega . \tag{4.2}
\end{equation*}
$$

Since $a_{n}(x)$ and $f_{n}(x)$ are nonnegative functions by (1.10) and $\tilde{g}(s) s \geq 0$ for all $s \in \mathbb{R}$ by (1.9), we can apply Lemma 1 to assure the existence of $u_{n} \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ solution of (4.1), i.e., satisfying

$$
\begin{equation*}
\int_{\Omega} M(x) \nabla u_{n} \nabla \phi+\int_{\Omega} a_{n}(x) \tilde{g}\left(u_{n}\right) \phi=\int_{\Omega} \frac{f_{n}(x) \phi}{\left(\left|u_{n}\right|+1 / n\right)^{\gamma}}, \forall \phi \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega) \tag{4.3}
\end{equation*}
$$

Moreover, these hypotheses allow us to prove that $u_{n} \geq 0$ for all $n \in \mathbb{N}$ by taking $u_{n}^{-} \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ as test function in (4.3).

The scheme of the rest of the proof is as follows:
Step 1. $\left\{u_{n}\right\}$ is bounded in $L^{\infty}(\Omega)$ and in $H_{0}^{1}(\Omega)$.
Step 2. Control of the right hand side integral of (4.3).
Step 3. Passing to the limit in (4.3).
Step 1. In this step we apply the ideas in [1]. To obtain the boundedness of $\left\{u_{n}\right\}$ in $L^{\infty}(\Omega)$ we use $G_{k}\left(u_{n}\right) \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ as test function in (4.1), with $k=\max \left\{1, \tilde{g}^{-1}(Q)\right\}$. Let us remark that we are allowed to write $\tilde{g}^{-1}(Q)$ since by (1.9) $\tilde{g}$ has an inverse $\tilde{g}^{-1}$ in $\left(-\tilde{g}_{\infty}, \tilde{g}_{\infty}\right)$ and $0<Q<\tilde{g}_{\infty}$. Therefore, taking $G_{k}\left(u_{n}\right)$ as test function we get thanks to (1.2) and to (4.2)

$$
\left.\left.\begin{array}{rl}
\alpha \int_{\Omega}\left|\nabla G_{k}\left(u_{n}\right)\right|^{2}+ & \int_{\Omega} a_{n}(x) \tilde{g}\left(u_{n}\right) G_{k}\left(u_{n}\right)
\end{array}\right) \leq \int_{\Omega} \frac{f_{n}(x) G_{k}\left(u_{n}\right)}{\left(u_{n}+1 / n\right)^{\gamma}}\right)=\int_{\Omega} \frac{Q a_{n}(x) G_{k}\left(u_{n}\right)}{\left(u_{n}+1 / n\right)^{\gamma}} \leq \int_{\Omega} Q a_{n}(x) G_{k}\left(u_{n}\right),
$$

where in the last inequality we have used that $\left(u_{n}+\frac{1}{n}\right)^{\gamma} \geq u_{n}^{\gamma} \geq k^{\gamma} \geq 1$ on the set $\left\{u_{n} \geq k\right\}$. Thus, we obtain

$$
\alpha \int_{\Omega}\left|\nabla G_{k}\left(u_{n}\right)\right|^{2}+\int_{\Omega} a_{n}(x)\left[\tilde{g}\left(u_{n}\right)-Q\right] G_{k}\left(u_{n}\right) \leq 0 .
$$

Since the second integral of the previous inequality is nonnegative because $\tilde{g}\left(u_{n}\right) \geq Q$ on the set $\left\{u_{n} \geq k\right\}$ we conclude that $\left\|G_{k}\left(u_{n}\right)\right\|_{H_{0}^{1}(\Omega)}=0$. Then, $\left\{u_{n}\right\}$ is bounded in $L^{\infty}(\Omega)$ with $\left\|u_{n}\right\|_{L^{\infty}(\Omega)} \leq k$.

Now, using $u_{n} \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ as test function in (4.1) and using this boundedness of $\left\{u_{n}\right\}$ in $L^{\infty}(\Omega)$, we can deduce by (1.2), (1.10) and (1.9)

$$
\begin{aligned}
\alpha \int_{\Omega}\left|\nabla u_{n}\right|^{2} & \leq \int_{\Omega} M(x) \nabla u_{n} \nabla u_{n}+\int_{\Omega} a_{n}(x) \tilde{g}\left(u_{n}\right) u_{n} \\
& =\int_{\Omega} \frac{f_{n}(x) u_{n}}{\left(u_{n}+1 / n\right)^{\gamma}} \leq \int_{\Omega} f_{n}(x) u_{n}^{1-\gamma} \leq \int_{\Omega} f(x) k^{1-\gamma}
\end{aligned}
$$

It should be noted that we have been able to obtain this a priori bound since $\gamma \leq 1$.

Thus, $\left\{u_{n}\right\}$ is bounded in $H_{0}^{1}(\Omega)$. Therefore, there exists a subsequence, still denoted by $\left\{u_{n}\right\}$, which converges weakly in $H_{0}^{1}(\Omega)$ and a.e. to some $0 \leq u \in H_{0}^{1}(\Omega)$ with $\|u\|_{L^{\infty}(\Omega)} \leq k$.

Step 2. In this part, we follow the ideas in [9]. We introduce for $\delta>0$ the function

$$
Z_{\delta}(s)= \begin{cases}1, & \text { if } 0 \leq s \leq \delta \\ -s / \delta+2, & \text { if } \delta \leq s \leq 2 \delta \\ 0, & \text { if } 2 \delta \leq s\end{cases}
$$

Taking $Z_{\delta}\left(u_{n}\right) \phi \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ as test function in (4.1), where $\phi$ belongs to $H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ with $\phi \geq 0$, one has

$$
\begin{aligned}
& \int_{\Omega} M(x) \nabla u_{n} \nabla \phi Z_{\delta}\left(u_{n}\right)+\int_{\Omega} a_{n}(x) \tilde{g}\left(u_{n}\right) Z_{\delta}\left(u_{n}\right) \phi \\
& =\frac{1}{\delta} \int_{\left\{\delta \leq u_{n} \leq 2 \delta\right\}} M(x) \nabla u_{n} \nabla u_{n} \phi+\int_{\Omega} \frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} Z_{\delta}\left(u_{n}\right) \phi .
\end{aligned}
$$

Since $Z_{\delta}\left(u_{n}\right)=1$ in $\left\{u_{n} \leq \delta\right\}$ and the first integral of the right hand side is positive, we deduce the inequality

$$
0 \leq \int_{\left\{u_{n} \leq \delta\right\}} \frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \phi \leq \int_{\Omega} M(x) \nabla u_{n} \nabla \phi Z_{\delta}\left(u_{n}\right)+\int_{\Omega} a_{n}(x) \tilde{g}\left(u_{n}\right) Z_{\delta}\left(u_{n}\right) \phi
$$

Using that $\left\{u_{n}\right\}$ is bounded in $L^{\infty}(\Omega)$ and converges weakly in $H_{0}^{1}(\Omega)$ and a.e. in $\Omega$ to $u$, we can easily pass to the limit in $n$ to obtain

$$
0 \leq \limsup _{n \rightarrow+\infty} \int_{\left\{u_{n} \leq \delta\right\}} \frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \phi \leq \int_{\Omega} M(x) \nabla u \nabla \phi Z_{\delta}(u)+\int_{\Omega} a(x) \tilde{g}(u) Z_{\delta}(u) \phi
$$

Now, we pass to the limit as $\delta$ tends to 0 . Let us note that $Z_{\delta}(u) \rightarrow \chi_{\{u=0\}}$. We use the fact that $\tilde{g}(0)=0$, since $\tilde{g}$ is odd by (1.9), and we also use that $\nabla u=0$ a.e. in $\{u=0\}$, since $u \in H_{0}^{1}(\Omega)$. This allow us to conclude

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty} \int_{\left\{u_{n} \leq \delta\right\}} \frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \phi \rightarrow 0 \text { as } \delta \rightarrow 0 \tag{4.4}
\end{equation*}
$$

Step 3. Let $\phi \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ with $\phi \geq 0$. Since $u_{n} \rightharpoonup u$ weakly in $H_{0}^{1}(\Omega)$ and $u_{n} \rightarrow u$ a.e. in $\Omega$ and $\left\{u_{n}\right\}$ is bounded in $L^{\infty}(\Omega)$, we can pass to the limit in the left hand side of (4.3) to assure

$$
\begin{equation*}
\int_{\Omega} M(x) \nabla u_{n} \nabla \phi+\int_{\Omega} a_{n}(x) \tilde{g}\left(u_{n}\right) \phi \rightarrow \int_{\Omega} M(x) \nabla u \nabla \phi+\int_{\Omega} a(x) \tilde{g}(u) \phi \tag{4.5}
\end{equation*}
$$

Now, we choose $\delta_{m} \rightarrow 0$ such that meas $\left\{u=\delta_{m}\right\}=0$ (observe that this is posible since the set $\{\delta>0: \operatorname{meas}\{u=\delta\}>0\}$ is at most countable) and we split the right hand side integral of (4.3) into two parts, namely

$$
\begin{equation*}
\int_{\Omega} \frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \phi=\int_{\left\{u_{n} \leq \delta_{m}\right\}} \frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \phi+\int_{\left\{u_{n}>\delta_{m}\right\}} \frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \phi . \tag{4.6}
\end{equation*}
$$

With respect to the second integral of the right hand side of (4.6), we express it as

$$
\int_{\left\{u_{n}>\delta_{m}\right\}} \frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \phi=\int_{\Omega} \frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \chi_{\left\{u_{n}>\delta_{m}\right\}} \phi .
$$

Now, for every fixed $m$ we have

$$
0 \leq \frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \chi_{\left\{u_{n}>\delta_{m}\right\}} \phi \leq \frac{f(x)}{\delta_{m}^{\gamma}} \phi \in L^{1}(\Omega)
$$

and

$$
\frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \chi_{\left\{u_{n}>\delta_{m}\right\}} \rightarrow \frac{f(x)}{u^{\gamma}} \chi_{\left\{u>\delta_{m}\right\}} \text { a.e. } x \in \Omega \text { when } n \rightarrow \infty .
$$

Thus, one has by Lebesgue Theorem

$$
\int_{\left\{u_{n}>\delta_{m}\right\}} \frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \phi \rightarrow \int_{\left\{u>\delta_{m}\right\}} \frac{f(x)}{u^{\gamma}} \phi \text { as } n \rightarrow+\infty .
$$

Observe that thanks to (4.3), (4.5) and (4.6) we get

$$
\lim _{n \rightarrow \infty} \int_{\left\{u_{n} \leq \delta_{m}\right\}} \frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \phi=\int_{\Omega} M(x) \nabla u \nabla \phi+\int_{\Omega} a(x) \tilde{g}(u) \phi-\int_{\left\{u>\delta_{m}\right\}} \frac{f(x)}{u^{\gamma}} \phi
$$

and, using (4.4), we obtain

$$
\begin{align*}
0 & =\lim _{m \rightarrow \infty} \lim _{n \rightarrow \infty} \int_{\left\{u_{n} \leq \delta_{m}\right\}} \frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \phi  \tag{4.7}\\
& =\int_{\Omega} M(x) \nabla u \nabla \phi+\int_{\Omega} a(x) \tilde{g}(u) \phi-\lim _{m \rightarrow \infty} \int_{\left\{u>\delta_{m}\right\}} \frac{f(x)}{u^{\gamma}} \phi .
\end{align*}
$$

In particular, using Fatou Lemma we deduce that $\frac{f(x)}{u^{\gamma}} \phi \in L^{1}(\{u>0\})$ and then, using Lebesgue Theorem

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \int_{\left\{u>\delta_{m}\right\}} \frac{f(x)}{u^{\gamma}} \phi=\int_{\{u>0\}} \frac{f(x)}{u^{\gamma}} \phi . \tag{4.8}
\end{equation*}
$$

Now we observe that (4.4) also implies that $\int_{\{u=0\}} \frac{f(x)}{u^{\gamma}} \phi=0$ or equivalently that meas $\{u=0, f \phi \neq 0\}=0$. Indeed, note that for every $\delta>0$ it follows that

$$
\int_{\{u=0\}} \frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \chi_{\left\{u_{n} \leq \delta\right\}} \phi \leq \int_{\left\{u_{n} \leq \delta\right\}} \frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \phi .
$$

Moreover, for every $\delta>0$

$$
\frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \chi_{\left\{u_{n} \leq \delta\right\}} \rightarrow \frac{f(x)}{u^{\gamma}} \text { a.e. in }\{u=0\} \text { when } n \rightarrow \infty .
$$

Then, we can apply Fatou Lemma to obtain

$$
\int_{\{u=0\}} \frac{f(x)}{u^{\gamma}} \phi \leq \limsup _{n \rightarrow+\infty} \int_{\left\{u_{n} \leq \delta\right\}} \frac{f_{n}(x)}{\left(u_{n}+1 / n\right)^{\gamma}} \phi, \forall \delta>0
$$

In view of (4.4), this implies

$$
\int_{\{u=0\}} \frac{f(x)}{u^{\gamma}} \phi=0
$$

and, as a consequence

$$
\int_{\{u>0\}} \frac{f(x)}{u^{\gamma}} \phi=\int_{\Omega} \frac{f(x)}{u^{\gamma}} \phi
$$

This, combined with (4.7) and(4.8) give us

$$
\int_{\Omega} M(x) \nabla u \nabla \phi+\int_{\Omega} a(x) \tilde{g}(u) \phi=\int_{\Omega} \frac{f(x)}{u^{\gamma}} \phi, \forall 0 \leq \phi \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)
$$

and, in this way,

$$
\int_{\Omega} M(x) \nabla u \nabla \phi+\int_{\Omega} a(x) \tilde{g}(u) \phi=\int_{\Omega} \frac{f(x)}{u^{\gamma}} \phi, \forall \phi \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)
$$

Moreover, $g(x, u)=a(x) \tilde{g}(u) \in L^{1}(\Omega)$ since $u \in L^{\infty}(\Omega)$ and $\frac{f}{u^{\gamma}} \in L_{\mathrm{loc}}^{1}(\Omega)$ since $\int_{\Omega} \frac{f(x)}{u^{\gamma}}|\phi|<+\infty$ for every $\phi \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$. Thus, it is proved that the function $u \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ is a solution of (1.1), as desired. Uniqueness is deduced, as usual, from (1.9). Indeed, given $u_{1}, u_{2} \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ any two solutions to (1.1) with $g(x, u)=a(x) \tilde{g}(u)$ where $\tilde{g}$ verifies (1.9), then taking $\left(u_{1}-u_{2}\right)^{+}$as test function in the problems satisfied by $u_{1}$ and $u_{2}$, subtracting and taking into account (1.2), (1.9) and (1.10), we yield to

$$
\begin{aligned}
& \alpha \int_{\Omega}\left|\nabla\left(u_{1}-u_{2}\right)^{+}\right|^{2} \leq \int_{\Omega} M(x) \nabla\left(u_{1}-u_{2}\right) \nabla\left(u_{1}-u_{2}\right)^{+} \\
& +\int_{\Omega} a(x)\left(\tilde{g}\left(u_{1}\right)-\tilde{g}\left(u_{2}\right)\right)\left(u_{1}-u_{2}\right)^{+}=\int_{\Omega} f(x)\left(1 / u_{1}^{\gamma}-1 / u_{2}^{\gamma}\right)\left(u_{1}-u_{2}\right)^{+} \leq 0
\end{aligned}
$$

this implies that $\left(u_{1}-u_{2}\right)^{+}=0$, i.e., $u_{1} \leq u_{2}$, and since both are arbitrary solution we also have the reverse inequality and the proof is finished.

## Acknowledgements

Research supported by (MCIU) Ministerio de Ciencia, Innovación y Universidades, Agencia Estatal de Investigación (AEI) and Fondo Europeo de Desarrollo Regional under Research Project PID2021-122122NB-I00 (FEDER).

First, second and third author supported by Junta de Andalucía, Consejería de Transformación Económica, Industria, Conocimiento y Universidades-Unión Europea grant P18-FR-667. First and second author supported by Junta de Andalucía FQM-194 and first author also by CDTIME. Third and fourth author supported by Junta de Andalucía FQM-116 and by Junta de Andalucía, Consejería de Transformación Económica, Industria, Conocimiento y Universidades grant UAL2020-FQM-B2046. Second and fourth author also supported by Ministerio de Universidades (grants FPU21/04849 and FPU21/ 05578 respectively).

## References

[1] D. Arcoya and L. Boccardo. Regularizing effect of the interplay between coefficients in some elliptic equations. J. Funct. Anal., 268(5):1153-1166, 2015. https://doi.org/10.1016/j.jfa.2014.11.011.
[2] D. Arcoya and L. Moreno-Mérida. Multiplicity of solutions for a Dirichlet problem with a strongly singular nonlinearity. Nonlinear Anal., 95:281-291, 2014. https://doi.org/10.1016/j.na.2013.09.002.
[3] L. Boccardo, S. Buccheri and C.A. dos Santos. An elliptic system with singular nonlinearities: existence via non variational arguments. J. Math. Anal. Appl., 516(1):Paper No. 126490, 21 pp., 2022. https://doi.org/10.1016/j.jmaa.2022.126490.
[4] L. Boccardo and L. Orsina. Semilinear elliptic equations with singular nonlinearities. Calc. Var. Partial Differential Equations, 37(3-4):363-380, 2010. https://doi.org/10.1007/s00526-009-0266-x.
[5] J. Carmona, T. Leonori, S. López-Martínez and P.J. Martínez-Aparicio. Quasilinear elliptic problems with singular and homogeneous lower order terms. Nonlinear Anal., 179:105-130, 2019. https://doi.org/10.1016/j.na.2018.08.002.
[6] J. Carmona and P.J. Martínez-Aparicio. A singular semilinear elliptic equation with a variable exponent. Adv. Nonlinear Stud., 16(3):491-498, 2016. https://doi.org/10.1515/ans-2015-5039.
[7] M.G. Crandall, P.H. Rabinowitz and L. Tartar. On a Dirichlet problem with a singular nonlinearity. Comm. Partial Differential Equations, 2(2):193-222, 1977. https://doi.org/10.1080/03605307708820029.
[8] W. Fulks and J.S. Maybee. A singular non-linear equation. Osaka Math. J., 12:1-19, 1960.
[9] D. Giachetti, P.J. Martínez-Aparicio and F. Murat. A semilinear elliptic equation with a mild singularity at $u=0$ : existence and homogenization. J. Math. Pures Appl. (9), 107(1):41-77, 2017. https://doi.org//10.1016/j.matpur.2016.04.007.
[10] D. Giachetti, P.J. Martínez-Aparicio and F. Murat. Definition, existence, stability and uniqueness of the solution to a semilinear elliptic problem with a strong singularity at $u=0$. Ann. Sc. Norm. Super. Pisa Cl. Sci. (5), 18(4):1395-1442, 2018. https://doi.org/10.48550/arXiv.1606.07267.
[11] A.V. Lair and A.W. Shaker. Entire solution of a singular semilinear elliptic problem. J. Math. Anal. Appl., 200(2):498-505, 1996. https://doi.org/10.1006/jmaa.1996.0218.
[12] A.V. Lair and A.W. Shaker. Classical and weak solutions of a singular semilinear elliptic problem. J. Math. Anal. Appl., 211(2):371-385, 1997. https://doi.org/10.1006/jmaa.1997.5470.
[13] A.C. Lazer and P.J. McKenna. On a singular nonlinear elliptic boundary-value problem. Proc. Amer. Math. Soc., 111(3):721-730, 1991. https://doi.org/10.1090/S0002-9939-1991-1037213-9.
[14] F. Oliva and F. Petitta. On singular elliptic equations with measure sources. ESAIM Control Optim. Calc. Var., 22(1):289-308, 2016. https://doi.org/10.1051/cocv/2015004.
[15] F. Oliva and F. Petitta. Finite and infinite energy solutions of singular elliptic problems: existence and uniqueness. J. Differential Equations, 264(1):311-340, 2018. https://doi.org/10.1016/j.jde.2017.09.008.
[16] G. Stampacchia. Le problème de Dirichlet pour les équations elliptiques du second ordre à coefficients discontinus. Ann. Inst. Fourier (Grenoble), $\mathbf{1 5}$ (fasc. 1):189-258, 1965.
[17] C.A. Stuart. Existence and approximation of solutions of non-linear elliptic equations. Math. Z., 147(1):53-63, 1976. https://doi.org/10.1007/BF01214274.
[18] Z. Zhang and J. Cheng. Existence and optimal estimates of solutions for singular nonlinear Dirichlet problems. Nonlinear Anal., 57(3):473-484, 2004. https://doi.org/10.1016/j.na.2004.02.025.


[^0]:    Copyright (C) 2023 The Author(s). Published by Vilnius Gediminas Technical University This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

