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1. Introduction

Research and development efforts in the nonvolatile memory
arena are focused on a reduced set of innovative components,

among which we can includememristors.[1,2]

Memristors are expected to be key players in
the electronics landscape of the coming years
largely because of the powerful applications
that stand upon their unique features.[1,3–5]

The switching mechanisms behind memris-
tors differ significantly depending on the
physical properties of the structures and
the materials involved.[1,3–7] To list some
of these mechanisms, we can highlight
those devices based on phase-change
materials, which can be switched reversibly
between amorphous and crystalline phases
with different electrical resistivity (phase-
change memories, PCMs);[8] devices that
take advantage of the magnetic and electri-
cal properties exhibited by some materials
with different architectures (magnetic
RAMs, MRAMs);[9] also structures where
materials with switchable electrical polari-
zation give rise to hysteresis curves of the
polarization versus electrical field that can
be engineered for storing information

(ferroelectric FET, FFET);[10] and, finally, resistive RAMs
(RRAMs) where the dielectric conduction properties are altered
by means of the internal ion movement and concurrent redox
reactions used to generate different resistive states.[1,3,11,12]

Resistive memories are outstanding electron devices that have displayed a large
potential in a plethora of applications such as nonvolatile data storage, neuro-
morphic computing, hardware cryptography, etc. Their fabrication control and
performance have been notably improved in the last few years to cope with the
requirements of massive industrial production. However, the most important
hurdle to progress in their development is the so-called cycle-to-cycle variability,
which is inherently rooted in the resistive switching mechanism behind the
operational principle of these devices. In order to achieve the whole picture,
variability must be assessed from different viewpoints going from the experi-
mental characterization to the adequation of modeling and simulation techni-
ques. Herein, special emphasis is put on the modeling part because the accurate
representation of the phenomenon is critical for circuit designers. In this respect,
a number of approaches are used to the date: stochastic, behavioral, meso-
scopic..., each of them covering particular aspects of the electron and ion
transport mechanisms occurring within the switching material. These subjects
are dealt with in this review, with the aim of presenting the most recent
advancements in the treatment of variability in resistive memories.
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Here, we will focus on the latter devices and associated materials.
These devices exhibit good endurance,[13] retention, low-power
consumption, full compatibility with the complementary metal-
oxide semiconductor (CMOS) technology, and capability of 3D
(three-dimensional) stack fabrication.[3–7] Redox-based devices,
as nonvolatile memories, have been employed in commercial fab-
rication processes; for instance, in the 22 nm node we can find
companies such as TSMC[14] and INTEL.[15]

The stochastic operation of redox-based devices makes them
appropriate for the fabrication of integrated circuits (ICs) devoted
to cryptography; in particular, they can be incorporated in the
implementation of physical unclonable functions and random
number generators.[16–19] These circuits will be essential in
the growing context of edge computing, 5G and 6G applica-
tions.[1] In addition, the applications linked to neuromorphic
computing place these devices (also other memristive devices)
in the spotlight of research and development efforts.[20–29]

Their inherent features allow them to mimic biological synapses
in circuits conceived to replicate mammal neural networks.
Considering their low-power consumption[6,28,30] and the possi-
bility of performing analog vector-matrix multiplications in a
compute-in-memory context,[1,29,30] their role will be essential
to reduce the carbon footprint of developments in new hardware
to accelerate artificial intelligence solutions.[31]

There are two main types of redox-based devices: electrochem-
ical metallization cells (also known as conductive bridge RAMs,
CBRAMs) and valence change memories (VCMs). The latter
devices will be more thoroughly discussed here. In both cases,
it is essential to take into consideration the role of variability.
Apart from the expected fabrication-dependent device to device
variability,[7,32] the inherent stochastic operation of redox-based
devices leads to variations in the successive set (transition
from the high resistance state into the low resistance state)
and reset (transition from the low resistance state into the high
resistance state) processes, the well-known cycle-to-cycle (C2C)
variability.[32–35] As this is a remarkable feature of these devices
that generates a certain concern about control and reproducibility
issues, it must be imperatively included in compact modeling to
let electronic design automation (EDA) tools be accurate for the
massive use needed prior to a commercial step forward in some
of the applications described earlier.

Because of its importance, in this manuscript, we will focus
the attention specifically on variability in redox-based devices,
both from the experimental and modeling perspectives (thermal
aspects of compact modeling have been introduced elsewhere)[36]

since, as far as we know, there are no review papers on this issue
until now. Before going into the modeling sections, we will
describe variability from the experimental viewpoint, making
use of structures fabricated with transition metal oxides and
the upcoming two-dimensional (2D) materials (Section 2).
Subsequently, we will go through the modeling of RRAM devi-
ces, highlighting the physical origins and the implementation of
variability. We will consider physically based models (Section 3),
where the charge transport mechanisms and the conductive
filament (CF) formation/destruction processes (in case of fila-
mentary operation) are analytically described; for stochastic
models (Section 4), we will consider differential equations with
the noise sources inducing random hopping of dielectric struc-
tural defects (e.g., oxygen vacancies), thermal and 1/f fluctuations
of the current to explain the stochastic properties of the memris-
tors; finally, for behavioral models (Section 5), we will consider
different modeling strategies to algebraically replicate hysteresis
and other characteristic device operation curves, simplifying as
much as possible the complexity of the physics behind resistive
switching (RS) phenomenon. In addition to presenting the
modeling strategies and the subtleties linked to variability, we
will discuss the trade-off between accuracy and mathematical
complexity to guide the reader through the different modeling
options available, considering both pros and cons (Section 6).

2. Experimental Evidence of Variability in
Resistive Memories

2.1. Oxide-Based Devices

2.1.1. Introduction

Resistive memories are mostly built using metal-insulator-metal
(MIM) structures that show the RS phenomenon, which consists
in a nonvolatile sudden change of the electrical resistance of the
structure caused by the application of an electrical stimulus.
In filamentary-type devices, the physical mechanism responsible
for the RS phenomenon is the formation and partial disruption
of a CF in the insulator layer connecting both electrodes. The
filamentary RS behavior in VCMs is due to electrochemical
reduction–oxidation (redox) processes in the oxide layer and
electric-field-assisted oxygen ion migration.[35,37–39] These pro-
cesses induce a local change in the stoichiometry of the insulat-
ing layer and lead to the formation of an oxygen-deficient
conductive nanofilament. The applied voltage and the tempera-
ture increase induced by Joule heating control the size and
stoichiometry of the filamentary path, and therefore, the mem-
ristor electrical resistance.

Oxide-based filamentary VCMs exhibit the typical pinched
hysteresis current–voltage loop due to the RS phenomenon.[4,39]

RS is performed by applying voltages of opposite polarities, or, in
other words, in the bipolar operation mode. The most common
oxide materials (frequently transition metal oxides) used in these
devices are HfO2,

[40,41] Ta2O5,
[42–44] TiO2,

[45] ZrO2,
[46,47] Al2O3,

[48]
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and nanolaminates of them.[45,49,50] Among the different
alternatives, HfO2-based resistive memories have achieved one
of the best performances in terms of reproducibility with well-
defined resistance states and good device endurance.[40,41,51,52]

Furthermore, it has been widely reported that a sub-
stoichiometric oxide region of the insulating layer of a MIM-
VCM structure may considerably enhance the RS performance
of these devices. This can be achieved by depositing a thin oxygen
scavenging layer (Ti, Hf, Ta, etc.) on top of the oxide material.[53]

While Figure 1a shows a schematic representation of the
physical mechanisms responsible for filamentary RS in VCMs,
Figure 1b shows the typical current–voltage (I–V ) characteristics
during the forming process and the first complete RS cycle for a
HfO2-based RRAM. In many cases, after device fabrication
(in the pristine state) prior to the RS operation, the devices need
to be formed in order to generate an oxygen vacancy (Vo) rich
filamentary path. The forming process is performed by applying
a positive voltage ramp until a sudden and abrupt current
increase occurs, leading the device to the low resistance state
(LRS) or “on state”. In this step, the current is limited with a
compliance value to avoid the hard dielectric breakdown of
the insulator.[54] After the CF formation, the device can be
switched to a high resistance state (HRS) or “off state” by apply-
ing a negative voltage ramp that ensures the reset of the device.
The reset process is attributed to the drift of oxygen anions
caused by the electric field and the recombination of oxygen
vacancies at the tip of the CF. Next, a positive voltage ramp is
applied during the set process, and the filamentary path is
restored, leading the device again to the LRS or “on state.”[33]

This sequence of positive-negative voltage ramps constitutes a
complete RS cycle.

Filamentary-type VCMs are being extensively investigated as
promising candidates for a wide variety of potential applications
including nonvolatile memories,[51] digital logic circuits,[55] and
hardware security systems.[56] In addition, in the last years,
intense research is currently ongoing to understand the
capability of these devices to store multiple bits to evaluate their
potential as synaptic devices in circuits that mimic brain func-
tions, such as reasoning, learning from experience, or deci-
sion-making.[1,25,57] This is largely due to the fact that VCMs
exhibit excellent characteristics in terms of downscaling within a
crossbar array, high-density 3D integration and compatibility with

CMOS manufacturing technology. Furthermore, an analog control
of their resistance (synaptic weight) in the context of artificial neu-
ral networks has been several times demonstrated.[1,45,49,58,59]

Since the resistance of these devices is mainly determined by
the CF state, the stochastic nature of the physical processes
responsible for the reversible CF formation induces a significant
variability in the electrical characteristics of these devices,
consequently reducing their performance. In this context, it is
important to investigate the crucial parameters that affect the
cycle-to-cycle variability and RS mechanisms governing the
growth and shrinkage of CFs.[60] In addition, the device variabil-
ity must be considered in order to implement memristors in
crossbar arrays for emerging applications, where a large number
of cells must be integrated. Hence, the analysis of the switching
variability in redox-based devices is of great importance in order
to achieve an optimal design and modeling for a reliable perfor-
mance in real applications.

2.1.2. Cycle-To-Cycle Variability

In this section, we will characterize the C2C variability in
HfO2-based VCMs measured through the sequential use of volt-
age ramps (Figure 2) and pulse schemes (Figure 3).

Figure 2a shows the typical bipolar RS behavior for 3000 RS
cycles measured by double sweep voltage ramps from 0 to 1.1 V
for the set process and from 0 to �1.4 V for the reset.[54] To ana-
lyze the uniformity of the RS phenomenon during cycling, in
Figure 2b, the LRS (Ion) and HRS (Ioff ) currents measured at
�0.1 V are represented as a function of the number of cycles.
In addition, Figure 2d shows the cumulative distribution func-
tions (CDFs) for Ion and Ioff. It can be seen a larger C2C spread
in the HRS current than in the LRS current.[61] This higher var-
iability is attributed to the variations of the gap distance between
the tip of the broken CF and the metal electrode when the reset
process is activated. For statistical analysis, set and reset voltages
(Vset and Vreset) and currents (Iset and Ireset) are extracted for each
RS cycle of the 3000 experimental cycles. In Figure 2c, Vset and
Vreset are represented as a function of the number of cycles,
showing a significant cycle-to-cycle variability (for the time-series
modeling of these data see Section 5.3). In this study, the reset
voltage is extracted as the voltage before the first current drop
takes place during the reset transition. This point generally

Figure 1. a) Schematic representation of the oxide-based filamentary VCM mechanism and b) typical forming process and bipolar resistive switching
behavior of HfO2-based RRAMs (including RS parameter definition).
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corresponds to the current maximum along the curve obtained
for the negative voltage ramps.[62] This result indicates the sto-
chastic nature of the filament formation and dissolution pro-
cesses due to the field and temperature-assisted oxygen
vacancy generation, recombination, and ion migration pro-
cesses.[35,37,38] In addition, the CDFs for Vset, Vreset, and Iset,
Ireset are depicted in Figure 2e,f, respectively. Notice that higher
C2C variability is observed for Iset values compared to Ireset val-
ues. In addition, the C2C variability of Vset is significantly higher

than for the Vreset case. These results are influenced by the high
C2C variability of the HRS prior to the set process and the sta-
tistical fluctuations in the HRS current prior to the set transition.

To analyze the impact of the stochastic ion migration pro-
cesses on the HfO2-based VCM parameters, the connection
between the RS parameters in the previous cycle (i) versus the
values for the subsequent cycle (iþ 1) are represented in
Figure 2 for Ion (g), Ioff (h), Ireset (j), and Iset (k). The associated
Pearson correlation coefficients (ρ) are given in the insets.

Figure 2. a) Typical RS characteristics for 3000 sweep cycles of HfO2-based RRAMs. b) Evolution of the HRS and LRS current measured at �0.1 V as a
function of the number of cycles. c) Evolution of the set and reset voltages as a function of the number of cycles. Cumulative distribution functions of
d) Ion and Ioff, e) Vset and Vreset, and f ) Iset and Ireset. Correlation plots between different RS parameters, g) Ion(iþ 1) versus Ion(i), h) Ioff(iþ 1) versus Ioff(i),
i) Ion versus Ioff, j) Ireset(iþ 1) versus Ireset(i), k) Iset(iþ 1) versus Iset(i), and l) Ireset versus Iset (i). The associated Pearson correlation coefficients are indicated in
the insets.
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The results reveal a strong correlation of the Ion and Ireset param-
eters between two successive cycles, giving ρ values larger than
0.9. This fact can be explained by the relation between the metal-
lic filament strength (size and stoichiometry) for subsequent
cycles (in this context the concept of autocorrelation will come
up in the time-series analysis described in Section 5.3). In addi-
tion, Figure 2h shows that Ioff(iþ 1) is statistically correlated to
Ioff(i), with a value of ρ� 0.63. Notice that there is lower correla-
tion between successive cycles of Ioff compared to Ion. This fact is
attributed to the higher C2C variability of the off-state current.
Furthermore, the correlation plots between Ion versus Ioff and
Ireset versus Iset are depicted in Figure 2i,l, respectively. The
results indicate a low correlation between Ion versus Ioff, and
no association between Ireset versus Iset, corresponding to
Pearson correlation coefficients of ρ� 0.41 and ρ� 0.04, respec-
tively. This fact may be also influenced by the higher variability of
the HRS current and by the noisy set process due to random ion
migration events.

For the use of these devices as circuit components, it is inter-
esting to consider the RS behavior when voltage pulses are
applied. This behavior is analyzed for the same type of devices
henceforth. The pulse sequence scheme is represented in
Figure 3a. Notice that the maximum and minimum voltages
applied to the device in pulse operation mode are programmed
to be the same as for the single sweep cycle in Figure 2a, being in
the studied devices þ1.1 and �1.4 V, respectively. However, it is
worth mentioning that the time, and therefore, the energy con-
sumption during sweep and pulse modes differs. Figure 3b

shows the evolution of Ion and Ioff at VREAD¼�0.1 V for 105 suc-
cessive pulsed cycles, while Figure 3c shows the CDFs for Ion and
Ioff. The results show that similar current values were observed in
both experiments, obtaining a window of more than one decade
between the LRS and the HRS. Furthermore, as in the case of the
sweepmode, the C2C variability is also higher in the HRS than in
the LRS. However, the Ion/Ioff ratio tends to slightly decrease dur-
ing cycling. In addition, the first cycles show a significantly larger
C2C variability than the following cycles. Finally, the connection
between the values of the RS parameters in the previous cycle
with respect to the values of the following cycle for 105 pulsed
cycles are represented in Figure 3d for Ion and in Figure 3e
for Ioff, giving values of ρ� 0.81 and ρ� 0.75, respectively.
This result is in line with the data obtained by the sweep mode,
indicating that the correlation is preserved over long series of
pulses. More on these issues will be given in Section 5.3 by incor-
porating the time-series models.

The analysis of the C2C variability of RS parameters of
HfO2-based VCMs indicates a highly reproducible bipolar RS
behavior, with two well-defined resistance states and good device
reliability, which make these devices very competitive for emerg-
ing applications.

2.1.3. Key Variability Issues

In this subsection, we will present some key variability issues of
filamentary RRAMs that are a consequence of the stochastic
nature of the physical processes responsible for the reversible

Figure 3. a) Pulse scheme applied to the devices. b) Evolution of Ion and Ioff measured at �0.1 V as a function of the number of pulsed cycles.
c) Cumulative distribution functions of Ion and Ioff. Correlation plots between different RS parameters: d) Ion(iþ 1) versus Ion(i) and e) Ioff(iþ 1) versus
Ioff(i). The associated Pearson correlation coefficients are indicated in the insets.
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CF formation. It is important to address the main critical aspects
inducing device variability to obtain an in-depth understanding
of the main variability sources and to assess the electrical behav-
ior of filamentary-based memristors. Figure 4 shows the evolu-
tion of the HRS and LRS currents at�0.1 V versus the number of
cycles obtained from voltage ramps measurements. Three differ-
ent key variability issues are evidenced. In some cases, a higher
initial cycle-to-cycle variability for a few cycles is observed until
the device stabilizes (Figure 4a). The number of cycles required
to achieve the resistive states stabilization may vary depending on
the studied device technology and the electrical stimulus applied.
Tens to hundreds stabilization cycles may be necessary
sometimes.[63] Moreover, it has been reported that multiple dis-
crete current levels can individually last tens or hundreds cycles
in the LRS of the devices (Figure 4b), showing a significant C2C
variability when a large number of cycles are assessed.[64]

This phenomenon is the result of the random nature of the
reversible CF path formation through percolation processes,
which can be related to a different size, shape, or number of
CFs. After some cycles, the same or new CFs could nucleate
in the weaker regions of the insulator (thickness or material inho-
mogeneities, edge of the devices, etc.). It is worth mentioning
that this phenomenon mostly occurs in large area devices.
The endurance of filamentary RRAMs must also be taken into
account[65,66] since a gradual narrowing of the memory window
can occur during the degradation phase.[13,67] This phenomenon
is associated with a progressive reduction of the Ion/Ioff ratio
(Figure 4c).

Finally, it is worth mentioning that filamentary-based memris-
tors have some critical challenges related to major reliability
concerns such as retention at high temperatures and the stability
of the resistance states.[40] Moreover, the presence of reversible
random telegraph noise (RTN) fluctuations can influence the sta-
bility of the resistance state. The RTN phenomenon is related to
the variations between the electronic states of defects located in
the vicinity of the filamentary path.[68,69] Furthermore, irrevers-
ible current fluctuations owing to defect density variations inside
or near the CF may appear.[69,70] These current variations can be
attributed to the field and temperature-assisted oxygen vacancy
generation, recombination, or ion migration processes that con-
trol the size and stoichiometry of the CF.

2.2. Devices Based on Two-Dimensional Materials

2.2.1. On the Need for 2D Materials

As highlighted in the previous section, C2C and device-to-device
(D2D) variability issues have diminished the initial application
perspectives of RS-based technologies. During the past decade,
many groups have suggested alternative techniques and
materials configurations focused on mitigating or solving these
showstoppers.[71–75]

One of the strategies followed for this purpose is to find the
proper material or combination that allows controlling as much
as possible the stochastic process associated with the formation
of CFs, migrations of ions/vacancies, reduction of the Schottky
barrier at the interface, etc., taking into account the materials
(dielectrics and electrodes) considered.[39,76] Frequently,
researchers have used stack engineering to circumvent the prob-
lem of C2C variability. The idea behind this strategy is to try to
confine as much as possible all those stochastic mechanisms by
splitting the switching process through several material layers.
For instance, HfOx/TiOx/HfOx/TiOx was used as a switching
layer showing a promising reduction of C2C and D2D variabil-
ity.[77] Similarly, Jiang et al.[78] considered HfOx/Ti/HfOx/Ti as
the switching medium improving the linearity of the electrical
response of the device. In the field of neuromorphic applications,
the combination Al2O3/TiO2�x was successfully used as a switch-
ing layer in a neural network to classify grayscale images.[24]

As previously mentioned, ion motion and concurrent redox
reactions in the dielectric layer play an important role in the var-
iability of the devices. For this reason, another strategy has been
employed to control the ions that penetrate the oxide layer by
properly designing the electrodes. Yeon et al.[74] employed an
Ag–Cu alloy as the top electrode in amorphous silicon
(a-Si)-based memristors to improve the uniformity in cycling
electrical response. In this configuration, the CF is formed by
Ag as a primary mobile metal alloyed with copper. Here, Cu reg-
ulates the Ag movement stabilizing the formation and disruption
of the filament, i.e., reducing the C2C variability.

In the past decade, bidimensional materials (usually known as
2D materials) have become a good alternative because of the
type of defects that appear during the fabrication process (see

Figure 4. Evolution of the HRS and LRS currents at �0.1 V versus the number of cycles measured for a long resistive switching series of voltage ramps
that lead to consecutive set and reset processes in filamentary RRAMs. Several cycle-to-cycle key variability issues are evidenced. a) Resistive switching
instabilities in the first cycles. b) Formation of well-defined LRS current levels during cycling due to the formation of multiple CF configurations.
c) Progressive reduction of the memory window after the degradation of the insulator takes place, for devices fabricated with nonoptimal manufacturing
processes.
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Section 2.2.2), and their characteristic crystallographic structure
helps to confine the RS process. Several studies suggest that the
RS process is assisted by the grain boundaries present in these
materials.[79–82] In addition, those materials exhibit a wide variety
of electronic properties, including semi-metallic, direct/indirect
semiconducting, and insulating behavior according to their
atomic composition.[83] 2Dmaterials are a large class of materials
consisting of stacks of individual layers held together by Van der
Waals forces.[84] Each layer is formed by covalently bonded
atoms, resulting in a layered structure that is stable even in
the form of a single layer. This layered structure allows the accu-
rate control of the thickness of the stack since its variation is
discrete, i.e., it is typically defined by the number of layers.
This configuration permits memristor fabrication with very thin
insulator layers to confine the stochastic processes related to the
switching operation. This issue significantly helps to reduce the
C2C variability.[85] However, some additional undesired effects
related to the nature and fabrication processes of these materials
must be taken into consideration.

The second more common strategy followed in order to con-
trol the C2C and D2D variability is to connect a transistor in
series with the RRAM device (1T1R, see Figure 5a) to regulate
the switching properties of the device structure as an element
in a system.[86–89] The role of the additional transistor is to pre-
vent the sneak-path leakage effect in the memory cell array and
force the memristor to work only in a small range of voltages to
minimize variability effects. That is, the role of this additional
transistor is to connect/disconnect every memristor from the
array forcing it to work in the optimum voltage range exclusively.
In this line, other works suggested using another RS device as a
“selector” substituting the mentioned transistor thus creating a
1S1R memory cell (see Figure 5b).[90–94] In this case, this new
selector device controls the operation regime of the memristor.
Another proposal that aligns with the philosophy of including
additional elements was suggested by Lastras-Montaño et al.[95]

Here, one single memory cell contains two serially connected
memristors and one transistor (1T2R) as shown in Figure 5c.
Using this configuration, the information is stored as the ratio
of the resistance between both memristors instead of a single
device, decreasing thus the C2C variability effects. Similar to
the 1T1R cells, the transistor is in charge of preventing the sneak
current.

Here, the 2Dmaterials are also playing an important role since
they can also be integrated as a structural part of the transistor as

Figure 6 shows.[96–98] The integration of 2D materials with all
electronic components could extend their functionality and help
to overcome fundamental device challenges such as the gate leak-
age current of the transistor, temperature dissipation, and
transparency.[99–104] In this application case, 2D materials help
to control the RRAM C2C and D2D variability and enhance
the transistor properties.

2.2.2. Variability Sources on 2D Materials

During the past few years, memristive devices have been realized
with exfoliated materials, mainly using h-BN,[105–108] MoS2
nanosheets,[109–113] WS2,

[114,115] or WSe2.
[116] Unfortunately,

their fabrication processes are not highly optimized like in the
case of the traditional transition metal oxides and similar mate-
rials. For this reason, one of the limitations from the C2C and
D2D variability point of view of this type of materials is the fab-
rication processes available and their limitations. Shen et al.
demonstrated[117] that several specific type of defects can appear
during the growth and transfer processes of these materials to
the device. Figure 7 shows the types of defects that can appear
using this fabrication technique. These defects typically are
1) thicker islands; 2) point defects; 3) contaminant particles;
4) wrinkles; 5) gaps between the h-BN and the substrate; 6) twin
boundaries; and 7) grain boundaries. Those defects can
potentially induce some parasitic effects such as roughness at
the interface between layers, parasitic charge accumulation at the

Figure 5. Schematic of a) 1T1R, b) 1S1R, and c) 1T2R memory cell. All these types of memory cells are placed in an array where WL is the word-line, BL is
the bit-line, SL is the sense-line, and EL is the enable-line.

Figure 6. Schematic of a 1T1R memory cell with flaked WSe2 transistor
and ReRAM and the corresponding circuit representation. Reproduced
with permission.[96] Copyright 2019, Springer Nature.
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interface or in the impurities, etc. They can critically affect the
C2C variability.

On the other hand, the exfoliation technique has two inherent
limitations that directly affect the D2D variability. First, it is not
possible to fabricate large areas of these materials because the
technique implies mechanically transferring the 2D material
to the device. In addition, it is not possible to accurately control
the thickness (or the number of layers) for large areas.[117–119]

These two drawbacks make it very difficult to fabricate many
devices while keeping a certain degree of homogeneity of the
defect distribution and thickness.

Paradoxically, some of these types of defects can also play a
remarkable role in the RS mechanisms and its stability (i.e.,
low variability) because the RS process usually takes place in
the lower resistance regions of the device.[117] That means that
if there are thicker islands, lattice distortions, twin boundaries,
or mainly grain boundaries in the insulator (which produces a
local reduction of the resistance as Figure 7 shows) the RS pro-
cess will take place in these regions confining the process and
reducing the variability.[117] However, an excess of these defects
can produce the opposite effect from the variability perspective.
Several weaknesses across the device area will produce several
CFs, for instance. So, in this case, the behavior of the device will
be controlled by the competition between those CFs critically
increasing the C2C variability.

The switching behavior has been also observed in 2D materi-
als grown by chemical vapor deposition (CVD) like h-BN,[120–122]

MoS2,
[123–125] and MoSe2, WS2, WSe2.

[123] This technique solves
some of the common defects produced during the exfoliation

technique like wrinkles. Using this method, memristors show
better C2C stability due to the reduction of undesired defects.
In addition, CVD technique also allows the growth of larger areas
of 2D material increasing the homogeneity between devices, i.e.,
improving the D2D variability.

2.3. Good Practices for the Experimental Data Analysis Focused
on Variability

In the current state of maturity of the RS technology, a direct
application of these devices is ongoing (TSMC and INTEL have
commercial fabrication processes). For this reason, a more
exhaustive analysis of experimental results is necessary to pro-
vide accurate and meaningful results.

For instance, it is very common to read in many papers a sen-
tence like “Figure X shows a representative I–V characteristic
of…”, and the study of this paper is based on this particular
I–V curve. At best, only one I–V curve is highlighted on top
of the shadowed area created by many other curves plotted in
the same graph, as the pink dashed line in Figure 8a.
However, this claim is rarely supported by any statistical evi-
dence. Is this curve statistically relevant or, is it just the curve
that is roughly in the center of the shadowed area generated
by all I–V curves? To avoid considering an edge case as a repre-
sentative device response, a C2C variability analysis is impera-
tively required.

Figure 8a shows a typical set of I–V curves measured in a stan-
dard bipolar memristor, where the red solid lines correspond to
the set curves and the blue lines to the reset ones. Checking both

Figure 7. Schematic of the main defect types that can be found in any exfoliated 2D material. These defects are (top): 1 thickness fluctuations, 2 defective
bonding, 3 rests of polymer particles from the transfer scaffold, 4 wrinkles, 5 suspended 2D materials, 6 twin boundaries, and 7 grain boundaries. At the
bottom, cross-sectional TEM images of different samples of layered h-BN are displayed as examples of each type of defect described at the top together
with a CAFM current map. Reproduced with permission.[117] Copyright 2021, Wiley-VCH.
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shadowed areas, the pink dashed line is one I–V curve placed at
the center of the colored area which could be used as a
“representative” electrical response of the device under study.
Similarly, the median value of all measured I–V curves gives
a similar result (green dashed line in Figure 8a), but this curve
is not a real measurement in this case. However, before consid-
ering the pink or the green line as the best candidate, a better
practice is to calculate the probability density over all measured
I–V curves in order to identify which electrical response is more
frequent (see Figure 8b). This statistical analysis was done in
Figure 8b, where the darker regions identify the most probable
electrical response of the device. According to this result, it is
straightforward to conclude that the highlighted black solid
line in Figure 8a is a better representative I–V curve for this
device because it overlaps almost all dark regions from the
probability density plot. Using the pink or the green line as
the reference, we could conclude that the memory window of this
device is typically around 7 orders of magnitude, but the most
probable memory window is 2 orders of magnitude smaller.
In addition, this analysis provides complementary information
about the variability of the device by identifying other secondary
most probable states of the device. This information is not only
important from the variability viewpoint but it is also relevant for
understanding the role of the processes that take place during the
switching event.

Another methodology frequently found in the literature is the
use of the mean (brown dashed line in Figure 8a) value of all
measured I–V curves as the reference curve. Leaving aside that
this curve is not a real measurement, this method does not
always give a reasonable result. This calculation was also done,
and the result is illustrated by the brown dashed line in Figure 8a.
This method gives us a good estimate for the set I–V curves
according to the criteria defined previously. However, if the elec-
trical response of the device shows a very high current disper-
sion, the result is completely wrong. This is precisely what
occurs in the reset region where there are �9 orders of magni-
tude between the HRS and the LRS. In this case, the brown line
is located far from any region of interest concerning the electrical
response of the device during the reset process.

In summary, the mean, median, or manually selected I–V
curve can be a good representation of the behavior of the device
under study according to the context of our research (compact or
kinetic Monte Carlo modeling, qualitative descriptions, etc.)
However, a statistical study of the measured curves is strongly
recommended to avoid misinterpretations.

Another set of parameters widely used for memristor charac-
terization are the set and reset voltages, introduced in
Section 2.1. These parameters also need to be treated carefully
from the statistical point of view to provide accurate and mean-
ingful results. The first step is to define a clear methodology for
the parameter extraction process from the experimental data. It is
mandatory to be systematic and consistent to avoid any unde-
sired bias in our data. In this sense, Villena et al.[126] suggested
five different extraction methods for the reset voltage (see
another paper on parameter extraction techniques in ref. [127]).
Once data are collected, their correct treatment and representa-
tion are critical for extracting valuable information.[62] A com-
mon statistical approach for variability characterization of the
set and reset voltages often used by the electron device commu-
nity is the Weibull distribution (see Figure 9). This representa-
tion is very useful to understand the variability of the involved
parameters. However, it is also highly recommended the inclu-
sion of the distribution parameters in order to correctly justify
whether the data follow this distribution or not. Again, the
absence of these parameters could lead to a misinterpretation
of the obtained results.

Figure 10 shows other three useful methods for variability
representation: histograms, cycle-to-cycle progression, and box-
plots. As shown in Figure 10a, it is very common to fit the result
of the histogram by a Gaussian distribution. This information is
useful to clarify and predict in a rough way the device behavior.
However, similarly to what was mentioned previously, it is also
important to justify statistically that the experimental data really
follow this distribution showing the parameters of the Gaussian
distribution. The cycle-to-cycle progression plot (see Figure 10b)
is useful to identify any trend in the resistance and variability
throughout the device operational life. The progressive device
degradation can also affect its variability. This information is

Figure 8. a) I–V curves of 1028 cycles of a standard memristor. The pink dashed line is a representative curve of the distribution selected as one I–V curve
roughly located in the center of the distribution. The brown dashed line is a representative curve of the distribution calculated as the mean value of all
measured I–V curves. The green dashed line is the median value calculated over all measured I–V curves. b) The black solid line is a representative curve
estimated from the current density plot.

www.advancedsciencenews.com www.advintellsyst.com

Adv. Intell. Syst. 2023, 5, 2200338 2200338 (9 of 46) © 2022 The Authors. Advanced Intelligent Systems published by Wiley-VCH GmbH

 26404567, 2023, 6, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/aisy.202200338 by U

niversidad D
e G

ranada, W
iley O

nline L
ibrary on [11/10/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

http://www.advancedsciencenews.com
http://www.advintellsyst.com


critical because one technology can be very stable for a few cycles,
but this does not mean that the device will keep this low variabil-
ity level throughout its entire lifetime.

Finally, the boxplot is one of the most useful representations
to understand variability (see Figure 10c,d). Although this graph
is not linked to any statistical model and it is not possible to make
inferences, it gives a lot of information in a reduced space. For
this reason, this kind of representation is also recommended for
D2D variability studies, since a complete study will require show-
ing the results for a wide set of devices.

For claiming that the D2D variability of a certain device is high
or low, it is necessary to show data related to a statistically

significant number of devices. A good example is the work of
Chen et al.,[120] where 48 identical devices were studied, and their
results were accurately represented, as shown in Figure 11. As
mentioned above, a boxplot is a good method to show a lot of
information in a compact way. In this plot, it is not only possible
to see the D2D variability but also the C2C variability.
Accordingly, just using this type of plot, it is possible to provide
a nice picture of the actual behavior of this technology.

3. Variability Physical Models

3.1. Stanford-Based Models for Circuit Simulation

In this subsection, we will contextualize the resistive memories
study making use of simulations by means of the Stanford model
(SM).[128,129] In particular, an extended version of this model has
been considered to account for the series resistance.[130] The SM,
a compact model developed for circuit simulation, describes the
evolution of a CF in the dielectric that shorts the electrodes
changing the device resistance (the model is given in Verilog-
A version).[131] A gap between the filament tip and the
electrode (g) is assumed as the state variable to account for
RS operation.[128,129,132] The gap dynamics allows to describe
set and reset processes that switch the device resistance between
the LRS and HRS. The CF temperature is also calculated to give a
highly physical picture of the redox-controlled CF formation and
rupture. These characteristics make the SM to be counted as one
of the physically based RRAM models; among them the follow-
ing can be highlighted.[133–137] Other modeling approaches are
also possible, see Section 4 and 5 for examples on variability sto-
chastic and behavioral models.

In addition to the SM features explained above, a model to
represent the cycle-to-cycle variability has also been imple-
mented.[128,129] As reported in previous sections, variability is
always present in RRAMs due to their inherent stochastic

Figure 10. Example of different recommended methodologies to estimate and quantify the C2C variability; a) histogram, b) cycle-to-cycle progression,
c,d) boxplot. a,b) Reproduced with permission.[251] Copyright 2022, American Chemical Society. c,d) Reproduced with permission.[124] Copyright 2022,
American Chemical Society.

Figure 9. Example of a correctly fitted Weibull distribution showing the
parameters of the statistical distribution. Reproduced with permission.[250]

Copyright 2021, Wiley-VCH.
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behavior; this effect occurs for the different technologies
employed to fabricate these devices[3,6,7,34,138–140] and for differ-
ent operation conditions where temperature and external fields
(e.g., magnetic) are changed.[141,142] In this respect, there is a
clear need to model variability to make EDA tools suitable for
IC design. In this section and the following ones, we will focus
on the C2C variability by analyzing RS parameters such as Vset,
Vreset, and the device resistances at the LRS and HRS. The D2D
variability is also a key issue; however, our focus will be mainly
on C2C variability.

The use of the SM to fit experimental RRAM I–V curves
requires a parameter extraction process; among the parameters,
the following can be listed: I0, g0, V0, ν0, γ0, α, β…, see examples
in refs. [128-130,132]. In addition, δ0g, Tcrit, and Tsmth are the
parameters employed in the variability model, which is imple-
mented as a correction to g, the gap (distance between the CF
tip and the electrode), see Equation (1).

δgðTÞ ¼
δ0g�

1þ exp
�T crit�T

T smth

�� (1)

where T is the CF temperature.[128] This gap variation is included
in the calculation of the state variable, g, as follows (Equation (2))

gtþΔt ¼
Z

dg
dt

þ δg � χðtÞ
� �

dt (2)

where δgðTÞ models the strength of the random variations, and
χðtÞ stands for a zero-mean Gaussian distributed noise sequence

with a root mean square of unity[132] that is randomly generated
at each time step. The calculation of the g variable is described by
Equation (3).

dg
dt

¼ �v0e
�Eg,m

kBT sinh
γðgÞa0qVRRAM

toxkBT

� �
(3)

where tox is the dielectric thickness, Eg (Em) is the activation
energy (migration barrier) for vacancy generation (oxygen ion
migration) in set (reset) processes, v0 is the velocity containing
the attempt-to-escape frequency, a0 is the atom spacing and
VRRAM the applied voltage, which drops mainly across the gap
g; and γ is the field local enhancement factor that accounts for
the polarizability of the material.[132] It can be calculated as
γ ¼ γ0 � βgα, where γ0, β, and α are fitting parameters. The cur-
rent was calculated using the voltage and gap information as

follows I ¼ I0e
� g

g0 sinh VRRAM
V0

� 	
.[132]

The SM was implemented in Verilog-A. We have reproduced
two experimental set and reset curves in Figure 12 corresponding
to RRAM devices based on the Ni/HfO2/Si–n

þ stack with a
10 nm-thick oxide grown by atomic layer deposition.[64] Since
the mechanisms involved in RS can be modeled, in general,
by an Arrhenius-type equation, the fitting of the parameters
(mostly the activation energies) allows the simulation of I–Vs
from a wide variety of technologies with the SM, including uni-
polar RRAMs if the absolute value of the applied voltage is con-
sidered (Equation (3)) in the calculations (our case for some of the
simulations), although the physics might be different from that
behind RS in the devices employed to originally develop the SM.

The parameters employed in the simulations are given in
Table 1. The agreement between experimental and simulated
data is reasonably good; see that a few parameters are different
for the set and reset processes to improve the fitting, as it was the
case in ref. [132], although the technologies are different.

Making use of the parameters reported in Table 1, we
have performed simulations accounting for C2C variability.
Figure 13a shows several experimental RS cycles for the devices

Figure 12. Current versus voltage for experimental data (symbols) and
simulated data (lines) for the electrochemical metallization cells described
in the text. These simulations were obtained by employing the Stanford
model using the parameters presented in Table 1 which are in line with
those reported in ref. [132].

Figure 11. Example of a boxplot used to demonstrate the C2C and D2D
variability of the device under study. Reproduced with permission.[120]

Copyright 2020, Springer Nature.
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described above with unipolar RS. The simulation results are
shown in Figure 13b. The variation of the I–V curves is compa-
rable to what is seen experimentally in most aspects, although set
and reset voltages variations cannot be fully modeled. Most of the
simulated RS parameters spread out as in the experimental case.

More than 2800 experimental cycles were measured in a long
RS series. The data have been analyzed by calculating the device
resistance, RLRS, at VRRAM¼�0.1 V, as presented in Figure 14a.
The same procedure has been performed to determine the value

of the RLRS measured at �0.1 V for 23 consecutive simulations
performed with the variability model on with the SM, as shown
in the inset of Figure 14a. The experimental and simulated RLRS

cumulative distribution functions are plotted in Figure 14b; as
can be seen, a reasonable agreement is achieved taking into
consideration the simplicity of the variability model used (and,
in general, of the whole model since several conduction mech-
anisms could be present along an I–V curve and, also, RS could
be influenced by several effects at once). At the physical level,
variability is linked to different random processes that lead to
RS, in this respect, an accurate modeling would imply a very
complex modeling process. This issue will be tackled from dif-
ferent viewpoints in the following sections. At this compact
modeling level, the model can generate variability in line with
experimental data in some qualitatively aspects.

As described in Equation (1), the variability model makes use
of 3 parameters: δ0g, Tcrit and Tsmth.

[128,143] It is interesting to
study the influence of each parameter on its own; to do so,
we simulated I–V curves changing just one of these three param-
eters at a time, see Figure 15. Five different cycles are employed
in the simulations, and, to quantify the level of influence of the
variability parameters, the current variation (see Figure 15) is cal-
culated at a voltage of 1.5 V for the sets and 1 V for the reset
transitions.

Figure 13. Current versus voltage set and reset cycles for a) experimental, b) simulated data for the investigated devices with unipolar RS. The SM was
employed including the variability module using Equation (1) with the following parameters V0¼ 0.75 V, I0¼ 3mA, g0¼ 0.167 nm, ν0¼ 5� 106 m s�1,
α¼ 1, β¼ 1, γ0¼ 30, δ0g ¼ 0.5 nm, Tcrit¼ 450 K, Tsmth¼ 400 K.

Figure 14. a) RLRS measured at �0.1 V versus cycle number for the experimental and simulated (inset) curves in the whole RS series, b) cumulative
distribution functions for the values plotted in (a).

Table 1. Parameters employed in the SM simulation shown in Figure 12.

Stanford model parameter values

Device
parameters

Unit Cycle #1 Cycle #2

Set Reset Set Reset

V0 V 0.75 0.55 0.75 0.55

I0 mA 0.2 0.8 0.2 0.4

g0 nm 0.167 0.155 0.167 0.155

ν0 m/s 5� 106 5� 106

α – 1 1

β – 1 1

γ0 – 30 32 25 36
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The influence of δ0g on the set (reset) curves is described in
Figure 15a (15b). As the δ0g parameter rises, the current variations
increase too. This fact arises since δ0g stands for the gap deviation,
which affects the final g value, that is responsible for the total
current flowing across the device. In Figure 15c, the role of
Tcrit is explained in set curves (Figure 15d for the reset); the
higher this parameter, the lower the current variation. In this
case, Tcrit works as a threshold temperature. The last parameter,
Tsmth, is a parameter that helps building the smoothing function
that is employed in the variability model. Its variation works as
δ0g; when it is increased, the current variations rise too, as shown
in Figure 15e (15f ) for a set (reset) process.

The series resistance (Rseries) is also a key parameter for
modeling purposes.[130] An accurate determination of this
parameter allows the correct fitting of I–V curves. The series
resistance particularly influences the I–V curve shape of some
bipolar VCMs. Thus, in some technologies it is mandatory to
include a proper value of the series resistance to obtain a good

fitting. See Figure 16a for an example of SM simulation of VCM
devices based on the TiN/Ti/HfO2/W stack.[130] The Rseries

increase shifts the reset curve maximum to higher voltages (in
absolute value) and makes que current drop after the current
maximum (the numerical condition to fix the reset voltage)[62]

more abrupt. The set I–V curve also changes with the inclusion
of the series resistance. The simulated I–V curve without series
resistance (in orange color) cannot fit the experimental data (in
blue symbols), neither in the set nor in the reset processes.
However, the needed I–V curve shape change produced by
the Rseries inclusion (in particular, for this case, 22.3Ω) allows
the fitting. These effects cannot be obtained by changing other
model parameters, as shown in Figure 11 in ref. [130].

In this case, the SM parameters are given in Table 2.[130]

The procedure to extract Rseries is given in this reference.
A step-by-step technique allows the extraction by means of an
automatic numerical process. A normalized voltage is defined
as VN¼ VApplied� IMeasured� Rseries and the IMeasured versus

Figure 15. Current variation calculated at a fixed voltage of 1.5 V (1 V) for 5 set (reset) different cycles versus δ0g, Tcrit and Tsmth variability parameters.
Inset: current versus voltage for SM simulated data. These simulations were obtained by enabling the variability module and isolating some parameter
oscillations: a) δ0g (set), b) δ0g (reset), c) Tcrit (set), d) Tcrit (reset), e) Tsmth (set), f ) Tsmth (reset).
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VN is plotted for several Rseries till a vertical I–V set curve is
obtained; at this point the Rseries parameter is selected. The
extraction procedure was applied on a data set of 1000 consecu-
tive experimental cycles in a long RS series, see in Figure 16b the
corresponding Rseries histogram.

It is clear that the series resistance also influences the final
device C2C variability. Therefore, in addition to the model
explained in Equation (1), the inclusion of the series resistance
might be needed with the corresponding distribution function to
correctly account for the variability of a certain technology. At this
point, it is also necessary to comment on time series (the subject
of Section 5.3) since in most cases[144] the RS parameter variation
is self-correlated along a series of cycles. This issue can be
included in the SM for circuit simulation. The development of
the time series that includes the dependencies of a certain
parameter on regressive values must be done in the context
explained in Section 5.3. However, these time series can be
incorporated in the SM, as performed in ref. [145].

3.2. Quantum Approach to Variability in RRAMs

C2C variability in RRAMs is well known to be the consequence of
structural modifications of the atomic bridge (metal ions or

oxygen vacancies) that constitutes the switching CFs. Even
though amicroscopic approach seems a priori an unquestionable
requisite to simulate the effects of such discrete atomic rear-
rangements on the electron transport characteristics, an alterna-
tive description, suitable for compact modeling and circuit
simulators, arises from the so-called physics of mesoscopic
conductors.[146–150] Briefly, mesoscopic physics deals with the
conduction properties of systems whose size is in between the
macroscopic (bulk material) and the microscopic (atomic or
molecular) worlds. Since the electron wavelength in comparison
with the size of the confining structure plays a fundamental role
within this framework, quantum mechanics is inexorably linked
to its foundations. Mesoscopic theory describes electron
transport in terms of charge reservoirs, quasi-Fermi levels, elec-
trochemical potentials, potential barriers, transmission probabil-
ities, etc., without making specific reference to the underlying
microscopic nature of the filamentary conduction problem.
More advanced approaches such as the nonequilibrium
Green’s function method allows considering a detailed represen-
tation of the atomic network in which electrons move, but this
tool requires a large computational effort that inhibits its use in
circuit simulation environments.[151]

The observation of experimental conductance values around
integer and half-integer multiples of the quantum conductance
unit G0¼ 2e2/h, where e is the electron charge and h the Planck’s
constant,[152,153] is considered very often the signature of meso-
scopic conduction. Conductance values measured at a fixed bias,
obtained from a number of consecutive cycles or conductance
values measured during a constant voltage/current stress or bias
sweep, are represented using histogram plots with the x-axis nor-
malized to G0. In many cases, these histograms reveal peaks that
are interpreted as an indicator of the number of channels avail-
able for conduction or as the occurrence of preferred atomic con-
figurations for the CF.[154] Many experimental results on RRAMs
have been described in terms of filamentary conduction through
atom-sized structures.[119] This is the case of a wide variety of
binary oxides such as SiOx, CeOx, HfO2, Ta2O5, NiO, ZnO, a-
Si:H, TiO2, V2O5, and YOx.

[155] Even though the observation
of the peaks in the histogram is often straightforwardly associ-
ated with quantum point-contact conduction, caution should

Table 2. Parameters employed in the SM simulation to fit I–V curves of
valence change memory cells.

Stanford model parameter values

Device
parameters

Unit Cycle #1

Set Reset

V0 V 0.45

I0 mA 48

g0 nm 0.35

ν0 m/s 5� 106

α – 1 1.1

β – 1 15

γ0 – 20

Figure 16. a) Current versus voltage for experimental (symbols) and simulated data (lines) to reproduce the typical curve shape of valence change
memory cells. Each color line represents a simulation obtained for a different series resistance; the selected value to reproduce the experimental data
is 22.3Ω. These simulations were obtained by employing the SM using the parameters presented in Table 2 which are in line with those given in ref. [132].
b) Histogram for the experimental series resistances extracted for 1000 I–V cycles in a long series employing the method presented in ref. [130].
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be exercised with this interpretation: only for simple s-electron
metals, the transmission probability for the conductance chan-
nels is expected to be close to integer values.[149] For that reason,
observations in the RRAM field should be more appropriately
considered to be in the quantum (rather than in the quantized)
conductance regime.[154] In addition, it is worth emphasizing
that measurements obtained from RRAMs are not as clean as
those obtained from split gate-based quantum point contacts
in which the size of the constriction can be externally modulated
by the voltage applied to the control electrode. Measurements in
RRAMs are largely affected by a number of nonideal factors such
as the existence of multiple conduction paths, internal series
resistance, scattering caused by the granularity of matter, and
nonadiabaticity of the CF confining walls.

According to the mesoscopic theory viewpoint for
RRAMs,[156,157] the LRS is associated with a linear I–V curve with
conductance values in the regimeG≥G0. In this case, the device
conductance very often reaches values in the range from 10 to
100 times G0 pointing out the large number of atoms that con-
stitute the CF.[158] Because of that, variability in LRS, though
always present, is rarely considered a major technological issue.
On the other hand, the HRS is often associated with a nonlinear
I–V curve with conductance values in the regime G<G0.
However, because of the low number of conducting sites
involved in this regime, the transport characteristics are
extremely sensitive to structural modifications of the atomic
bridge becoming a serious concern in terms of leakage
current variation and memory state stability. As revealed from
first-principle studies,[159] HRS is characterized by the existence
of a gap or potential barrier along the filament that performs as a
blocking element for the electron flow. Depending on the trans-
mission properties of this barrier, the CF is able to conduct more
or less current. At the end of the day, this is a matter of the size of
the constriction’s bottleneck and how the atomic valence orbitals
in the CF couple: while narrow constrictions lead to HRS, wide
constrictions are associated with LRS. As the starting point
for the inclusion of variability effects in RRAMs, the

Büttiker–Landauer approach for quantum point contacts is
considered here.[160] The analysis does not discriminate between
CBRAM and VCM devices, so that these structures are treated on
equal grounds; only the confining effect is the relevant feature
here. Importantly, the mesoscopic model described below should
only be considered as a framework for the understanding of
the phenomenology associated with memristors in the quantum
regime and not as a complete simulation tool.

According to the finite-bias Landauer’s approach,[161] the I–V
characteristic of a mesoscopic conductor with a gap or barrier
along its length reads

I ¼ 2e
h

Z
TðEÞ½f ðE � βeVÞ � f ðE þ ð1� βÞeVÞ�dE (4)

where E is the energy, T(E) is the transmission probability,
f(E) is the Fermi-Dirac distribution function, and 0≤ β≤ 1 is
the fraction of the applied voltage that drops at the source side
of the constriction (see Figure 17). For a symmetrical structure,
β¼ 1/2. Assuming that an inverse parabolic potential barrier
for the constriction’s bottleneck, T(E), is given by the
expression[156]

TðEÞ ¼ f1þ exp½�α�ðE � φÞ�g�1 (5)

where α is a coefficient related to the longitudinal curvature of
the potential barrier and φ is the height of the potential barrier
that represents the confinement effect. Notice that the kind of
barrier we are discussing here is not material-related, but the bot-
tom of the first quantized sub-band within the CF. In the
zero-temperature limit, (4) and (5) yield for a monomode
conductor

IðVÞ ¼ G0 V þ 1
eα

ln
1þ exp½αðφ� βeVÞ�

1þ exp½αðφþ ð1� βÞeVÞ�

 �� 

(6)

which is represented in Figure 18a for different values of φ.
Variability is introduced here by assuming a stochastic model

Figure 17. a) Schematic of the confinement potential barrier model for HRS. The dashed red solid line corresponds to a narrow (φN) constriction, while
the blue solid line corresponds to a wide (φW) constriction. The blue boxes at both sides of the barrier are the cathode and anode injecting electrodes. For
LRS, the top of the barrier would be below the anodic quasi-Fermi level. b) Schematic of a narrow and a wide atomic bridge with their corresponding
transmitted currents.
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for the confinement barrier φ. For the sake of simplicity, a
normal-distributed barrier height φ�N(φ0i, σi

2) was considered
in ref. [162], but more complex dynamics such as an Ornstein–
Uhlenbeck process with self-correlation effects may be consid-
ered as well. φ, φ0i, and σi

2 are the barrier height for cycle i,
the average barrier height (which can include a trend as a func-
tion of the cycle number, see Section 5.3 in relation to time-series
modeling), and its dispersion (which can also include a trend),
respectively. While the value of φ is irrelevant for LRS (E>> φ)
because the current in (6) reduces to the low-voltage form of the
Landauer’s approach I¼G0V, it has a strong impact on HRS as it
will be demonstrated next. For E<< φ, i.e., the tunneling
regime, (6) reads[163]

IðVÞ � 2e
αh

expð�αφÞfexp½αβeV � � exp½�αð1� βÞeV �g (7)

which can be regarded from the circuital viewpoint as the current
flowing through two opposite-biased ideal diodes. This is the fun-
damental equation for the electron transport in the memdiode
model as described in Section 5.2 since for a symmetric structure
(7) reduces to the expression

IðVÞ � 4e
αh

expð�αφÞsinh αe
2
V

� 	
¼ I0ðλÞsinh½αðλÞV � (8)

where I0 and α are assumed to be linear functions of the memory
state of the device λ.[164,165] In addition, notice that for α! 0 (col-
lapse of the confining barrier), (8) reduces again to I¼G0V.
Since φ is assumed to be normally distributed, the current ampli-
tude factor I0 in (8) is lognormally distributed. This observation is
consistent with recent reports on the subject.[162,166]

In practice, the HRS barrier fluctuations can be calculated
using the expressions

ΔφV � � 1
α
ΔlnðIVÞ (9)

ΔφI � βeΔV I (10)

whereΔlnðIVÞ is the C2C current variation in log scale measured
at a fixed bias V (Figure 19a) and ΔV I is the C2C voltage variation
measured at a fixed current I (Figure 19b). The discrepancy
between the standard deviations σV and σI comes from the dif-
ference in using the exact current computation (6) and the
approximate voltage computation (8), respectively. Expressions
9 and 10 assume that the barrier profile α (slope of the I–V curve
in log-linear axis) and the asymmetry of the curves β do not
change too much with the current variation, which is a reason-
able approximation for HRS (based on observations).
Importantly, deviations from the normal distribution of the
Δφ histogram could indicate that jumps (RTN, Levy flights,
etc.) or strong correlation effects are more relevant for the
C2C stochastic process than initially expected. In this regard,
a thorough characterization of the Quantum Point Contact
model parameters and their correlation for C2C variability can
be found in ref. [158].

4. Variability Stochastic Models

In this section, we will focus on the role of noise and fluctuations
in RS and on how they can be reflected in the stochastic modeling
approach. This modeling viewpoint complements the other sec-
tions since it inherently includes stochasticity, making use of a
statistical mechanics framework. After the classification of
different modeling perspectives in Section 4.1, we introduce a
stochastic modeling approach to wrap up this subsection.

Figure 18. a) Model curves for HRS and LRS using expression 6. As the confinement barrier height increases, the current that flows through the device
decreases. I¼G0V corresponds to the complete absence of a tunneling barrier. b) Distribution of the I–V curves (N¼ 100) for a normal-distributed barrier
height. The dispersion of the curves represents the C2C variability in the HRS regime.
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Then, we provide a compact stochastic model that allows an ade-
quate framework for the simulation of RS regularities and impor-
tant stochastic phenomena based on the model parameters
estimated from experimental RS data (Section 4.2 and 4.3).

4.1. Variability and Noise in Memristor Models

The stochasticity of memristive devices observed in many experi-
ments manifests itself as an important intrinsic property of all
memristors. An adequate model of a memristive device must
necessarily take into account its stochastic properties, such as
variability and fluctuations. By D2D variability, we mean random
changes in device parameters that occur during the fabrication
process, as well as after the electroforming process is completed
(if necessary). In addition to the D2D variability, as already
highlighted in previous sections, fluctuations are observed dur-
ing operation, which are C2C random changes in the device
resistance and other RS parameters, and fluctuations in the
response to a deterministic action.

To take into account stochastic properties and understand how
they affect the dynamics of a system (a memristive device in
our case), it is important to build an appropriate theoretical
model.[167] This model should reflect the memristor general
properties and include information about its stochastic proper-
ties. Various theoretical models of memristive systems have been
proposed in the literature. We can distinguish four main
approaches to build such models: dynamical, microstructural,
thermodynamical, and stochastic (Figure 20).

The dynamical approach is based on simple equations that
reflect the general physical properties of the memristor as a
dynamical system.[2] This approach includes the models

presented in refs. [168-172] and the CF growth model,[173] among
others. These models usually include at least two equations: one
is an ohmic-type relationship between voltage and current and
the other is a first-order differential equation for the state vari-
able. Stochasticity is not covered by dynamical models, although
it inevitably manifests itself in the system due to many reasons,
including the uncertainty of the model itself. Model uncertainty
arises because the dynamical approach catches only the basic
properties of the memristive system to build the model while
other details are omitted. The chosen basic properties are mainly
determined by the selection of internal state variables, which
often cannot be directly observed in the experiments (e.g., the
gap size g or height of potential barrier φ in Section 3). There
are models of memristive systems described by various state var-
iables, such as doping ratio,[171] doped region size,[170] CF diam-
eter,[173] oxygen vacancy concentration in the gap region,[174] and
tunneling barrier width.[175]

The microstructural approach provides greater accuracy in
describing all physical processes occurring at the microscopic
level to describe RS.[176–178] While the dynamical approach gives
a practical correspondence of the abstract mathematical model to
the generalized experimental data of the RS processes, micro-
structural models aim to obtain an exact correspondence to
the physical dynamics of the fabricated devices. In the latter case,
the mathematical complexity of the description increases
significantly, since such a model must include a large number
of different algebraic relations and differential equations. This
leads to the fact that microstructural models allow only numeri-
cal simulation with high computational resources. At the same
time, the simulated values sometimes give only a qualitative
agreement with the experimental data.[178] Indeed, to simulate

Figure 19. a) Evaluation of the barrier height fluctuation using expression 9 for the current variation represented in Figure 18b. b) Evaluation of the barrier
height fluctuation using expression 10. The difference between the two histograms arises because the data sets are not the same and because different
expressions were used for the computing the barrier height fluctuations.
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a microstructural model, dozens of additional physical parame-
ters may be required, each of which may contain some errors.
As a result, significant uncertainty remains in the description
of the system (that represents the memristive device) as a whole.
In addition, due to the increased complexity of this approach, the
resulting model does not allow efficient application of analytical
methods to describe the system and leads to time-consuming
computational procedures.

Thermodynamical models take into account fluctuations in a
natural way. As in the dynamical approach, in this case the state
of a memristive system is described by an internal state variable,
a system parameter, a representative or configuration coordinate,
and so on. The system tends to a state with a minimum value of
the thermodynamical potential, e.g., the free energy F as a func-
tion of the internal state variable. According to ref. [179], the free
energy of a memristive system can have three local minima
separated by energy barriers of different heights. A thermody-
namical system can change a locally stable state under the influ-
ence of fluctuations or due to a change in external parameters
(e.g., under the action of an external electric field). In equilib-
rium, thermodynamical models lead to a Boltzmann probability
distribution for an internal state variable, which may be, for
instance, the CF radius or length. The evolution of a nonequilib-
rium thermodynamical system is usually described by the
Fokker–Planck equation (FPE) for the probabilistic distribution
of the state variable in the field of a thermodynamical force deter-
mined by the free energy profile.[179,180] FPE takes fluctuations
into account and describes a nonlinear relaxation from an initial
nonequilibrium distribution toward equilibrium with a gradual
decrease in thermodynamic flows to zero. If there is a constant
thermodynamic flow different from zero, then the system can
come to a nonequilibrium steady state.[181–183]

Within the framework of the stochastic approach, random var-
iables are used in the mathematical model. Similar to the dynam-
ical approach case, stochastic models are based on at least two
equations: an ohmic-type relation and a first-order Langevin
equation (the differential equation with a noise source).[184–186]

Langevin equations describe how a system evolves when sub-
jected to a combination of deterministic and random forces.
Historically, it was first proposed for the description of
Brownian motion.[187] The movements of a Brownian particle

in different time intervals are considered as statistically indepen-
dent processes. The first-order Langevin equation used for the
memristor model in ref. [188] is known as the model of over-
damped Brownian motion in a field of force, which is often used
for description of diffusion in solids. The Langevin equation cor-
responds to the FPE for the concentration of Brownian particles
or for their probability distribution (if the normalization condi-
tion is satisfied). The Langevin equation and FPE are equivalent
in the sense that they both describe the same dynamics, but in
different ways: based on a stochastic equation describing the ran-
dom trajectory of a Brownian particle or using a dynamical equa-
tion describing the evolution of particle concentration.[189]

Therefore, the thermodynamical and stochastic approaches have
a common base and can be considered as variations of the same
mathematical model. On the other hand, a stochastic model can
also be built on the basis of a generalization of dynamical
equations that describe the key physical properties of memristive
systems. Fluctuations are not taken into account within the
framework of dynamical approach, but, nevertheless, they inevi-
tably arise in the system for many reasons, including insufficient
accuracy of the dynamical equations themselves, which assume
some idealization or simplification of real physical microproc-
esses occurring inside the memristive device and omitting less
essential details. The influence of the latter can be taken into
account in the form of noise sources correctly included in the
Langevin equation.

Further in this section, based on a generalization of theoretical
and experimental data, distributed and lumped stochastic models
of a voltage-controlled RS memristive system (a VCM device) are
considered. It is shown that both models adequately describe
bipolar RS and the relationship between them is addressed.
Under certain assumptions, stochastic models become quite
simple and can be described by Brownian diffusion equations,
which do not require significant computational resources for
numerical simulation, and in some cases lead to exact analytical
solutions. The lumped model incorporates the properties of
widely used SPICE (Simulation Program with Integrated
Circuit Emphasis) dynamical models and fluctuations. The latter
is especially important in the case of memristive devices because
of their variability. Below, the compact lumped model proposed
is shown to be close to the SM described in Section 3.1, but with a

Figure 20. Theoretical approaches to modeling memristive devices.
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different noise source formulation, which should be consistent
with fluctuation–dissipation relations. In addition, the lumped
model allows the application of the mathematical apparatus that
implements the first passage time of the boundaries by a
Markovian process to analyze the RS random time characteris-
tics.[190] On the basis of stochastic approaches to model memris-
tive devices, stochastic resonance phenomena[63] and transient
bimodality[190] induced by external noise that occur during RS
were theoretically identified and then confirmed and investigated
experimentally.

4.2. Stochastic Approach to Memristor Modeling

Stochastic properties are inherently linked to memristive devices;
consequently, they should be correctly included to the device and
circuit simulationmodels in computer-aided design tools for ICs.
The widespread use of these tools is essential for the develop-
ment and commercialization of emerging memristive devices
for the different key applications under consideration in the
industry.[1] As noted above, a stochastic model can be built on the
basis of microstructural concepts of diffusion processes under-
lying RS mechanisms[188] or by generalizing dynamical equa-
tions that describe the basic physical properties of memristive
systems.[2] This subsection discusses the first approach and
then shows the assumptions required to make it equivalent to
adding a noise source to the equations describing dynamical
models.

4.2.1. Selection of Adequate Variables to Describe Memristor
Stochastic Behavior: Distributed and Lumped Stochastic Models

The main physical quantity describing a memristor state is its
resistance R. As already stated, a particular set of memristors
is linked to resistive memories. For these devices, operation
under filamentary conduction, RS is based on the forming
and rupture of conductive regions (CFs) in the dielectric layer
enclosed between two metal electrodes, changing the resistance
of the sample as a whole. As commented above, the creation of
conducting regions is due to an increase in the concentration of
metal ions or microstructural defects (oxygen vacancies in the
case of the VCM mechanism) in the dielectric layer. The diffu-
sion process behind RS dynamics could be based on random
transitions of positively charged particles (metal ions or micro-
structural defects) between stable states in the structure of a
dielectric material. Using the electric field created by the poten-
tial difference V at the electrode contacts, it is possible to shape
the positively charged diffusing particles distribution and,
thereby, control memristive device resistance.

The voltage V can serve as a control parameter, then the device
is called the voltage-controlled memristor, and the current I flow-
ing through it is a random variable. If the control parameter is
the current I, the device is called the current-controlled memris-
tor, and the voltage drop V across the device is a random variable.
In any case, fluctuations of the random variable will be due to
variations in the memristor resistance R. Henceforth, we will
consider voltage-controlled memristors.

The resistance R is a macroscopic parameter. To establish the
relationship between R and the microscopic processes occurring

in the dielectric layer, it is convenient to introduce a state variable
y, which determines the device resistance

R ¼ gðyÞ (11)

A memristive system is usually described by at least two more
dynamical equations (a first-order equation for the state variable
and an equation relating current, voltage, and temperature)

dy
dt

¼ f ðy,V ,TÞ (12)

I ¼ IðV , y,TÞ (13)

where T is the temperature of the sample and t is the time.
The current voltage dependence I(V ) can be linear or nonlinear,
symmetric, or asymmetric depending on the materials properties
but in any case I(0)¼ 0. The resistance is the ratio

R ¼ V=IðV , y,TÞ (14)

and, in general case, it is an ambiguous nonlinear function of V
and other parameters. Memristor can heat up under the influ-
ence of an electric field and current flowing through by means
of Joule heating.[36] Therefore, the temperature is also an impor-
tant variable describing the state of the memristive system. In
general, the differential equation for the temperature can be writ-
ten as follows

∂T
∂t

¼ Qðy,V , I,TÞ (15)

The state variable can be a function of coordinates r and time:
y¼ y(r,t). Then, we can speak about a distributed model of a
memristive system. For example, this is the case if y(r,t) is the
concentration of particles diffusing in the dielectric. If the state
variable is a function of time only y(t), then such a model can be
called lumped.

The distributed model is more correct, since it can more accu-
rately reflect the mainmicroprocesses occurring inside the dielec-
tric, taking into account its geometry. The lumped model allows
more uncertainty, but, due to its simplicity, it is more convenient
for numerical modeling, and, therefore, for practical use.[190]

Fluctuations in the memristive device are primarily due to the
random nature of the transition of each diffusing particle (metal
ion or microstructural defect) from one stable state to another
due to activation processes. The stochastic equation for the coor-
dinate vector r of such a particle will include the noise source

μr
: ¼ Fðr,E, ξðtÞÞ (16)

where E is the vector of strength of the external electric field aris-
ing in the dielectric layer when voltage is applied to the electrodes
E¼ E(r,V ), μ is the viscosity coefficient, and ξ(t) is the noise
source. The right-hand side of Equation (16) stands for the force
acting on the particle. In the left-hand side, we neglected the par-
ticle mass, i.e., the term with the second time derivative, as is
usually done when considering diffusion processes. The force
includes a regular part and random components, described by
one or more noise sources. For its description, it is convenient
to introduce the potential profile U(r,V )
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Fðr,E, ξðtÞÞ ¼ �∇Uðr,VÞ þ FNðξðtÞÞ (17)

where FN(ξ(t)) is the random term. The regular forces acting on
the diffusing particle are primarily due to the dielectric material
internal structure where the diffusion occurs. Due to the crystal
structure of solids, it can be assumed that the corresponding reg-
ular potential profile Φ(r) is a function with a periodic arrange-
ment of local minima—potential wells separated from each other
by potential barriers with the height equal to the activation energy
Ea. Deviations from the ideal periodic structure, which occurs in
real materials, can be taken into account by a spatio-temporal
noise source η(r,t). For definiteness, we can separate the periodic
and random components of potential profile as follows

U ¼ ΦðrÞ þΦηðrÞηðr, tÞ (18)

where Φ(r) is a periodical function and the random term
Φη(r)η(r,t) with deterministic function Φη(r) models the devia-
tions from the ideal periodic structure Φ(r) in real materials
including the D2D variability. It also provides a possibility to con-
sider variability of the energy profile over time, for example, fluc-
tuations of the activation energy Ea in time (e.g., fluctuating
barriers as in ref. [191]).

The regular force should also include the effect of external
electric field E(r,V ) on positively charged diffusing particles.
To define the vector E(r,V ) at each point of the dielectric layer,
it is necessary to rely on the distribution of resistivity inside the
sample ρ(r,t). The resistance of memristive device as a whole
reads

RðtÞ ¼
ZZZ

ρðr, tÞdr (19)

The distribution of the strength vector can be defined from the
Maxwell’s equations (Equation (20))

∇E ¼ 4πσðr,tÞ
ε

(20)

where σ(r,t) is the density of charged particles (defects and free
electrons) inside the memristor, and ε is the dielectric material
constant.

The force caused by the external electric field E(r,V ) can be
considered as an additive component and represented by poten-
tial φ(r,V ), which is constant under V¼ 0. Then the potential U
includes the three terms as follows

Uðr,V , ηðr, tÞÞ ¼ ΦðrÞ þΦηðrÞηðr, tÞ � φðr,VÞ (21)

The noise source ξ(t) is involved in the random term FN(ξ(t)) of
the force F in (17), where FN is a deterministic function. The dif-
fusing particles random hopping from one potential well to
another occurs due to the action of this component. It has a ther-
mal nature and the intensity of noise source ξ(t) depends on the
temperature T.

In addition to the fundamentally irremovable thermal noise in
semiconductor and other solid-state structures (including mem-
ristive structures), there is also low-frequency 1/f noise that
occurs when current passes, and it is often interpreted as “noise
of dirt”. Its origin is attributed to the presence of defects and
impurities that form local two-level systems (fluctuators) with

atoms of the crystal lattice. Each fluctuator provides random
micro-switchings of resistance between two metastable
states.[192–194] Resistance fluctuations under an applied voltage
are transformed into current fluctuations appearing in the form
of random telegraph signal. Sometimes, 1/f noise is also associ-
ated with fluctuations in the number of carriers in the bulk of the
sample. It should be noted that there is a number of experiments
and theoretical concepts where different authors argue for the
natural origin of 1/f noise.[195,196] We can take into account
1/f noise and thermal fluctuations of charge carriers by adding
the noise source ζ(t) into (13)

I ¼ IðV , y,T , ζðtÞÞ (22)

For the distributed model, it is convenient to choose the defect
concentration spatial distribution function as the state function
y(r,t). The defect concentration at a given point r in space and at a
given time t is the limit of the ratio between the number of
defects in a small subdomain Ω of the sample, enclosing this
point, and the volume of the subdomain when the subdomain
shrinks to the point r. In this case, the resistivity is determined
by the concentration y(r,t) in a given area

ρðr, tÞ ¼ Gðyðr, tÞÞ (23)

The function G is known to be nonlinear (see e.g.,[197]): the resis-
tivity sharply decreases with increasing concentration y when a
certain threshold value is exceeded. Equation (19) and (23) define
the function g(y) in (11).

The distributed model with the state function y(r,t) may take
into account the material temperature rise in accordance with
(15) where in this case T¼ T(r,t).

The equation with random sources (16), describing the
movement of each charged diffusing particle, corresponds to
the following equation for concentration of the particles (it is
a continuity equation)

∂y
∂t

þ ∇j ¼ 0 (24)

where j is the particle concentration flux density. The phenomena
of the birth and death of particles in the dielectric layer can also
be taken into account, then the corresponding terms must be
added to Equation (24). The boundary conditions for (24) are
determined by the physical configuration of the memristive devi-
ces (dielectric and electrode materials, interfaces, etc.). In partic-
ular, the distributed models were considered in refs. [188,198]
where the state function was the defect concentration.

The memristor lumped model is based on additional assump-
tions on the features of charged diffusion particles during the
device operation. The electrode material (or the boundary condi-
tions for Equation (24)) can be chosen so that the high (above-
threshold) values of the particle concentration will be localized in
a certain conductive region. Let one side of this region always
adjoin one of the electrodes and let the size of the region change
under the influence of the electric field and diffusion processes.
This area may have a filamentary structure, including one or
more CFs. The size of this region, in the simplest case, is its
length (see Figure 21) or CF length (the length of the longest
filament if there are many) can be chosen as a lumped state
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variable y(t). Then y(t) can vary from 0 to some maximum value,
limited by the size of the device itself. For example, for the mem-
ristive device shown in Figure 21, the state variable may vary in
the interval [0, L], corresponding to the oxide film thickness.

The conductive region resistivity can be considered equally
low, ρ¼ ρON, and equally high, ρ¼ ρOFF, outside it. Thus, know-
ing the size of the conductive region, it is possible to define the
memristive device resistance according to (19).

In particular, for the memristive device shown schematically
in Figure 21, a linear dependence was assumed in ref. [168]

RðyÞ ¼ RON
yðtÞ
L

þ ROFF 1� yðtÞ
L

� �
(25)

as well as the validity of Ohm’s law

I ¼ V=R (26)

Later, in a number of papers, it was shown that for lumped mod-
els, the dependences (11) and (13) are more complex and, in the
general case, must be described by nonlinear functions. For
example, in ref. [199] it was assumed that

I ¼ yðtÞ
L

� �
n
λ sinh αV þ χðexp γV � 1Þ (27)

where n, λ, α, and χ are some fitting parameters. Various abstract
nonlinear and nonseparable functions (11) and (13) were consid-
ered in ref. [200]. However, in the general case, these functions
should be determined by specific mechanisms and parameters of
electron transport in the corresponding memristor states[201]

(see also Equations (6)–(8) in Section 3.2).
Thus, when constructing a lumped model, the specific depen-

dence (13) (or (22) with the noise source), as well as the specific
temperature dependence (15), must be chosen for each particular
memristive device in accordance with the properties of the mate-
rials from which it is made.

The memristor stochastic lumped model with the thermal
noise source was proposed in ref. [190]. For a particular kind
of the function F in (17), it was shown that the stochastic equa-
tion for the lumped state variable y(t), which describes the con-
ducting region length, can coincide with the equation of motion
of an individual charged particle in the distributed model. This is
because among all charged particles diffusing in the sample, only
those that are near the boundary of the conductive region have

the greatest activity (and, therefore, the greatest influence on RS
process). Indeed, inside the conducting region, the magnitude of
the electric field is much smaller than at the boundary.
Therefore, the movement of particles inside the region is much
slower than at the boundary or outside it. On the other hand, the
electric field outside the conductive region is quite large, but the
charged particles concentration far from the conductive region is
low. Thus, all important changes that significantly affect the con-
ducting region size occur only at its boundary. The importance of
the particle motion near the boundary of the conducting region
was also noted in ref. [202], where it was shown that stochastic
processes at the tip of the conducting filament play a key role in
the RS dynamics of memristive devices. Generalizing this result
for an arbitrary F, we write the general form of the equation for
y(t) as a one-dimensional version of (16)

y
: ¼ Fðy,E, ξðtÞÞ (28)

Similar to the case of the distributed model (17), the right-
hand side of Equation (28) includes regular and random compo-
nents, and it can be represented by a one-dimensional potential
profile U¼U(y,E)

F ¼ � ∂Uðy,V ,ηðy,tÞÞ
∂y

þ FNðξðtÞÞ (29)

The potential profile can be described by three terms

Uðy,V , ηðy, tÞÞ ¼ ΦðyÞ þΦηðyÞηðy, tÞ � φðy,VÞ (30)

The termΦ(y) has periodically positioned local minima separated
by potential barriers with the height Ea, reflecting the ideal inter-
nal structure of a dielectric material

Φðy þ lÞ ¼ ΦðyÞ (31)

where l is a period of the crystal structure. The term φ(y,V )
describes the effect of external electric field under V 6¼ 0. The
fluctuating part is represented by noise sources. The deviations
of the internal periodic structure from the ideal, as well as var-
iations in the structure itself with time, can be represented by the
spatio-temporal noise source η(y,t) and a deterministic function
Φη(y). The noise source ξ(t) is of a thermal nature and reflects the
action of a random force leading to the diffusion of particles at
the conducting region boundary. Also, the 1/f noise source ζ(t)
can be added to (26) or (27).[192]

The random variable y(t) can be described by the probability
density function P(y,t), which is proportional to the probability
that the random process y(t) is located in the interval
[y, yþΔy] at time t. The probability density function satisfies
the normalization condition

ZL
0

Pðy, tÞdy ¼ 1 (32)

The stochastic Equation (28) with the noise sources corresponds
to the equation for the probability density function P(y,t).

∂P
∂t

¼ bLP (33)

Figure 21. Schematic representation of a memristive device with a con-
ductive region with RON � ROFF. The conductive region length can be
selected as a lumped state variable y(t).
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where bL is a kinetic operator. The boundary conditions for
Equation (33) are determined by the properties of the electrode
materials.

Local heating of the active region under the influence of an
electric field E(V ) can be taken into account according (15). In
particular, the following heat conduction equation can be
considered

∂T
∂t

¼ αE2 � κðT � T0Þ (34)

where T0 is the ambient temperature, α and κ are fitting
parameters.

Thus, a distributed stochastic model can be described by
Equation (15–17, 21, 22, 24) of which the Equation (16) describ-
ing the random motion of particles diffusing in a dielectric layer
is stochastic. The appropriate noise source is added also in (22)
for the description of 1/f noise and thermal fluctuations of the
current. Equation (16) corresponds to the Equation (24) for
the concentration y(r,t) of diffusing particles, which is the state
function of distributed model. A lumped stochastic model can be
described by Equation (15, 22, 28–30, 33). The stochastic
Langevin Equation (28) corresponds to the Equation (33) for
probability density function P(y,t) of the state variable y(t).

4.2.2. On the Correct Introduction of a Thermal Noise Source

Let us now consider the problem of the correct introduction of a
thermal noise source into the stochastic equations of the mem-
ristive device. As it is known, all macroscopic physical systems
are subject to thermal fluctuations. One of the most fruitful
approaches in modern statistical physics is the one where con-
sideration of a complex thermodynamically nonequilibrium sys-
tem is reduced to studying the equivalent open subsystem with a
few degrees of freedom. The excluded degrees of freedom are
considered to be the external environment (thermostat) that
has a random effect on the selected subsystem. As a result, by
introducing random forces, the behavior of a dynamical subsys-
tem can be described in terms of stochastic differential equa-
tions: microscopic or macroscopic (phenomenological). At the
same time, the construction of a model stochastic equation of
Langevin type for macroscopic variables has to be thermodynam-
ically correct. Wherein, the basic principles of statistical physics
should not be violated: the Gibbs’ law for an equilibrium
statistical ensemble and the reversibility in time of microscopic
equations of motion. The consequences of these fundamental
first principles are the so-called fluctuation-dissipation relations
and theorems[203–208] connecting fluctuation and dissipation
characteristics of a subsystem. The validity of these relationships
serves as a criterion for the correct construction of a phenome-
nological model for a subsystem.

Let us demonstrate the above procedure using the example of
the stochastic Langevin equation for the coordinate x(t) of a
Brownian particle of mass m moving in a one-dimensional
potential profile U(x) and interacting with a thermostat of tem-
perature T

mẍ þ μẋ þU 0ðxÞ ¼ ξðtÞ (35)

Here, the random force (heat source) ξ(t) is white Gaussian noise
with <ξ(t)>¼ 0 and <ξ(t)ξ(tþ τ)>¼ 2Dδ(τ). Noise intensity 2D
is “consistent” with the linear dissipation parameter μ by the
Sutherland–Einstein fluctuation–dissipation relation

D ¼ kBTμ (36)

where kB is the Boltzmann constant. The Langevin Equation (35)
corresponds to the following equation for the joint probability
density function P(x,v,t) of the coordinate and velocity v of a
Brownian particle

∂P
∂t

¼ �v
∂P
∂x

þU 0ðxÞ
m

∂P
∂v

þ μ

m
∂
∂v

vP þ kT
m

∂P
∂v

� �
(37)

It is easy to check that the steady-state solution of Equation (37) is
the equilibrium Gibbs distribution

Pstðx, vÞ ¼ c0 exp �H0ðx, vÞ
kBT

� 
(38)

where H0(x,v)¼U(x)þmv2/2 is the Hamiltonian of the
considered subsystem and c0 is the normalization constant.
Relation (38) confirms the thermodynamic correctness of the
stochastic model (35). This approach can be generalized for a
three-dimensional case.

The first-order Langevin equation can be obtained from (35)
for case of overdamped Brownian motion, when we can
neglect by inertia of the Brownian particle and consider the
limit m! 0

μẋ þU 0ðxÞ ¼ ξðtÞ (39)

where the random force ξ(t) is the same as in (35) with noise
intensity (36). The equation for the probability density function
P(x,t) corresponding to Langevin Equation (39) known also as
FPE and reads

∂P
∂t

¼ 1
μ

∂
∂x

½PU 0ðxÞ� þ D
μ2

∂2

∂x2
P (40)

The steady-state solution of FPE (40) is the Boltzmann
distribution

PstðxÞ ¼ c0 exp �UðxÞ
kBT

� 
(41)

which confirms the correct formulation of stochastic model of
overdamped Brownian motion (39) and (36).

However, everything becomes less obvious when the thermal
noise source ξ(t) in equation (35) is replaced by non-Gaussian
white noise, or “colored” Gaussian noise. In this case, the
Langevin equation itself should be changed. For an additive
Gaussian thermal noise source with zero mean and correlation
function Kξ(τ)¼<ξ(t)ξ(tþ τ)>, the stochastic Equation (35) with
U(x)¼ 0 becomes the generalized Langevin equation in the form
Kubo-Mori[209] for the particle velocity

mv
: þ

Zt
0

μðt� τÞvðτÞdτ ¼ ξðtÞ (42)
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where the nonlocal dissipation μ(τ) and the correlation function
Kξ(τ) of thermal noise are connected in accordance with the
fluctuation–dissipation relation

KξðτÞ ¼ kBTμðτÞ (43)

which is a generalization of (36).
By virtue of the central limit theorem, the Gaussian

thermostat in many cases can be a good approximation, although
it is an idealized physical situation. Even in the simple case of a
Brownian particle interacting with solution molecules, random
collisions can be described using Poisson rather than
Gaussian statistics. Only in the case of frequent and small energy
changes during collisions (limit of weak collisions), the central
limit theorem guarantees Gaussian statistics. On the other hand,
rare and strong collisions require a description in terms of the
basic Boltzmann kinetic equation with a collision kernel. The two
typical cases indicated refer to the situation with a gas in the
Rayleigh limit, i.e., a heavy particle colliding with a thermal res-
ervoir of light particles. A similar situation with nonlinear non-
Gaussian thermostat is ubiquitous for scenarios of chemical
reactions, i.e., for the theory of rates of monomolecular reactions.

Some first steps toward solving the problem of non-Gaussian
thermal fluctuations in nonlinear systems by introducing multi-
plicative white Gaussian noise into the Langevin equation, along
with nonlinear friction, were taken within the framework of the
theory of Markovian processes (see, for example,[210]). Another
example is the description of electrical circuits with a capacitor
and a nonlinear diode using the Langevin equation in the
linear-quadratic approximation.[211] Despite all previous works,
the extension of the phenomenological Langevin method to sto-
chastic nonlinear dynamical systems containing non-Gaussian
thermal noise is still an unsolved problem.

From the general ideology of introducing thermal noise
sources, let us turn to electrical circuits and particularize to mem-
ristors. Thermal noise occurs in any electrical conductor with
active resistance, and it is associated with the chaotic movement
of mobile charge carriers. In the case of memristors, the charge
carriers are free electrons. If we are dealing with a linear resis-
tance R, then, according to the Nyquist formula, a random volt-
age source in the form of white Gaussian noise with an intensity
of 2kBTR has to be included as additive source into the corre-
sponding circuit, that is, into the Langevin equation for voltage.

However, first, the memristor is not only an ordinary resistor
but also has a capacitive (reactive) component, which cannot be a
source of thermal noise. Second, the memristor has a nonlinear
current–voltage characteristic in the form of hysteresis that can
be switched by an external voltage into states with low resistance
RON and high resistance ROFF. Moreover, even in the simplest
Chua’s model of an ideal memristor,[212] the memristor resis-
tance (understood in the sense of the ratio of applied voltage
to the current flowing through it at a fixed time) is considered
as a function of charge, i.e., as a nonlinear functional of the
current flowing through it

Rm ¼ RðQÞ ¼ R
Zt
0

IðτÞdτ
0@ 1A (44)

In accordance with the nonlinear fluctuation–dissipation theo-
rems mentioned earlier, the presence of a nonlinear resistor
in an electric circuit implies the existence of higher order corre-
lations in equilibrium current fluctuations.

Let us demonstrate the above-mentioned procedure to intro-
duce the thermal noise source on the example of a nonlinear elec-
tric circuit containing an ideal memristor with resistance R (44)
and a standard capacitor with capacitance C (see Figure 22). This
is a lumped model where the cumulative charge Q(t) crossing
the device is the state variable. This model with an additive
Gaussian noise voltage V(t) was analyzed in ref. [213].

Since the memristance R in (44) is a nonlinear function of the
charge Q, the intensity of a random voltage V(t) should depend
on the state variable Q: V(t)¼Ψ(Q )ξ(t). As a result, using
Kirchhoff ’s laws for the electrical circuit shown in Figure 22
one can write the Langevin equation for the charge Q with a
multiplicative thermal noise source in the following form

RðQÞ dQ
dt

þ Q
C

¼ ΨðQÞξðtÞ (45)

where ξ(t) is white Gaussian noise with zero mean and unit
intensity. FPE for the probability density function of charge
P(Q,t) corresponding to (45) reads

∂P
∂t

¼ 1
C

∂
∂Q

Q
RðQÞP þ 1

2
∂
∂Q

ΨðQÞ
RðQÞ

∂
∂Q

ΨðQÞ
RðQÞ P (46)

Without external forces, the stationary solution of Equation (46)
has to be an equilibrium Gibbs distribution

PstðQÞ ¼ c0 exp � Q2

2kBTC

� 
(47)

On the other hand, the steady-state solution of the Equation (46)
is

PstðQÞ ¼ B
RðQÞ
ΨðQÞ exp � 2

C

Z
QRðQÞ
Ψ2ðQÞ dQ

� 
(48)

Comparing Equation (47) and (48), we obtain the following first-
order differential equation for the unknown function Ψ2(Q )

dΨ2ðQÞ
dQ

� 2
Q

kBTC
þ 1
RðQÞ

dRðQÞ
dQ


 �
Ψ2ðQÞ ¼ � 4QRðQÞ

C
(49)

Figure 22. The electric circuit with memristor and capacitor.
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The finite solution of Equation (49) can be written in quadrature
as follows

Ψ2ðQÞ ¼ 4R2ðQÞ
C

Z∞
Q

q
RðqÞ exp

Q2 � q2

kBTC

� 
dq (50)

Equation (50) is exact and determines the intensity of thermal
multiplicative noise in the Langevin Equation (45).

If we insert standard resistance R¼ const in the electric circuit
in Figure 22 instead of a memristor, then Equation (50) gives an
obvious result

Ψ2 ¼ 2kBTR (51)

In such a case, the white Gaussian noise source in (45)
becomes additive, and its intensity satisfies the well-known
Nyquist formula.

In the distributed and lumped stochastic models introduced in
the Section 4.2.1, the state function y(r,t) or the state variable y(t)
are not directly related to the current carriers, as in the model of
an ideal memristor (44), but related to concentration of metal
ions or defects diffusing in dielectric layer. This concentration
or the CF length in turn affects the memristance according to
(11), (19) and (23). In particular cases, the dependence of mem-
ristance on CF length can be linear (25) or nonlinear (27).
Therefore, the random variables in these Langevin equations
are not the electric current or the carriers charge like in (45),
but the coordinates of a single defect hopping between
metastable states in a solid-state structure (16), or the coordinates
of the tip of CF formed by a large number of hopping defects
(28). The model of overdamped Brownian motion in
potential field of force (39) is the most suitable for correct
description of diffusing particles in solids. If we follow it, we
should rewrite (16) and (17) with a linear additive source of
the thermal noise

μr
: ¼ �∇Uðr,V , ηðrÞÞ þ ξðtÞ (52)

where the potential profileU(r,V,η(r)) is defined according to (21)
and contains only spatial noise η(r,t)¼ η(r) with zero mean,
which describes D2D variability. The thermal noise ξ(t) is the
Gaussian vector process with zero mean, statistically indepen-
dent, and identically distributed components having correlation
functions <ξ(t)ξ(tþ τ)>¼ 2Dδ(τ).

If we neglect the D2D variability and take η(r)¼ 0, then
Langevin Equation (52) corresponds to the following FPE for
the concentration y(r,t)

∂yðr,tÞ
∂t

¼ 1
μ
∇½yðr, tÞ∇Uðr,VÞ� þ D

μ2
Δyðr, tÞ (53)

In a similar way, we can introduce the additive linear thermal
noise into the lumped model (28), (29), then

y
: ¼ � ∂Uðy,V ,ηðyÞÞ

∂y
þ ξðtÞ (54)

and potential profile U(y,V,η(y)) is defined according to (30)
where the spatial noise η(y) with zero mean describes D2D vari-
ability. The thermal noise ξ(t) is the white Gaussian noise

with <ξ(t)>¼ 0 and <ξ(t)ξ(tþ τ)>¼ 2Dδ(τ), where D is defined
according (36).

Langevin Equation (54) with η(y)¼ 0 corresponds to the FPE
for probability density function P(y,t)

∂Pðy,tÞ
∂t

¼ ∂
∂y

∂Uðy,VÞ
∂y

Pðy, tÞ

 �

þD
∂2Pðy, tÞ

∂y2
(55)

with the following boundary conditions

jð0, tÞ ¼ jðL, tÞ ¼ 0 (56)

where j(y,t) is the probability flow

jðy, tÞ ¼ � ∂Uðy,VÞ
∂y

Pðy, tÞ � D
∂Pðy,tÞ
∂y

(57)

4.2.3. A Memristor Compact Stochastic Model

Besides the elaboration of general universal approaches to the
construction of stochastic models and the correct choice of noise
sources, the development of compact models for describing real
memristive systems is essential as well. Compact models are
used in EDA tools for IC design. Until now, for this purpose,
many dynamical models have been used, although they do not
reflect accurately the inherent fluctuation processes in memris-
tor operation. In Section 3.1, the Stanford-based simulation
model with a noise source was considered. In this subsection,
we consider the construction of a simple and compact stochastic
model based on the lumped model introduced above with the
consistent thermal noise source. The compact model is linked
to the SM, but the noise source should be different to
satisfy the fluctuation–dissipation relations considered in
Section 4.2.2.

Let us consider the lumped stochastic model where the state
variable y is the conduction region length in the direction from
one electrode to another (see Figure 21). If the conduction chan-
nel consists of one or more CFs, then the length of the longest CF
is y. We also assume that the electroforming process and switch-
ing from the HRS to the LRS occur at a voltage V> 0.
Accordingly, the switching from LRS to HRS takes place for neg-
ative voltages (assuming bipolar operation). In the stochastic
equation for the lumped state variable (54), we neglect the
D2D variability assuming η(y)¼ 0. Then, the potential profile
(30) has only two terms

Uðy,VÞ ¼ ΦðyÞ � φðy,VÞ (58)

where Φ(y) is periodical function (31). The probability density
function P(y,t) obeys the FPE (55).

The term φ describes the effect of the external electric field
E(V ) under V 6¼ 0. For the compact model, we assume that
the field near CF boundary, y, increases with the voltage linearly,
E(V )¼ BV and appropriately

φðy,VÞ ¼ BVy (59)

in which parameter B depends on the distance between electro-
des L, charge of diffusing particle q and the dielectric constant ε
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B ¼ ql
εL

(60)

It is difficult to measure or calculate the values q and ε for real
materials. Therefore, B can be considered as a fitting parameter,
which is estimated from experiments (for more details see
Section 4.3). Notice that there are different electrical properties
on the two sides of the boundary y: to the left there is a conduc-
tion region with low resistivity ρON and to the right there is a
region with a high resistivity ρOFF. Taking this fact into account,
we should expect different values of B for the set and reset pro-
cesses

φðy,VÞ ¼
(
BSETVγ, V > 0

BRESVγ, V < 0
(61)

where BSET> BRES. The values of parameters BSET and BRES for
various memristive systems, obtained on the basis of experimen-
tal data, are given in Section 4.3.

Equations (54), (55), (58), (61) along with equation for the
current as a function of V and y (for example, (27)) describe a
lumped stochastic model that can be implemented numerically.
One can add the Equation (34) to describe Joule heating.

We can determine the view of the probability density function
P(y,t) and the main properties of the random process y(t) from a
general analysis of these equations. Since the potential profile
(58) contains a periodical term (31), the distribution P(y,t) will
have many peaks corresponding to the local minima of U(y,
V ). Under the condition

Ea � BjV j ≫ kBT (62)

(which is typical for solids) the probability for a diffusing particle
to be near the barrier top is very low. In this case, the transitions
through potential barriers will be relatively rare random events
with probability described by Poisson’s law. The mean passage
time over such a barrier is known as Kramer’s time

τ ¼ τ0e
Ea�BjV j
kBT (63)

The lumped model described above becomes even simpler, if we
transfer from the serrated distribution P(y,t) consisting of many
minima and maxima corresponding to potential barriers and
wells to a coarse grained model with distribution P1(y,t), averaged
over these small-scale inhomogeneities. According to ref. [190],
in this case, the equation for the state variable y(t) reads

y
: ¼ � ∂Ueff ðy,VÞ

∂y
þ ξðtÞ (64)

where ξ(t) is white Gaussian noise with <ξ(t)>¼ 0 and
<ξ(t)ξ(tþ τ)>¼ 2Deffδ(τ). The noise intensity is defined by the
effective diffusion coefficientDeff.Ueff(y,V ) is the effective poten-
tial which is a nonlinear function of V and linear one of y

Ueff ðy,VÞ ¼ veff ðVÞy (65)

where veff is effective drift coefficient. The effective coefficients of
coarse-grained model are nonlinear functions of the driving
voltage and the temperature

veff ðVÞ ¼
2l
τkr

sinh
BV
kBT

(66)

Deff ðVÞ ¼
2l
τkr

cosh
BV
kBT

(67)

The value τkr is Kramer’s time (63) at V¼ 0

τkr ¼ τ0e
Ea
kBT (68)

Expressions of the compact model described by
Equation (64)–(68) are valid under condition (62).

According to (61), the coefficient B is asymmetric and can be
different for positive and negative values of the driving voltage.
Therefore, we should use B¼ BSET for the voltage values at which
the set process occurs (for the structure shown in Figure 21 at
V> 0) and B¼ BRES for the voltage values at which the reset pro-
cess takes place (for the structure shown in Figure 21 at V< 0).

The compact model (64)–(68) is relatively close to the widely
known dynamical models used for modeling in SPICE applica-
tions with various window functions;[55,170,175,214] but, unlike the
latter, it takes into account the influence of C2C fluctuations
modeled by the noise source ξ(t). A more detailed comparison
of dynamical and stochastic models is given in ref. [190]. The
compact model is also close to SM described in Section 3.1,
where the state variable g is the size of the gap between CF
tip and electrode: g¼ L�y. However, the noise intensity in (2)
is different from Deff (67) and the consistency with fluctuation–
dissipation relations is not achieved in SM. The gap variation (1)
in the SM is selected only as a fitting function without significant
physical explanation.

Stochastic Equation (64) corresponds to the FPE for coarse
grained probability density P1(y,t)

∂P1ðy, tÞ
∂t

¼ ∂
∂y

P1ðy, tÞ
∂Ueff ðy,VÞ

∂y


 �
þDeff ðVÞ

∂2

∂y2
P1ðy, tÞ (69)

with the following boundary conditions

j1ð0, tÞ ¼ j1ðL, tÞ ¼ 0 (70)

j1ðy, tÞ ¼ �P1ðy, tÞ
∂Ueff ðy,VÞ

∂y
� Deff ðVÞ

∂P1ðy, tÞ
∂y

(71)

Stochastic Equation (64) models a single realization y(t) of ran-
dom RS process in a memristor. The FPE (69) describes evolu-
tion of probability density P1(y,t) obtained after averaging over
and an infinite ensemble of memristors: P1(y,t)¼<δ(y�y(t))>.

In ref. [190], an exact analytical solution of Equation (69) was
obtained, which can be represented as an infinite series of func-
tions decreasing exponentially in time. Under t!∞ and fixed
value V¼V0, the probability distribution tends to the stationary
Boltzmann distribution P1(y,t)! P1

st(y)

Pst
1 ðyÞ ¼ Ae�

Ueff ðy,V0 Þ
Deff (72)

After forming the memristor device works with the CF tip
moving near the boundary L: yHRS< y< L. The gap
g¼ L�yHRS is supposed to be a small value because the CF is
not destroyed fully under operation of memristor. In this case,
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when we apply V0> 0, the probability P1(y,t) tends to the station-
ary LRS distribution (72) with the maximum at y¼ L, corre-
sponding to the potential minimum Ueff(y,V0). When we
apply V0< 0, the CF decreases and y(t) tends to the opposite
boundary y¼ 0, but we stop the transition process somewhere
in an intermediate stage before any stationary distribution is
formed. At this time, the distribution P1(y,t) is not stationary,
it is rather flat and it does not have its maximum value near
the HRS state. That is why we usually observe a greater variability
in the HRS current rather than in the LRS, as it is shown in
Figure 2b and 3b.

The switching time from one state to another (e.g., from HRS
to LRS) can be estimated as the relaxation time to the stationary
distribution, or as the mean first passage time (MFPT)Θ(y0! y1)
of the boundary y¼ y1 by the random process y(t) if initially it was
in point y¼ y0. According to ref. [190], for y0< y1 the exact
expression for MFPT is as follows

Θðy0 ! y1Þ ¼
y1 � y0
veff

�Deff

v2eff
e�

veff
Deff

y0 � e�
veff
Deff

y1
� 	

(73)

As an example, to describe switching from HRS to LRS, we can
take y0¼ L/2 and y1¼ L. Then according to (73)

Θ
L
2
! L

� �
¼ L

2veff
� Deff

v2eff
e�

veff
Deff

L
2 � e�

veff
Deff

L
� 	

(74)

At a low intensity of the thermal noise compared to the height of
potential barriers (62) and at sufficiently high switching voltages
V0 ≫ kBT=B, expression (74) can be simplified

Θ
L
2
! L

� �
¼ L

2l
τ0e

Ea�BjV0 j
kBT (75)

The approximate expression (75) shows that under the above con-
ditions, the memristor switching time is defined mainly by the
Kramer’s time (63), which is the mean transition time of a
Brownian particle over potential barrier with height
E’¼ Ea – B|V0|. The coefficient L/2l corresponds to the quantity
of such barriers at the interval from L/2 to L.

Table 3 summarizes the main features of distributed, lumped,
and lumped compact stochastic models. The distributed model
contains less idealizations, and it is based on Langevin equation
describing a random motion of microstructural defects or metal
ions in dielectric layer. On the other hand, this model is the most
complex from the mathematical point of view especially in
3D case.

The lumped models assume a simple structure of the conduc-
tive region, when there are always one or more CFs in contact to
one of the electrodes. The CF lengths change randomly under the
influence of thermal noise and the external voltage. The lumped
models are less complex and more useful from the circuit simu-
lation viewpoint, but sometimes they cannot reflect some real

Table 3. Summary of the stochastic models.

Features Type of stochastic model

Distributed Lumped Lumped compact

State variable y Time and space dependent y¼ y(r,t). For
example, y(r,t) can be the concentration of

diffusing defects.

Time dependent y¼ y(t). For example, y(t) can be the CF length.

First order Langevin
equation

Equation (52) describing random motion of
microstructural defects or metal ions in the

dielectric layer.

Equation (54) describing random
variation of CF length.

Equation (64) describing random
variation of CF length.

Potential profile Tilted, quasi-periodical. It can be 1D, 2D,
or 3D. An example of 3D is (21).

Tilted, quasi-periodical, 1D. An
example is (30).

Tilted 1D effective potential. An
example of linear one is (65).

Conductive region
structure

An arbitrary structure of conductive and
nonconductive regions.

Two regions: CF and nonconductive region.

I–V relation Depends on spatial distribution of state
variable I¼ I(V,y(r)).

Depends on the value of state variable I¼ I(V,y). Examples are (25) and (27).
See also comments after (27).

Thermal noise It can be 1D, 2D, or 3D vector value.
Equation (52) with an additive white Gaussian
vector noise source is an example of thermal
noise source consistent with fluctuation–

dissipation relations.

An additive 1D white Gaussian noise
source in (54) is an example of

thermal noise source consistent with
fluctuation–dissipation relations.

An additive white Gaussian thermal
noise in (64) is consistent with
fluctuation-dissipation relations.

1/f noise Possible to add 1/f noise source into I–V relation (22).

Spatial noise for D2D
variability modeling

Spatial noise η¼ η(r) in the expression for
potential (21).

Spatial noise η¼ η(y) in the
expression for potential (30).

Does not reflect D2D variability.

Temperature variations Equation (15). Equation (15) or, in particular, (34).

Mathematical complexity
of the model

It is high for 3D and 2D cases, where only
numerical simulation is possible. An analytic
solution is possible for 1D case under some

additional assumptions.[188]

Medium complexity. Least complexity. Analytic solutions
are possible and exact expression for
MFPT (73) and for variance of FPT

can be obtained.[190]
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phenomena. For example, when there are two CFs in the dielec-
tric layer connected to opposite electrodes.[188]

The simplest lumped model is the compact one. It involves
additional assumptions on ideal periodical microstructure of
dielectric material (61) and low intensity of the thermal noise
comparing to the activation energy (62). In fact, various lumped
compact models without noise sources are widely used as SPICE
dynamic models in EDA design tools.[190] Among the variability
models considered in this manuscript, from the perspective
given in Figure 20, in line with Table 3, the Stanford model
in Section 3.1 and the memdiode model in Section 5.2 could
be classified as lumped compact stochastic models. The quantum
transport variability model introduced in Section 3.2 could also
be regarded as a lumped compact model, as well as the model
depicted in Section 5.2.

4.3. Estimation of Stochastic Model Parameters from
Experimental Resistive Switching Data

In the compact model described by Equation (64)–(68), there is a
parameter set that is determined by the device dimensions and
material properties. The parameters are the distance between the
electrodes L, the period of the dielectric material structure l, the
height of potential barriers Ea or activation energy of diffusing
particles (metal ions, or oxygen ions and vacancies in the case
of VCMs), prefactor τ0 of Kramer’s time (63) or period of thermal
vibrations of dielectric lattice atoms, the coefficients BSET and
BRES in (61) for positive and negative voltages V, as well as
the active layer temperature T during the switching process.

Parameter L is known for each device, the parameters l, Ea,
and τ0 can be found for each dielectric material. According to
many estimates, the temperature T in the active zone inside
the sample could be much higher than the ambient temperature,
but accurate measurements are not available. Finally, the param-
eters BSET and BRES cause the greatest difficulty in the determi-
nation process.

According to (75), at a constant temperature, the dependence
of the logarithm of the average switching time Θ on voltage
V¼ V0 is a straight line

lgΘ ¼ a� BV0

kBT
lg e (76)

where a ¼ lgðL=2lÞ þ lg τ0 þ ðEa=kBTÞ lg e is a constant inde-
pendent of V0 if the temperature is independent of V0. In the
general case, it can be assumed that the sample temperature does
not remain constant and is a function of the control voltage,
T¼ T(V0). For example, the temperature may rise as V0

increases. In this case, the lg(Θ(V0)) plot deviates from a
straight line.

Let us first consider the case when the temperature does not
depend on the voltage and the lg(Θ(V0)) plot is a straight line, as
shown in Figure 23. Such dependence was observed experimen-
tally in refs. [178,184,215]. The description of the experiment for
measuring Θ is given below.

Notice that for the use of the compact model proposed above,
there is no need to determine the absolute values of parameters
l, L, Ea, BSET, BRES, and T, but only the ratios l/L, β¼ Ea/kBT,
BSET/kBT, and BRES/kBT. The ratios BSET/kBT and BRES/kBT can

be determined from the slope of the experimental straight line
lg(Θ(V0)).

If we write the equation of the straight line shown in Figure 23
in the following form

lgΘ ¼ a� bV0 (77)

the parameter b can be used to estimate the ratio of the param-
eters BSET/kBT and BRES/kBT of the compact model. Comparing
(76) and (77), we get

B
kBT

¼ b
lg e

(78)

Let us turn to the experimental data. Table 4 provides specific
BSET/kBT and BRES/kBT values determined from published data.
The dependencies of the switching times on voltage drop for var-
ious materials and structures are obtained. It can be seen that
these parameters depend on specific materials of the device
structure and the type of diffusing particles.

Similar measurements were also carried out in the framework
of this work for the structure Au(20 nm)/Ta(40 nm)/
ZrO2(Y)(20 nm)/Pt(20 nm) with an active area of 20� 20 μm2.
The fabrication details of these devices are described in
ref. [216]. It was shown that this technology exhibits stable bipo-
lar RS associated with oxygen ion/vacancy migration and forma-
tion of regions of different species concentration.

The choice of ZrO2(Y) as the functional dielectric material in
these devices was due to the following. For RS in VCMs with
transition metal oxides, a sufficient concentration of oxygen
vacancies is required. Usually, the required vacancy concentra-
tion is achieved by the deposition of nonstoichiometric oxides.
This is obtained by oxide film annealing in vacuum after the layer
deposition, or as a result of electrochemical oxidation/reduction
reactions at the interfaces of a functional oxide with reactive
metal electrodes.

In ZrO2(Y), oxygen vacancies are the elements of the crystal
structure, and the vacancy concentration in equilibrium is deter-
mined by the Y concentration (the number of oxygen vacancies is
1/2 of the number of Y atoms). Thus, by varying the Y fraction,
one can control the equilibrium concentration of oxygen vacan-
cies in ZrO2(Y). It should be emphasized that the oxygen vacancy

Figure 23. Linear part of the dependence of the logarithm of the average
switching time lgΘ of a memristive device (in the transition from LRS to
HRS) on the switching voltage V0 at a constant temperature (kBT¼ const).
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concentration in ZrO2(Y) is determined solely by the Y concen-
tration and almost does not depend on temperature, environ-
ment, etc. This, along with the high mobility of anions,
makes ZrO2(Y) a promising material for memristive
applications.[63,217–220]

The electrical contacts to the device pads were provided using
the Everbeing EB-6 probe station. The sign of the voltage
across the device corresponds to the potential of the bottom elec-
trode relative to the potential of the top electrode. The studies
were carried out using the USB-6341 data acquisition system
(National Instruments). All the measurements were carried
out on the same memristive device.

In this work, we analyzed the change in the device resistive
state from the initial LRS to the HRS under the influence of pos-
itive pulses of different amplitudes. For this purpose, an input
signal was applied to the device, which was an alternating
sequence of positive and negative pulses with a duration of
0.1 s. The amplitude of the positive pulses V0 varied in the
1.0–1.2 V range. To ensure the invariance of the initial resistive

state, the amplitude of the negative pulses was constant (�2 V).
The input signal was applied to the device with a sampling
frequency of 2MHz. The device response was recorded at a
sampling rate of 2MHz. The experiment was repeated 114 times
for each positive pulse amplitude.

The change in the resistive state occurred at different rates
depending on the value of the positive pulses amplitude
(see Figure 24). We used the threshold level of the current to
calculate the first passage time θ for each current waveform
and then averaged the obtained values within one value of V0.

Figure 25 shows the dependence of the MFPT θ on the con-
stant voltage V0 (at 300 K).

The dependence of lg(θ(V0)) in the range V0¼ 1.0–1.2 V can be
approximated by a straight line; therefore, we can conclude that
the temperature T in this range does not depend on the voltage
V0. According to these data, the ratio BRES/kBT¼ 30.5� 0.6 V�1.
This value is in qualitative agreement with microscopic parame-
ters according to (60).

Let us now consider the case when the temperature goes up
with an increasing voltage. According to the results of the study
of memristive devices using microstructural models (see, for
example,[178]) thermal equilibrium is established in memristors
in a fast manner, compared to the switching time. Therefore, to
determine the temperature in the active region of the device, one
can use the stationary solution of the equation for temperature
(15) or (34). According to (34), the stationary temperature value as
a function of voltage V0 has the form

T ¼ T0 þ AV2
0 (79)

where A is some coefficient. Substituting (79) into (76) we get

lgΘ ¼ a1 þ
Ea

kBðT0 þ AV2
0Þ
lg e� BV0

kBðT0 þ AV2
0Þ
lg e (80)

Figure 24. Examples of an I(t) waveform obtained under the influence of a constant bias voltage of þ1.0 V (red circles) and þ1.2 V (blue squares) for
different time scales: a) 0–0.1 s, b) 0–9ms, and c) 0–9 μs.

Table 4. Parameters BSET/kBT and BRES/kBT determined from published
experimental data for various materials and structures.

The structure of
the memristive device

Diffusing
particles

BSET/kBT
[V�1]

BRES/kBT
[V�1]

References

Pt/TiO2–TiO2�x/Pt Oxygen vacancies 5.1 3.3 [184]

Ag/a–Si/pþ–Si/Pt Silver ions – 6.14 [215]

Pt/Ta/Ta2O5/Pt Oxygen vacancies – 8.9 [178]

Pt/W/Ta2O5/Pt Oxygen vacancies 18.6 – [252]

Pt/Ta/Ta2O5/Pt Oxygen vacancies 28.8 – [252]

Au/Ta/ZrO2(Y)/Pt Oxygen vacancies – 30.5 This work
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where a1 ¼ lgðL=2lÞ þ lg τ0. The dependence lg(Θ(V0)) is shown
in Figure 26.

From the results presented in Figure 26, it follows that, given
the increase in temperature, the switching time decreases as V0

rises in faster way than at a constant temperature. According to
the proposed model, temperature determines the noise intensity
—a random force due to which diffusion particles can overcome
potential barriers. As the noise intensity increases, such transi-
tions become more frequent and the average switching time
decreases. From the results presented in Figure 26, it follows that
with A¼ 400, the switching time can decrease by 1 orders of
magnitude. For A< 100, the RS acceleration is much smaller,
and the lg(Θ(V0)) plot is difficult to distinguish from a straight
line. The measurement results for various samples, taken into
account in Table 4, do not have significant deviations from a
straight line. Therefore, considering the error of these measure-
ments, we can conclude that for these memristive devices, the
effect of temperature increase with increasing voltage V0 is
insignificant.

The developed stochastic approach to model memristive sys-
tems was successfully tested on devices based on ZrO2(Y).
Experimentally determined parameters made it possible to qual-
itatively, or even quantitatively, describe such classical

phenomena as stochastic resonance,[34] resonant activation,[221]

as well as the phenomenon of transient bimodality, which is
characteristic for stochastic systems.[190] The manifestation of
these and other phenomena in memristive systems indicate that
the memristor is a complex stochastic system, and it allows the
successful application of an arsenal of modern statistical meth-
ods not only to describe and predict the rich response of mem-
ristive devices but also to control their behavior using noise.

5. Variability Behavioral Models

5.1. Variability under the General Memristor Model Formalism

In this section, we present an approach tackling with the variabil-
ity of the parameters employed in a memristor model, the rela-
tion between these parameters and the consequences on the
model implementation. Specifically, we consider a memristor
representation described in the charge and flux domain, and
we describe how we have implemented a Monte Carlo frame-
work on the basis of this model to consider C2C variability.
The results are obtained using a HfO2-based memristor device
(in fact a RRAM device), forced to commute between high and
low resistance states for several tens of cycles.

5.1.1. Memristor Model Description

In this section, we refer to a simple model describing the opera-
tion of a memristor device, based on the charge and flux
approach, as defined in ref. [222]. According to this framework,
flux and charge can be obtained from the time integrals of voltage
and current as follows

ϕðtÞ ¼
Zt
�∞

VðτÞdτ (81)

and

QðtÞ ¼
Zt
�∞

IðτÞdτ (82)

In the case studied here, a train of identical pulses to program the
device, i.e., to define its state of operation. Under this circum-
stance, from Equation (81), the flux for a train of identical pulses
can be expressed as

ϕ ¼ m ⋅ ΔV ⋅ Δt (83)

wherem is the pulse number, ΔV is the voltage amplitude over a
zero volts reference, and Δt IS the temporal width of an individ-
ual pulse. It is apparent that we have considered an ideal flux-
controlled memristor, defined by a simple relation between
charge and flux[223–226]

Q ¼ Q0
ϕ

ϕ0

� �
1þn

(84)

In the above equation, Q0, ϕ0, and n are fitting parameters. n is
defined such that when n¼ 0, a linear relation between charge

Figure 26. The dependence lg(Θ(V0)) at temperature changing according
to the law described in Equation (80), and A¼ 100 (red circles) and
A¼ 400 (blue squares). The dashed line denotes the Arrhenius depen-
dence (Equation (76)) at a constant temperature T¼ T0. Parameters
Ea=kBT0 ¼ 40.3 and B=kBT0 ¼ 30.5 V�1.

Figure 25. Dependence of the mean first passage time θ on the value of
the constant voltage V0 (at 300 K).
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and flux exists. By rewriting Equation (84) in a more compact
way, it transforms into the following expression

Q ¼ G0 ⋅ ϕ1þn (85)

See that in this model (corresponding to Section 5.1) G0 is a
model parameter and should not be confused with the quantum
conductance that has a fixed value. Then, the current can be
simply obtained by deriving the charge in the model
Equation (85)

I ¼ Q ⋅
V
ϕ
⋅ ðnþ 1Þ ¼ G0 ⋅ ð1þ nÞ ⋅ ϕn ⋅ V (86)

and as a result, the (mem)conductance G could be then
calculated as

G ¼ dQ
dϕ

¼ ðnþ 1Þ ⋅Q
ϕ

¼ ðnþ 1Þ ⋅ G0 ⋅ ϕn (87)

assuming that n is a constant. This can be used for our
convenience as

dn
dt

¼ 0 (88)

5.1.2. Statistical Analysis

We have applied the model described above (see also[227]) to fit
two sets of experimental cycles; the first with ΔV¼þ0.9/�0.7 V
and Δt¼ 10 μs, the second with ΔV¼þ0.75/�0.6 V and
Δt¼ 100 ns; where each data set consists of ten cycles, each com-
prising 500 identical pulses of consecutive potentiation and
depression processes. Both the experimental and modeled con-
ductance versus the number of applied pulses are shown in
Figure 27. It should be noted that in this device both potentiation
and depression operations are considered to be in the LRS.[228]

The model, as described by Equation (85), needs in principle
only two parameters (i.e., G0 and n) to describe the device behav-
ior during the depression or the potentiation phases. Since we

are considering the device operation in the context of a potential
neuromorphic application, we focus on the relation between the
two parameters in consecutive potentiation and depression
events. The Monte Carlo model implementation (see the details
below) provides a reasonable guess on the parameter values from
one cycle to the next. In brief, we need to determine if there exists
any relation betweenG0 and n in the potentiation (or depression),
as well as in the values corresponding to the next depression (or
potentiation) steps.

In the first step, the values extracted from the model fitting
to the experimental measurements are plotted as illustrated in
Figure 27a. This fitting provides us with a list of values for
each potentiation/depression step. We first analyze the possible
correlation of each parameter separately. To do so, in
Figure 27b, we plot n in one potentiation (depression) cycle
versus the following depression (potentiation) cycle, for all the
series of cycles appearing in Figure 27a. Then, we can model
the value of the parameters in the next cycle (tþ 1) as a
function of the values of the parameters in cycle t plus a random
error

nðtþ 1Þ ¼ αnnðtÞ þ εnðnðtÞÞ (89)

G0ðtþ 1Þ ¼ αgG0ðtÞ þ εgðG0ðtÞÞ (90)

where αn and αg are constants, and the error εx (x could be n or
g, depending on the parameter selected) can be written as a
Gaussian error as follows

εxðpÞ ¼ Pxe�p2=σ2x (91)

where in the second step, it is verified whether a relationship
between n and G0 exits or not. To do so, n versus G0 is repre-
sented and the correlation calculated. The connection between
them can be written as follows

G0 ¼ G1en=n0 þ εp,dðnÞ (92)

In the above equation, two indexes {p,d} where used to indicate
that the error could be different in the transition from potentia-
tion to depression or the other way around. Although, for small

Figure 27. a) Evolution of the experimental (symbols) and modeled (line) conductance versus the number of applied pulses. This plot shows the con-
ductance for two different pulse widths. b) The value of n at timestep t versus the value of n in the previous step t-1. Notice the clear linear relation
between the potentiation (n> 0) and the next depression cycle (n< 0).
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values of the parameter n, the last relation could be also proposed
in a linear manner as follows

G0 ¼ G2 þG1nþ εp,dðnÞ (93)

Thus, the Monte Carlo model has two parts: first, an estimation
of the next value of n is calculated from the previous value using
Equation (89), and second, the conductance is obtained from
Equation (93).

5.1.3. Device Description and Measurement Procedure

The analyzed nanodevice is a four-layer stack 40 nm(TiN)/
5 nm(HfO2)/10 nm(Ti)/40 nm(TiN), with an area of 40� 40 μm2.
Deposition of the Ti and TiN layers was performed using magne-
tron sputtering, while the deposition of the active memory layer,
made of HfO2, was performed using atomic layer deposition.[229]

These devices demonstrate filamentary-type memristive behavior
described by.[228] The switching is initiated by means of a forming
process that is not shown here.

Starting from the initial state defined by a DC voltage, within
the resistance distribution of either LRS or HRS, a pulsed char-
acterization was carried out with a sequence of 300 identical
pulses with an 80ms period and a reading operation at
100mV after each pulse. Potentiation curves were obtained, start-
ing from the HRS, while depression curves were started from the
LRS. In order to evaluate the effect of the programming
conditions, i.e., Δt and ΔV, after each sequence the cell was
re-initialized by DC operations and a new sequence was per-
formed with slightly modified programming parameters. The
voltage variation, ΔV, of the applied pulses was span between
0.3 (�0.3 V) and þ1 V (�1 V) with a 50mV step for depression
(potentiation) operations. Having in mind to avoid any irrevers-
ible damage to the memory cell, the maximum applied voltage
during this step was limited to the maximum value applied dur-
ing previous DC characterization. The Δt was varied between
100 ns and 300 μs, with two series per decade for both types
of operation, with a fixed pulse rise and fall time of 40 ns. It
is worth to emphasize that no external current limitation was
applied during the pulsed characterization.

An important issue for characterizing memristor devices is
the potentiation dynamics (conductance increase) and depres-
sion dynamics (conductance decrease). These could be character-
ized and assessed by pulsed measurements. Of course, those
measurements should include a broad spectrum of parameters
values, varying with the pulse height (ΔV ) and its duty cycle,
i.e., the pulses time duration (Δt), while the memory-cell’s
initial state should be kept constant. Speaking in terms of
neuromorphic-oriented applications, connectivity strength is a
function of the incoming pulses; something that is subject to
proper programming. As a result, identification of the operating
regions of increasing and decreasing connectivity strength could
be identified.

In this study, we applied a series of identical pulses to themem-
ristor device, while monitoring its conductance. In addition, a read
operation at the end of each pulse was performed. Additional
information on how the original experiment was performed
can be found in ref. [228]. An example of the conductance sequen-
ces resulting from 500 identical pulses, repeated with increasing

ΔV and a fixed duration of Δt¼ 10 μs and 100 ns, is given in
Figure 27a for both potentiation and depression processes.

5.1.4. Obtained Results and Discussion

It is worth calling the reader’s attention to the fact that in the
studied devices, the transition process from HRS to LRS is faster
than that from LRS to HRS. Accordingly, the reinforcement pro-
cess of the CF creation is faster than the dissolution process on
average. This result reflects on the potentiation and depression
operations though both processes occur in the LRS. This would
lead only to a change in the model parameters, but the model
equations would still be able to reproduce measurements in a
satisfactory way.

As far as the Monte Carlo approach is concerned, as discussed
above, two different steps are needed: first, we need to relate n
variation to G0 variation; second, we also need a model for the
variation of any of those variables. As a first step, data from
Figure 27 were used to extract the n and G0 parameters for each
cycle shown in Figure 28. Then, the values of G1 and G2 were
obtained by fitting Equation (93) to these n and G0 values. In this
way, the Monte Carlo model reduces to a single parameter varia-
tion, thus simplifying the implementation. This order reduction
has already been observed in other devices and seems to be
caused by the underlying physical origin of the values used by
this behavioral model.[230]

From the above process, we get the following calculated values
G1¼ 14.31 S and G2¼�7.03 S. The error ε can be modeled as a
Gaussian distribution in Equation (91), with a standard deviation
σ¼ 152� 10�6 S and mean μ¼�22.4� 10�6 S. In a second
step, n is obtained. In this case, we can see in Figure 27b
and 29 that there is a clear correlation between n in the potentia-
tion part of the cycle and n in the depression region. No such
relation is observed in the opposite case, or even in between
the values of n in the same region (potentiation or depression)
for consecutive cycles, as seen in Figure 29. Thus, n must be
modeled in two different ways: one for the transition between
potentiation and depression (a linear relation works well), and
another one for the opposite transition.

Figure 28. Experimental values of n and G0 for each potentiation and
depression set of cycles. Notice that n> 0 corresponds to potentiation,
while n< 0 corresponds to the depression part.
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In the first case, i.e., the potentiation to depression transition,
the relationship appears to be simple

nðtÞ ¼ �nðt� 1Þ (94)

In the case for the depression to potentiation transition, this can
be modeled by a Gaussian distribution, with standard deviation
σ¼ 0.07 and mean μ¼ 0.10. Notice that the difference is very
clear, since in this occasion the relations n(t�1)< 0 and
n(t)> 0 hold true, while the opposite relations hold true for
the potentiation to depression transition. A modeling scheme
based on time series that complements the analysis unfolded
in this section is given in Section 5.3.

5.2. Application of the Dynamic Memdiode Model to C2C
Variability

As highlighted in the introduction and previous sections, vari-
ability in resistive memories in general and in bipolar-type fila-
mentary RS devices in particular are hot research topics.
Variability was shown to be the result of morphological changes
in the CF at the atomic scale.[5,231] Since this kind of variability is
inherent to RRAMs operation, any compact model intended to
reproduce as realistically as possible their behavior in the circuit
simulation landscape must contemplate this phenomenon. In
particular, this section focuses on the inclusion of noncorrelated
C2C variability in the Dynamic Memdiode Model (DMM) for
RRAM devices.[164,165] The DMM describes the conduction char-
acteristics of RS devices under the application of arbitrary input
signals. The origin of the switching behavior is related to the cre-
ation and destruction of the CF that spans across the dielectric
layer. This in turn is linked to the metal ions or oxygen vacancies
displacement depending on the device type (CBRAM or
OxRAM). In bipolar devices, the transition between HRS and
LRS (CF formation) and vice versa (CF rupture) takes place at
opposite voltages.[232,233] This is the case we are going to analyze
next.

The DMM reproduces the hysteretic behavior of the memris-
tive device by means of two nonlinear coupled equations: one for
the electron transport (Equation (95)) and one for the memory

state (Equation (96)). According to the DMM, the I–V character-
istic reads (see expression (8))

IðVÞ ¼ I0ðλÞ sinh fαðλÞ½V � ðRcðλÞ þ RiÞI�g (95)

where V is the applied voltage, I0 is the current amplitude factor,
Rc is a variable series resistance, and α is a variable model param-
eter. Ri refers to a fixed resistance related to the snapback voltage
correction ðV sb ¼ V � Ri · IÞ.[234] The Ri value corresponds to a
vertical current increase at the transition voltage VT. Notice that
Equation (95) includes three different parameters with
λ-dependence. For simplicity, these parameters are assumed
to change linearly and in the same way from a minimum
(off ) to a maximum (on) value as a function of λ. For example,
I0ðλÞ ¼ Ioff þ ðIon � Ioff Þ · λ, where Ioff and Ion represent the
minimum (HRS) and maximum (LRS) current amplitude values,
respectively. λ runs from 0 to 1 and is called the memory state of
the device (a state variable in the general memristor model). Its
purpose is to control the transitions HRS↔ LRS. According to
Equation (95), HRS depends exponentially on V, while LRS
depends linearly on V (because of the potential drop across
the series resistances Ri and Rc). λ is described by a balance-type
voltage-driven differential equation[164]

dλ
dt

¼ 1� λ

τSðλ,V sbÞ
� λ

τRðλ,V sbÞ
(96)

where τS,R [s], called TS and TR, respectively, in the model script
in Table 5, are the characteristic times for the set and reset tran-
sitions. They are expressed as

τSðVÞ ¼ exp ½�ηSðV sb � VSÞ� (97)

τRðVÞ ¼ exp ½ηRλγðV sb � VRÞ� (98)

where ηS,R [V�1], also called etas and etar, respectively, in the
model script shown in Table 5, are the transition rates; VS,R

[V] are the set and reset switching voltages, respectively.
The snapback current (isb in the model script) acts as a threshold
current for the snapback effect and the snapforward parameter
γ ≥ 0 (called gam in the model script) controls the reset transi-
tion rate. H0 is the initial memory state. RPP in Table 5 is a par-
allel resistance required by the output current generator. Further
details about the Dynamic Memdiode Model can be found in
refs. [164,165].

The model script is presented in Table 5. The script contains
the model parameters as well as the transport and memory equa-
tions. þ and – are the conventional device terminals, while H is
the output terminal for the memory state (not used in this work).
For illustrative purposes, Figure 30 shows a simulated curve with
the DMM for a sinusoidal applied signal with amplitude 1.5 V
and frequency 1 Hz. While Figure 30a shows the I–V character-
istic in logarithmic scale, Figure 30b shows the same I–V curve
(in black) in linear axis and the resulting curve after the snapback
correction (in red). Notice the vertical current increase in the red
curve occurring at VT.

Before introducing variability in the script, it is essential to
understand themodel behavior and the role each parameter plays
within it. In ref. [235], a one-way sensitivity analysis was per-
formed in a simpler version of the memdiode model. In the

Figure 29. Parameter n at transition t versus n at a transition of the same
type (t-2).
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referred paper, the impact of the model parameters in the simu-
lated I–V characteristics was evaluated for four observables (HRS
and LRS current magnitudes, SET and RESET voltage transi-
tions) and the results reported in a summary table. Similarly,
in this subsection, the effect of considering variability in the
key model parameters is studied one at a time using the σ
(sig) values incorporated into the model script. The inclusion
of C2C variability in the DMM is performed by adding a
Gaussian random number generator to the model parameters

(gauss function in LTSpice). This function returns a zero cen-
tered normal distribution function with a standard deviation
σ. This is indicated in Table 5: red for a normal distribution
and blue for a lognormal distribution. This selection is consistent
with the experimental study carried out in ref. [235]. Figure 31
shows the results obtained from this analysis varying a) Ioff,
b) Ion, c) Isb, and d) vr one at a time. The reported results corre-
spond to 100 cycles.

Notice that Isb and vr changes only affect the transition regions
as expected. Nevertheless, Ioff not only impacts the HRS current
but also the set transition. Similarly, Ion not only impacts the LRS
current but also the reset transition. As it can be seen in Figure 31
as well as in our previous study,[235] a single random parameter
can impact more than one region of the simulated curves. This is
a consequence of the hysteresis effect and is referred to as vari-
ability propagation in the simulation process. The results reported
in Figure 32 indicate that an excess of model parameters with
variability (concurrent variability) can introduce over-randomness
in the simulated curves which in the context of circuit simulation
can be hard to keep under control. This is further discussed next.

Once the impact of including variability in a single model
parameter at a time has been analyzed, the second step consists
in investigating how a combination of randommodel parameters
affects the DMM output results. Here, for the sake of simplicity,
variability was included in some of the key model parameters
without considering cross-correlation effects among them. In
ref. [235], the main features of C2C variability in a HfO2-based
RRAM device were reproduced using an iterative approach for
the selection of the model parameters but the process was
applied to a simpler version of the memdiode model. Notice that
by including variability in 4 parameters (Ioff, Ion, Isb and vr) sim-
ulations exhibiting C2C variability in all the curve regions can be
achieved. As illustrated in the inset of Table 5, the procedure con-
sists in generating a 100-cycle set of 1 s simulations, each one
obtained after the application of the same input signal (sinusoi-
dal voltage with frequency 1Hz and amplitude 1.5 V).
Importantly, each loop in the simulation is computed indepen-
dently from the others ruling out correlated C2C. The results are
obtained using the model script and the parameter values
reported in Table 5. Figure 32 shows the simulated I–V curves,
a) in logscale and, b) in linear scale. The magnitude of the
fluctuations can be changed using the σ value associated with

Figure 30. Simulated I–V curve obtained with the script and parameter configuration in Table 5, without including variability. a) in logscale and b) in linear
scale (black) presenting the snapback correction (red).

Table 5. LTSpice DMM script including the transport and memory
equations. Variability is included in several key parameters. The
Gaussian function is added in red for normal distributions and in blue
for lognormal distributions. The LTSpice schematic is included for
simulating 100 cycles under the voltage and timing considerations.

.subckt memdiode þ - [H]

.params
þ H0¼ 0 ri¼150 RPP¼ 1E10 vs¼2.0
vt¼0.45 gam¼0.2; if gam¼0 no SF
þ etas¼40 etar¼20 aoff¼2 roff¼10
aon¼2 ron¼10
þ vr¼vr0þgauss(sigvr) vr0¼ -0.4
sigvr¼0.02
þ isb¼isb0þgauss(sigisb) isb0¼ 40 E-6
sigisb¼5 E-6; if isb¼1 no SB
þ ion¼ion0*exp(gauss(sigion)) ion0¼ 3 E-3
sigion¼0.1
þ ioff¼ioff0*exp(gauss(sigioff ))
ioff0¼ 20 E-6 sigioff¼0.25
*Memory Equation
BI 0 H I¼if(V(þ,-)>¼0,(1-V(H))/TS(V(C,-)),-
V(H)/TR(V(C,-)))
CH H 0 1 ic¼{H0}
*I-V
RIþ C {ri}
RS C B R¼ K(ron,roff )
BF B - I¼ K(ion,ioff )*sinh(K(aon,aoff )*V(B,-))
Rpar¼{RPP}
*Auxiliary functions
.func K(on,off )¼offþ(on-off )*limit(0,1,V(H))
.func TS(x)¼exp(-etas*(x-if(I(BF)>isb,vt,vs)))
.func TR(x)¼exp(etar*pow(V(H),gam)*(x-vr))
.ends
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each model parameter. Variability in the rest of parameters:
ri, etas, etar, etc. is also possible but caution should be
exercised since this can introduce over-randomness as discussed
earlier.

After presenting the model response to concurrent variability,
additional concerns about the variability propagation problem
can arise. For instance, variability propagation can introduce
an unexpected behavior in the HRS current: since for the exam-
ple discussed here simulations start in the first quadrant and fin-
ish in the third quadrant, the initial and final spread of the
resulting I–V curves (HRS) can be different if the experiment

is not properly designed. However, this is a possible outcome
that can occur under specific experimental circumstances.
First, we have to take into account the impact of the applied volt-
age span, i.e., if this span is not large enough to produce a com-
plete set or reset of the device, then variability in the simulated
HRS curves will be different for positive and negative voltages.
This aspect of the problem was studied in ref. [235], and it was
referred to as voltage-induced variability.

Second, the simulation cycle number can also have influence
on the symmetry of the I–V loop if cycles are not independent. A
difference between the first and the subsequent cycles can be

Figure 31. Impact in the I–V characteristics of including variability in model parameters one at a time: a) Ioff, b) Ion, c) Isb, and d) vr.

Figure 32. I–V curves from 100 cycles simulations including variability in the 4 specified parameters as presented in Table 5. a) in logscale and b) in linear
scale.
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interpreted as a propagation variability issue. In this case, the
first HRS cycle is strongly connected with the initial memory
state parameter H0 which is sometimes unknown or simply
put to zero. However, in the second cycle, if the cycles are not
independent, the initial HRS current value is forced by the mag-
nitude of the previous reset event. In Figure 33, a density plot
comparing the initial and final HRS current values (extracted
at �0.2 V, respectively) are compared for the first and second
cycles and the maximum applied voltage: a) 1st cycle and
Vmax¼ 0.9 V, b) 1st cycle and Vmax¼ 1.5 V, c) 2nd cycle and
Vmax¼ 0.9 V, and d) 2nd cycle and Vmax¼ 1.5 V. Figure 33b,d
shows that the initial and final HRS current distributions coin-
cide because the voltage span is high enough to induce the com-
plete reset of the device.

However, Figure 33a,c shows a different behavior. In a), the
densities are shifted, meaning that the initial and final HRS cur-
rents do not match as experimentally expected. This difference is

voltage induced since 0.9 V is not high enough for the device to
reach the full reset condition and therefore the final HRS current
is ruled by this incomplete reset process. c) Corresponds to the
second cycle but since the initial HRS current is ultimately deter-
mined by the previous incomplete reset process, both the initial
and final HRS current distributions (measured at opposite vol-
tages) match. If the reset process is not complete, the I–V loop
stabilizes only after one or more cycles.

In summary, this subsection reported a simple approach for
including uncorrelated C2C variability in the DMM for RRAM
devices. The model is able to generate random I–V curves with
the desired variability. A more realistic scheme not only should
include self-correlation effects in the model parameters but also
cross-correlation effects. This imperatively requires a detailed
time-series analysis such as that reported in ref. [144]. In addi-
tion, the effects of variability propagation and the role played by
the voltage sweep span were also discussed.

Figure 33. Comparison between the initial and final HRS current densities for different voltage and cycle situations: a) 1st cycle and Vmax¼ 0.9 V, b) 1st
cycle and Vmax¼ 1.5 V, c) 2nd cycle and Vmax¼ 0.9 V and d) 2nd cycle and Vmax¼ 1.5 V.
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5.3. Time-Series Modeling of Cycle-To-Cycle Variability

In this final subsection, we will focus the attention on a
completely different modeling approach: the times-series statis-
tical analysis (TSSA). After the thorough experimental descrip-
tion of variability in Section 2, and the explanation of
different modeling procedures (Section 3 and 4), we will develop
expressions here that allow the calculation of RS parameters,
such as the reset and set voltages, using previous values of these
voltages, i.e., values corresponding to past cycles in a RS series.

From a purely statistical viewpoint, RRAM variability reflected
in RS parameters has been analyzed using the Weibull distribu-
tion (WD).[4,236,237] This classical distribution is a reasonable
option for filamentary RRAMs since it is a weakest-link type
distribution (the failure of the whole is related to the weakest ele-
ment). Reliability analyses with the WD assume that times to fail-
ure, in our case set voltage and/or reset voltage (we are
considering devices under ramped voltage stress), are indepen-
dent, although this assumption may not be valid in RRAMs,
since successive observations (cycles) could be highly dependent
(the CF is formed making use of broken parts of previous ones,
as shown by kinetic Monte Carlo simulations[37,238]). Other
approaches have been proposed to tackle variability statistical
study; for instance, clustering statistical analysis, complementing
theWD,[239] and convolution-based modeling.[240] Phase-type dis-
tribution functions have also been successfully employed for the
description of RRAM variability.[32,241]

TSSA has been successfully applied in the fields of economics
and sociology, and it has also been used in engineering and reli-
ability of electronic devices.[242] TSSA was also valuable to analyze
and model RRAM cycle-to-cycle variability.[144,243,244] This type of
statistical technique is appropriate for modeling physical mech-
anisms that show “inertia” in some of their features. In RS
cycling, for the devices we will consider below, a CF is created
(set process) by using the remnants of the CF ruptured in the
previous cycle (reset process). In this way, we study the relation
between consecutive cycles and analyze the device “memory” in a
long RS series, i.e., the parameters (Vset or Vreset) that character-
ize consecutive cycles in a RS series are connected (therefore, the
concept of autocorrelation comes up).

For the TSSA application, some mathematical conditions have
to be fulfilled, for instance, time-series stationarity.[144,243,245,246]

RS parameters can be forecasted by means of algebraic expres-
sions that include the values of the RS parameters corresponding
to previous cycles (in this manner we account for the recent his-
tory, or to put it in other words, the inertia in the RRAM RS oper-
ation). The number of previous cycles to consider in the models
can be obtained through autocorrelation and partial autocorrela-
tion analyses.[144,243–245]

To begin with, Equation (99) shows a univariate (only Vreset

values of different cycles are considered to model the current
reset voltage) time-series model. The weights (∅1…∅p) of the
autoregressive (AR) model have to be found. The determination
of the order of the model (p) and weights to use (i.e., how many
Vreset values from previous cycles we need to forecast the current
cycle in terms) is not straightforward. The order of the model
depends on the physics governing RS; nevertheless, we do not
deepen into this issue, assuming we have no knowledge about

it. Instead, we will only use the information provided by the
experimental data, assuming that the underlying physics and
the technological details are “hidden” in the experimental RS
data collected.

V resett ¼ ∅1V resett�1
þ∅2V resett�2

þ : : : þ∅pV resett�p
þ εt (99)

The TSSA models using Equation (99), or the equivalent equa-
tion for Vset, are, therefore, empirical. Equation (99) could be
modified to account for centered variables (e.g., Vreset-μ, where
μ is the Vreset mean in the RS series), this formulation is equiva-
lent to include a constant term Φ0 in the model.[144] The term εt
stands for a residual (in the TSSA terminology), it describes the
model error, the difference between the measured and the mod-
eled values. We can omit this term in the analytical expressions
for the sake of brevity in an engineering context.

Equation (99) represents an AR model;[245] however, this type
of model cannot be fitted satisfactorily to all data sets. If it does
not work, we have to move towards more complex models, such
as autoregressive moving average (ARMA) models. This alterna-
tive modeling approach includes AR and moving average (MA)
parts combined.[245] MA models are made of a linear combina-
tion of past residuals,[245–247] see Equation (100) for the formu-
lation of an ARMA(p,q) model for Vreset.

V resett ¼ ∅0 þ∅1V resett�1
þ : : : þ∅pV resett�p

þ θ1εt�1 þ : : : þ θqεt�q

(100)

where V resett is the reset voltage at current cycle and V resett�k
are

the reset voltages lagged k cycles, εt�k are the errors (residuals)
generated in earlier cycles, with ∅i (i¼ 1, …, p) and θj ( j¼ 1,…, q)
being the unknown regression coefficients to be estimated in the
modeling process. As highlighted above, in TSSA, the term εt is
usually included in the model, but in our case, we assume it. For
the set voltage a parallel process could be performed.

As an example of the modeling capacity of the time-series
approach, we used measured data from VCMs fabricated at
the Institute of Microelectronics in Barcelona. The devices were
fabricated with a W bottom electrode, a TiN/Ti stack for the top
electrode and a dielectric made of a 5 nm HfO2 layer on top of
2 nm Al2O3 layer.[33,248] Measurements were obtained using a
Keysight B1500A Semiconductor Parameter Analyzer controlled
by GPIB. Successive ramped voltage signals (0.08 V s�1) were
applied to the TiN/Ti electrode with respect to the grounded
W electrode (see Figure 34). The reset voltage was determined
as the value where the maximum current is obtained in a reset
curve. The set voltage was obtained by finding the maximum sep-
aration of the measured curve to an imaginary straight line that
joins the first and end points of the measured curve, in other
words, finding the set curve knee (see Method 2 for Set voltage
determination in ref. [127]). The reset and set voltages and cur-
rents series are shown in Figure 34.

The autocorrelation function (ACF) for these series of values
gives us a useful measure of the degree of dependence among
the data (reset or set voltages) of different cycles. It can be calcu-
lated as follows
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ρðkÞ ¼ CorðV resett�k
,V resettÞ ¼

CovðV resett�k
,V resettÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

VarðV resettÞVarðV resett�k
Þp ¼ γðkÞ

γð0Þ
(101)

where Cov and Var are the covariance and variance, respec-
tively.[245] Notice that the ACF measures the correlation between
two variables separated by k cycles. The ACF plot corresponding
to our data is shown in Figure 35.

It can be seen that the correlation is important in both cases
(the values are higher than the threshold bounds indicated by the
dashed lines). This means that the past values of Vreset and Vset

significantly affect the actual value. This effect might be related to
the CF evolution from cycle to cycle, where the shape and rem-
nants left in reset processes clearly affect the next values.
The threshold bounds that mark the existence of correlation
are important, their calculation can be refined, as explained in

ref. [144], to account for the ACF values of previous lags,
although we have simplified them in this work for the sake of
clarity.

According to TSSA methodology, the next step is studying if
the time series of Vset or Vreset values constitutes a stationary
series[144] (the data mean, variance, and correlation do not depend
on the cycle interval where they are computed), which is a neces-
sary requirement for a correct modeling. If the series is not sta-
tionary (as it is our case here), different approaches can be used.
For instance, differentiating the series (i.e., using the increments
V resett � V resett�1

instead of Vreset). For our data set, this transfor-
mation generates new time series that is stationary. We calculate
the ACF and partial ACF (PACF)[144] (the PACF measures the
same correlation but eliminating the dependency due to the inter-
mediated lags (1, 2, …, k�1)) of these differential time series to
follow the modeling process, as shown in Figure 36.

Figure 34. a) Experimental I–V curves for several consecutive RS cycles showing the RS parameters Vset, Vreset, Iset, and Ireset measured under ramped
voltage stress. b) Set voltage, c) set current, d) absolute value of the reset voltage, e) reset current versus cycle number along the RS series measured.
f ) Cumulative distribution functions of the set and reset voltages.

Figure 35. ACF versus cycle lag for a) Vset and b) Vreset series plotted in Figure 34. The ACF maximum and minimum threshold bounds are �0.0619, as
shown with blue dashed lines.
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In the case of the differential series for the set voltage, we have
just one component, the corresponding to the previous cycle (lag
1), which dominates over the rest. A comparison with respect to
the threshold bounds is necessary. This result influences the
modeling, since just this component will be considered. The
analysis of the PACF (along with the ACF) suggests that some
previous residuals have to be included in the model, see
Equation (102). A similar analysis can be performed for the reset
voltages (see Figure 36,c,d), although in this case more residual
terms need to be incorporated.[245–247] In the modeling process,
the simplest mathematical expression is chosen among the dif-
ferent alternatives that come up. This is known as a parsimoni-
ous model in the context of TSSA.[246]

The model selection procedure followed indicates that the best
option is an ARIMA(0,1,1) for Vset and an ARIMA(0,1,2) for
Vreset. ARIMA models (autoregressive integrated moving
average) are used when the series is differentiated.[246]

After some algebra to isolate the current set and reset voltages
the final models are obtained, see Equation (102) for the set
voltage

Vsett ¼ V sett� 1
� 0.8634εt�1 (102)

and (103) for the reset voltage

V resett ¼ V resett� 1
� 0.5811εt�1 þ 0.0924εt�2 (103)

These models can be used to predict the values of the series
obtained in the laboratory for the devices under study, as shown
in Figure 37. In this respect, in addition to generate the cycle-to-
cycle variability randomly (accounting for the probability

function and the fitting parameters), as it is done in circuit sim-
ulators such SPICE, this modeling approach would allow to
reproduce the evolution of the RS parameters including the
“memory” effect inherent to the RS series (see an implementa-
tion example in Verilog-A in ref. [145]).

The TSSA could be enhanced if a multivariate approach is fol-
lowed as described in ref. [243]. In this case, for the modeling of
Vreset, both, previous values of Vreset and Vset should be used.
This would make sense after a causality study[243] to shed light
on the goodness of a multivariate approach, i.e., an evaluation the
improvement in the prediction capacity of the model including
lag values of the set and reset voltages. For this purpose, the anal-
ysis of the Cross correlation function among the residual of the
univariate models is useful. More details of this TSSA approach
are given,[243] but this discussion exceeds the scope of this
revision.

Some of the features and analyses connected to TSSA could be
employed to study the stochasticity of RS in different materials.
In this respect, a strong ACF in Vset or Vreset data implies that the
CF or CFs involved in RS are stable (that is why they show a
strong correlation between different cycles) and that could lead
to CF formations along paths formed by grain boundaries in
polycrystalline dielectrics or other features that fix the CF shape
and size (in these cases, a connection between the grain bound-
aries or other material formations and the CF nature is present).
In addition, a TSSA modeling approach can be used for circuit
simulation.[145] Other materials show lower ACFs when analyz-
ing Vset or Vreset data, this suggests different physical mecha-
nisms behind RS operation with a lesser degree of correlation
between consecutive cycles and, consequently, a reduced link
to the dielectric morphology.[249]

Figure 36. ACF and PACF versus cycle lag for the differentiated series. a) ACF and b) PACF for Vsett � Vsett�1
, c) ACF and d) PACF for V resett � V resett�1

.
The ACF and PACF maximum and minimum threshold bounds are �0.0619 shown with blue dashed lines.
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6. Discussion

We have shown in Section 2 that variability is an essential issue
in resistive memories operation and, as discussed along this
manuscript, this issue can be tackled in multiple and intricate
manners. From physical to behavioral models, combining sto-
chastic approaches as well as purely mathematical tools, all con-
verge to point out the importance of incorporating this
phenomenon into suitable EDA simulation tools which at the
end of the day can aid to the actual device design. In this respect,
working at the system level, where a large group of memory cells
must operate together, the predictability of the behavior of all
cells in a reasonable range is critical and this is something that
we cannot control easily for the moment.

As a general principle, ICs are designed at many different lev-
els: system, architecture, circuit, device, etc., being this activity
one of the most interdisciplinary. Each of the involved tasks
requires a different set of skills and, obviously, this is reflected
in the different needs imposed on the EDA tools. For instance, at
the device design level, it is most useful the capacity to simulate
all the physical effects involved in the operation including possi-
ble quantum effects. This approach, while accurate, fails when a
large circuit needs to be simulated since a highly descriptive level
implies intensive computing. Thus, the device models have to be
compact. These types of models fit the needs of the simulations
they target. When thousands of devices are involved and the cir-
cuit size crosses the threshold of the system level, compact mod-
els (usually physically based) are replaced by simpler models
(sometimes found in the behavioral realm), that takes abstraction
a step further, with much simpler equations allowing faster

simulations, but obscuring somehow the physical meaning of
the model parameters.

It is difficult to establish clear IC design guidelines including
RRAMs for the vast majority of the resistive memory technolo-
gies currently available, some of them still in its experimental
phase, not only because of the complexity of the phenomenon
and the many variables unknown but also because of the absence
of well-defined design rules, even for the devices themselves. The
way in which information is stored in RS devices inherently fluc-
tuates from cycle to cycle, and this is something everybody
agrees: circuit designers must cope with it. In some cases, during
operation, devices will be subject to low-voltage pulsed signals so
that the memory window and the HRS probability distribution
are known. In general, LRS is much more stable and is not con-
sidered critical as HRS in terms of circuit design. This latter
issue can be enlightened by the lumped compact model described
in Section 4. The potential profile (Equation (65)) in the master
equation (Equation (64)) presents a minimum for LRS (at y¼ L
during the set process atV> 0 in our formulation), but there is no
minimum in this potential for HRS during the reset process at
V< 0 (see also the comments after Equation (72)). Therefore, a
dielectric layer that could be modeled in the HRS operation with a
minimum in the effective potential Ueff(y) would be of interest.
Anyway, if only information related to the LRS and HRS is avail-
able, designers should be cautious. Models not only should
include dispersion effects, often represented in terms of CDFs
for the LRS and HRS, but also time correlation (time-series
dependence) and possible drift (degradation) effects.

For the context described above, a complete knowledge of the
electron transport mechanism might not be required, just the

Figure 37. a) Vset versus cycle number for the RS series under consideration. Measured values are shown by black lines and the modeled ones in blue,
b) Vset series detail for the cycle interval [600-900]. c) Vreset versus cycle number for the RS series under consideration. Measured values are shown by black
lines and the modelled ones in orange, d) Vreset series detail for the cycle interval [600-900].
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current value at a particular bias (read voltage), so that the vari-
ability problem simplifies a lot. However, introducing the voltage
dependence of the randomness for all the operation regions is
computationally demanding. For example, the Stanford (see
Section 3.1) and the memdiode (see Section 5.2) models attempt
to address this issue, but they assume no C2C correlation effects,
only a univariate dispersion of the model parameters.
Multivariate dispersion in the model parameters, and more com-
plex noise activity such as Levy flights, are issues that deserve to
be investigated in the future. See in Section 3.1 that different
aspects of the Stanford model could be improved in connection
to the variability description to account for experimental wide var-
iations of the set and reset voltages, HRS and LRS currents,
among other issues. This improvement could be implemented
accounting for the fluctuation-dissipation relations described
in Section 4.2.2. Another issue is related to Equation (3) that
is nonlinear due to dependence γ(g). This latter parameter
accounts for the effect of electric field between the CF tip and
the electrode. A more accurate description could be possible.

In connection with Section 3.2, it is important to highlight that
the development of compact models for RS devices useful in the
quantum regime is still in its infancy. In addition to the appro-
priate current–voltage relationship (quantum transport model)
and the hysteresis mechanism in the memory state of the device
(movement of ions/vacancies), the models must include
randomness of different nature that leads to data-to-data,
cycle-to-cycle, and device-to-device variability. This randomness
depends on the particular current regime, which makes the prob-
lem even more difficult to solve in a general way. The model
described in Section 3.2 should be considered as a physical
framework based on the Büttiker–Landauer approach for the
representation of the current fluctuations in the high resistance
state (HRS) regime only. In this respect, this is not a complete
model for fluctuations in RS devices, as expected for circuit
simulators. Nevertheless, the proposed model can be easily
incorporated into any circuit simulator because it simply consists
in an expression for the current–voltage characteristic driven by
Gaussian noise. This Gaussian noise in the context of a tunnel-
ing barrier height generates a lognormal distribution for
the current magnitude. Although we focus on cycle-to-cycle var-
iability, other kind of variability can be addressed making the
appropriate changes in the generator of random processes.
This is, for example, illustrated in Section 5.2, in which a partic-
ular version derived from the quantum model, the so-called

memdiode model, is used to generate the C2C variability in
the I–V loops.

Concerning Section 5.1, it can be highlighted that a neuromor-
phic circuit could benefit from a model that can directly forecast
the value of the device conductivity after N cycles of RS. This task
is found to be particularly appropriate by means of the charge-
flux paradigm. The description shown making use of only two
parameters reproduces quite accurately the actual memristor
behavior when a pulse train is applied. The corresponding
Monte Carlo model for the implementation of variability has only
two parameters (n and G0), and their variations are shown to be
correlated, thus providing a variability model that can be applied
even in hand calculations.

In the literature revised in this manuscript, we find different
models developed in a wide variety of platforms (Python,
MATLAB, PSpice, COMSOL, Ginestra, etc.) corresponding to
different modeling approaches. It is clear therefore that a stan-
dard model as happens for other mature technologies is unavail-
able yet. In this respect, there is a long way to go in the modeling
context. Some papers from the last few years point out that the
mechanisms involved in RS phenomena are strongly linked to
the device fabrication materials, as mentioned in Section 2.2.
In this respect, existing and future models should account for
material properties, together with the physical mechanisms
behind RS. New and hard efforts should be focused on the device
fabrication materials and architecture to unveil the variability
physics and develop suitable models for their use in EDA tools.

Finally, for the sake of clarity, we include all the models pre-
sented in this manuscript in Table 6 with their main character-
istics highlighted.

7. Conclusions

Resistive memories have a simple structure and are compatible
with CMOS technology; therefore, they can be integrated in the
conventional processes of the current electronics industry.
However, their huge potential in different applications could
be limited by their inherent cycle-to-cycle variability. The variabil-
ity issue is essential, and that is why we present here a revision
manuscript to comprehensively study variability from the exper-
imental and modeling viewpoints.

Variability is seen in experimental characterization under
ramped and pulsed voltage signals. Its influence on the device
operation depends on the fabrication materials and on the

Table 6. Summary of the models presented with the description of their main features.

Model Section Modeling approach SPICE/Verilog-A implementation RLRS RHRS Vset Vreset I–V curve shape Fitting process

Stanford 3.1 Physical Yes[132] Yes Yes Yes Yes Yes Yes

Mesoscopic 3.2 Physical No Yes Yes No No Partially Yes

Stochastic distributed 4.2.1 Physical No Yes Yes Yes Yes Yes Yes

Stochastic lumped 4.2.1 Physical No Yes Yes Yes Yes Yes Yes

Stochastic lumped compact 4.2.3 Physical No Yes Yes Yes Yes Yes Yes

Charge-flux approach 5.1 Behavioral Yes[253,254] Yes Yes Yes Yes Yes Direct extraction

Memdiode 5.2 Behavioral Yes[165] Yes Yes Yes Yes Yes Yes

Time series 5.3 Behavioral No No No No No No Yes
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physics behind RS. In this work, current variations were analyzed
accounting for their evolution in long RS series both for devices
based on conventional transition metal oxides, such as HfO2, and
those with 2D materials dielectrics, such as h-BN. The modeling
perspective to address variability is developed extensively through-
out the manuscript, including the most representative approaches
to analyze the variations in RS processes, with the potential to
come up with analytical expressions for compact modeling pur-
poses. The inclusion of variability in the Stanford model is
described, studying the role of the model parameters. A quantum
approach is also included to account for the flow of electrons in
confining structures that might be created in the RS processes. In
this approach, the device current is described using the Landauer’s
formulation for mesoscopic systems. Stochastic modeling is also
presented. In doing so, the appropriateness of distributed and
lumped models is discussed as well as the use of noise sources
in the differential equations that are employed to describe variabil-
ity. The estimation of stochastic model parameters is widely tack-
led. Behavioral models are also described from the perspective of
the general memristor model formalism, the application of a
dynamic memdiode model to calculate the device current and
the use of time-series analysis to reproduce the correlation
observed in measurements in long RS series.
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