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Quantum Machine Learning Implementations: Proposals
and Experiments

Lucas Lamata

This article gives an overview and a perspective of recent theoretical
proposals and their experimental implementations in the field of quantum
machine learning. Without an aim to being exhaustive, the article reviews
specific high-impact topics such as quantum reinforcement learning,
quantum autoencoders, and quantum memristors, and their experimental
realizations in the platforms of quantum photonics and superconducting
circuits. The field of quantum machine learning can be among the first
quantum technologies producing results that are beneficial for industry and,
in turn, to society. Therefore, it is necessary to push forward initial quantum
implementations of this technology, in noisy intermediate-scale quantum
computers, aiming for achieving fruitful calculations in machine learning that
are better than with any other current or future computing paradigm.

1. Introduction

Quantummachine learning has emerged in the past few years as
a promising field that could produce novel computing paradigms
in artificial intelligence and machine learning, by means of con-
trollable quantumdevices. Recent times have witnessed an explo-
sion of activity in this field, and several hundreds of papers specif-
ically in this topic have been published. For reviews in quantum
machine learning, see refs. [1–8]. Some textbooks in the field for
more introductory topics are refs. [9, 10].
Even though theoretical results more related to computer sci-

ence are important in the field, as they can show more easily
speedup evidence via complexity-class arguments, in our view it
is always important to carry out proposals for implementations,
for nearer-term devices instead of full-fledged scalable quantum
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computers, because i) this can motivate ex-
perimental groups to push a bit further
their technologies to be able to implement
these proposals in the short term, and ii)
there is some hope inside the quantum
machine learning community that with
noisy intermediate-scale quantum comput-
ers (NISQ)[11] one may be able to already
achieve some kind of quantum speedup,
and produce results which are useful for
industry and society. In this sense, in this
article we will review some theory propos-
als in the field of quantum machine learn-
ing, together with their experimental im-
plementations in the quantum platforms
of quantum photonics and superconduct-
ing circuits, which are two platforms that
seem particularly well suited for quantum
machine learning applications.

With this article we do not intend to give a thorough account
of the existing literature, or even cover most of it, which is al-
ready very extensive, but to select a few theory results which have
been carried out in the lab and describe them in some detail. We
will focus on three proposals and their respective quantum ex-
periments: quantum reinforcement learning, quantum autoen-
coders, and quantum memristors. These topics were reviewed
in ref. [6] in a more general way and with no focus on imple-
mentations. Here, we will emphasize more the experimental re-
alizations. In Section 2 we will describe proposals for quantum
reinforcement learning and their experimental implementations
with quantum photonics and superconducting circuits. In Sec-
tion 3, we will review the topic of quantum autoencoders via
quantum adders, and an experiment with superconducting cir-
cuits, and in Section 4 we will revisit the concept of photonic
quantum memristor, as well as its implementation with a quan-
tum photonics system. Finally, in Section 5 we will give the Con-
clusions.

2. Quantum Reinforcement Learning

The field of quantum reinforcement learning deals with ana-
lyzing quantum agents that interact with their outer world, so
named “environment” (not to be confused with the quantum en-
vironment producing decoherence), and adapt to it, following a
policy in order tomaximize their long-term rewards, see Figure 1.
For articles reviewing the literature on quantum reinforcement
learning, see, for example, refs. [6, 8, 12–14].
Here we will focus on a series of works[15–18] that proposed im-

plementations of quantum reinforcement learning with quan-
tum platforms such as superconducting circuits and quantum
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Figure 1. Scheme of quantum reinforcement learning. Reproduced under
the terms of CC-BY license.[15] Copyright 2017, the Author, Published by
Springer Nature.

photonics, considering ingredients such as quantum and classi-
cal feedback which in some cases have been available only very
recently. In these works, the aim of the quantum agent is to learn
a model of the environment, namely, to learn an unknown quan-
tum state, as an alternative protocol to more standard quantum
tomography. We will first describe the original theory proposals
for implementations, and subsequently review two experimental
implementations that were carried out, in quantumphotonics,[17]

in the Hefei group, and in superconducting circuits,[18] with the
Rigetti cloud quantum computer.
There have been other theoretical and experimental achieve-

ments in quantum reinforcement learning, in some cases with
proven speedups with respect to classical protocols. Some of
these works deal with a quantum agent interacting with a clas-
sical environment, with a quantum information processing via
Grover search. For a comprehensive account of the related liter-
ature, (see refs. [6, 8, 12–14]) one highlight to mention is a pio-
neering experiment with quantum photonics showing a speedup
that has been recently carried out.[19]

2.1. Theory Proposals

One of the first proposals for experimental implementations of
quantum machine learning, in this case with the platform of su-
perconducting circuits, was put forward in ref. [15]. In this pa-
per, a proof-of-principle minimal scenario of quantum reinforce-
ment learning, with a quantum agent, a quantum environment,
and ways to make them interact, was introduced, in order to pave
the way for experimental implementations with available super-
conducting circuit technology. A crucial ingredient of the analy-
sis was the suggestion to use coherent quantum feedback, which
had only very recently been achieved in the Delft group,[20] as a
way to enable the learning of the quantum agent. Evidence was
given that with the technology available at the time several learn-
ing cycles inside the coherence time could be achieved. The goal
of the agent was to acquire information from an unknown state
of the environment and adapt to it, in order to achieve the same
state as it (as a toy-model of quantum reinforcement learning).[15]

Subsequently, the previous proposal was extended to include
several copies of the environment state, in order that the agent
may interact subsequently with each of them, and progressively
evolve approaching the environment state.[16] In the theoreti-
cal analysis it was shown that large quantum fidelities could be
achieved at the end of the learning process. The protocol con-
sisted on a controlled interaction between agent and environ-

ment respective states, a projective measurement, and, depend-
ing on the outcome, to apply the identity gate, or a local random
unitary gate to both agent and environment (in the latter case
just in order to change the measurement basis in the subsequent
step). The random unitary would be nearer or farther from the
identity operation depending on the previous measurement his-
tory. Namely, if one gets many 0’s, so to say, one would “close” the
unitary range (with an exponent going to zero), while, if one gets
many 1’s, one would “open” the unitary range (by enlarging the
exponent in the unitary operation). This means that, as long as
we approach the environment state, we tend to close the unitary
range, while, when we separate from the environment state, we
open the unitary range. This is known in standard reinforcement
learning as the balance between exploration and exploitation. By
iterating several times this protocol, the analysis showed that the
fidelities converged to near one. This would be a way to learn a
quantum state in a fully automated way, with no human inter-
vention in the process.

2.2. Experimental Implementations

Two experimental implementations have been carried out in the
previous theory proposals. The first one in a quantum photon-
ics platform, in the Hefei group,[17] and the second one in the
superconducting circuit of Rigetti cloud quantum computer.[18]

2.2.1. Implementation with Quantum Photonics

The first of the implementations[17] of the previous proposal of
quantum reinforcement learning in ref. [16], was carried out in
the quantum photonics Hefei laboratory, in collaboration with
the theory authors, see Figure 2.
The experiment realized the proposal in ref. [16] with a bulk op-

tics quantum setup, considering a photonic quantum state of one
qubit for the agent, another one for the environment, and a third
one for an auxiliary register. The qubits were encoded in polar-
ization states of the photons, and produced via parametric down-
conversion in a nonlinear crystal. Via quantum linear optics de-
vices, the necessary gates were produced, and subsequently pro-
jective measurements on the obtained photonic state were car-
ried out in each step, producing the necessary feedback on agent
and environment for the next iteration, see Figure 3.
The experimental realization showed that, even with few it-

erations of the protocol, large fidelities could be achieved, and
in some cases one could have a better performance than with
just a standard quantum tomography protocol, see Figure 4.
More specifically, evidence was obtained that this would take
place when the quantum resources are limited, namely, in the
situation that I called, in subsequent papers, “reduced resource
scenario”.[6,13,14] This could be a complementary realm to the scal-
ing up one, inwhich the aim is not to outperform classical devices
via larger systems, but to have a speedup, with respect to classical
or other quantum protocols, when the resources are limited, or
constrained. This could also produce a benefit in industry, with-
out the need to have a full-fledged, scalable quantum computer.
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Figure 2. Quantum reinforcement learning protocol carried out with a
quantum photonics experiment. a) Scheme of the protocol. b) Environ-
ment single-qubit state as depicted in the Bloch sphere. c) The agent state
approaches the environment state after a single iteration of the protocol.
Reproduced with permission.[17] Copyright 2019, Wiley.

2.2.2. Implementation with Superconducting Circuits

A second implementation in the proposal of ref. [16] was carried
out, in this case in the superconducting circuit platform provided
by Rigetti in the cloud.[18] Several instances of experimental real-
izations of the proposal were realized, decomposing the protocol

Figure 4. Experimental data of the Quantum Reinforcement Learning pro-
tocol with quantum photonics. The gray shaded region corresponds to
a speedup of the quantum reinforcement learning protocol with respect
to standard quantum tomography. Reproduced with permission.[17] Copy-
right 2019, Wiley.

in the available gates in the Rigetti interface at the time, and ex-
ecuting the Python code via connecting with Rigetti to launch
the USA experiment from the University of the Basque Country
in Bilbao. The possibility to use feedback that the Rigetti inter-
face provided in the 8-qubit Agave chip was an advantage for this
experimental realization. Up to six different environment states
were employed in a series of realizations of the experiment, ob-
taining in general large fidelities, in many cases above 0.95.

3. Quantum Autoencoders

Inside the field of quantummachine learning, the topic of quan-
tum autoencoders aims at employing quantum resources in a
more efficient way, by discarding unnecessary parts of the quan-
tum device.[21,22] The idea is to encode the quantum states under

Figure 3. Experimental setup of the quantum reinforcement learning protocol with quantum photonics. Reproduced with permission.[17] Copyright
2019, Wiley.
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Figure 5. Gate circuit for the basis quantum adder. Reproduced with permission.[27] Copyright 2019, Wiley.

consideration in the minimum number of quantum bits neces-
sary, that in general will be smaller than the originalHilbert space
under study. For this, one would employ a parameterized quan-
tum circuit with a smaller amount of qubits inside than in the
outer parts, and try to match the final outcome of the quantum
circuit with the input state via changing the parameters of the
quantum unitary gates. If this quantum-classical procedure fi-
nally converges, then one can discard the decoding, final part of
the circuit and keep just the encoding part, which maps the orig-
inal quantum states onto a smaller amount of qubits.
Here we will describe one of the existing proposals for quan-

tum autoencoders that employs the concept of a “quantum
adder.”[23] Some years ago it was proven that no unitary gate
exists capable of creating a quantum superposition of two un-
known quantum states.[24,25] However, it was also shown that
approximate adding quantum operations exist, which create
superpositions of quantum states to a certain fidelity and/or
probability.[24,26] Therefore, it was just natural to consider this
kind of operations, shown to be able to optimize with ge-
netic algorithms,[26] as a toolbox for implementing quantum
autoencoders.[23] The reason is that, if one applies a quantum
adder to, say, two unknown quantum states, one could encode
the two quantum states onto a single quantum state, namely,
the approximate quantum superposition. In this way, compres-
sion of the quantum information from two states to a single
one would be achieved. The fidelity and probability for this task,
which would in general be smaller than one, would depend on
the specific initial quantum states and the approximate quantum
adder employed.
We will also describe an experimental implementation of the

previous proposal with superconducting circuits in the Rigetti
cloud quantum computer.[27]

There is another experimental result of a quantum au-
toencoder in the literature, involving a quantum photonics
platform.[28]

3.1. Theory Proposal

The proposal we will describe here deals with implementing a
quantum autoencoder via quantum adders optimized with ge-

Figure 6. Scheme for a quantum autoencoder based on quantum adders.
Reproduced with permission.[27] Copyright 2019, Wiley.

netic algorithms.[23] To this aim, first a result dealing with the
implementation of quantum adders optimized with genetic al-
gorithms in the IBM quantum experience cloud quantum com-
puter was obtained.[26] The genetic algorithm employed a series
of quantum gates as the genetic code, which were numerically
optimized, via this machine learning algorithm, in order to max-
imize some figure of merit, such as, for example, fidelity. The
gates were randomly combined in “genes,” mutated, and differ-
ent genes were mixed. The most successful combinations were
kept, and the rest discarded, and the protocol was iterated until
convergence, see Figure 5. This was later on employed as the ba-
sis for the approximate quantum adders implementing the quan-
tum autoencoders.[23] Once the quantum adders were achieved,
the definition of the quantum autoencoders was straightforward,
see Figure 6. A bonus of this approach is that, in addition to hav-
ing the final quantum information encoded in a smaller quan-
tum subspace, there is a possibility to decode the process via
keeping part of the initial quantum state information in “memory
qubits,” which can then, via the inverse unitary operation to the
quantum adder, help to retrieve the initial state. Of course, given
that the quantum adder operation cannot work perfectly for every
quantum state, the complete protocol of encoding and decoding
cannot have fidelity one for every quantum state. Nonetheless,
there could be situations, such as in quantum satellites or quan-
tum drones, in which an encoding of the quantum information
onto a smaller amount of qubits could be beneficial for saving
valuable resources.
In the same article another proposal for implementing quan-

tum autoencoders was introduced, namely, instead of employ-
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Figure 7. Decoder circuit for the quantum autoencoder based on the gate-limited quantum adder. Reproduced with permission.[27] Copyright 2019,
Wiley.

ing quantum adders optimized with genetic algorithms, the idea
is to directly optimize the quantum autoencoders with genetic
algorithms.[23] This could avoid local minima with respect to al-
ternative proposals for quantum autoencoders in the literature,
employing other optimization subroutines such as gradient de-
scent.
The proposal for quantum autoencoders with quantum adders

optimized with genetic algorithms was carried out in the Rigetti
cloud quantum computer,[27] as we describe next.

3.2. Experimental Implementation with Superconducting Circuits

The previous proposal was carried out in the superconducting cir-
cuit cloud quantum computer by Rigetti, employing up to three
qubits.[27] The fidelities achieved in the experiment agreed well
with the theoretical predictions of the proposal, showing the fea-
sibility to implement quantum autoencoders in superconducting
circuits via this approach.
In this experiment, two different quantum adders optimized

with genetic algorithmswere considered. Namely, the basis quan-
tum adder and the gate-limited quantum adder,[26] see Figure 7.
The basis quantum adder adds perfectly well the computational
basis states, and adds their superpositions with smaller fidelity,
but it employs a larger amount of quantum gates than the gate-
limited quantum adder. As expected, the fidelity in the latter is
smaller, as the optimization is not as good withmore constrained
resources. However, the accumulated gate error will be smaller
than the protocol with larger amount of gates. Therefore, with
current NISQ[11] quantum computers one will have to look for
the optimal regime that employs enough gates to reduce the ideal
algorithmic error, but not to use too many gates such that the ac-
cumulated gate error is not too large.

4. Quantum Memristors

The concept of quantum memristors[29] is somehow connected
to the one of quantum reinforcement learning already described
in Section 2, as it also considers feedback in quantum systems,
but it is also different in the sense that a quantum memristor
would be equipped with a weak measurement, which keeps part
of the quantum coherence and entanglement of the network of
quantum memristors. These quantum devices are also nonlin-
ear at the wavefunction level, and as such can provide, in prin-
ciple, more efficient learning than with just purely unitary sys-
tems, as well as quantum simulations of non-Markovian quan-
tum systems. Quantum memristors are also systems with hys-
teresis, and, in this sense, memory, as they keep track of the past
history of states.[29]

Here we will describe a proposal for implementation of quan-
tum memristors with quantum photonics,[30] and a pioneer-
ing experimental realization in the Vienna quantum photonics
lab.[31,32]

4.1. Theory Proposals

A quantum memristor was defined in ref. [29] as an elementary
nonlinear quantum system composed of a qubit, weak measure-
ments on its quantum state, and feedback onto the same quan-
tum memristor or other ones. This simple concept allows one
for a rich implementation of quantum systems with memory,
in the sense of hysteresis, that keep track of past states of the
quantum memristor and employ those past states to produce
the new updates of the system. Among the quantum platforms
that were proposed for implementation of this concept, quantum
photonics[30] and superconducting circuits[33] appear as promi-
nent ones, due to the high-degree of controllability, fabrication,
and ease of connecting them into networks. Further proposals in
this area have also been developed.[34]

In ref. [30] a proposal for a photonic quantum memristor was
introduced and analyzed. This concept relied on a tunable beam
splitter, where the output of one of the ports was connected via
feedback onto the same beam splitter in order to modify its re-
flectivity, and this produced a nonlinear behavior of the quantum
photonic state, as well as a hysteresis loop, see Figure 8. This ba-
sic building block was shown to have quantum character, in the
sense of quantum coherence, and would be able to be connected
with other quantum memristors in a global network involving
entanglement as well as nonlinear behavior.
Even though originally speedup considerations were not taken

into account in these proposals, in the photonic quantum ex-
periment carried out in 2022 in the Vienna lab,[31] in collabo-
ration with Milan research groups, some evidence for quantum
speedup with these devices was shown. We describe next the ex-
perimental implementation in Vienna.

4.2. Experimental Implementation with Quantum Photonics

A photonic quantum memristor was experimentally realized in
2022 in the Vienna quantum photonics lab in collaboration with
research groups in Milan,[31,32] based on the theory proposal of
ref. [30]. The photonic quantum memristor was built on a pho-
tonic chip with a glass-made, laser-written substrate. The device
is based on a Mach–Zehnder interferometer, where the reflectiv-
ity is modified by a phase-shifter in one of the arms. The exper-
imental photonic quantum memristor showed typical hysteretic

Adv. Quantum Technol. 2023, 2300059 2300059 (5 of 7) © 2023 The Authors. Advanced Quantum Technologies published by Wiley-VCH GmbH
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Figure 8. Scheme for a photonic quantum memristor. Reproduced under
the terms of CC-BY license.[30] Copyright 2018, the Authors, Published by
AIP.

behavior in agreement with the theory predictions, as shown in
Figure 9.
Interestingly, in this paper the authors of the experiment

also carried out numerical simulations including three quantum
memristors inside a quantum neural network of reservoir com-
puting, and compared it to other previous purely classical re-
sults. Although it is hard to rigorously and sensibly compare the
outcomes of different neural networks, either classical or quan-
tum, apparently they obtained a speedup with their classically-
simulated network of quantummemristors, with respect to sim-
ilar purely classical previous calculations. Even though the clas-
sification problems considered were not fully equivalent in these
two cases, this could point to a gain by employing quantummem-
ristors inside photonic networks. Furthermore, given that the
good performance that they achieved was based on a classical
simulation of just three quantummemristors, I wonder whether

this could produce a novel purely classical machine learning al-
gorithm for classification, along the lines of quantum-inspired
classical algorithms,[35] incorporating, inside a neural network,
classical simulations of quantummemristors, instead of the real
physical ones, at least for small sizes. Perhaps the good perfor-
mance could be a consequence of the nonlinear and coherent
behavior of each simulated quantummemristor, and their entan-
glement, or perhaps it could be just an artifact of the specific cases
analyzed. In any case, both the experimental quantum memris-
tors, and the simulated quantum memristors inside quantum
neural networks and reservoir computing, seem tome as promis-
ing avenues to be further explored, which could give rise perhaps
to novel and useful computing paradigms.

5. Conclusion

Quantum machine learning is an enticing research field that
could provide a novel computing paradigm formore efficientma-
chine learning calculations. In the near term, it is important to
carry out proof-of-principle quantum machine learning experi-
ments that may already show some evidence of speedup with re-
spect to classical algorithms. In this overview and perspective,
we have described three theoretical results inside quantum ma-
chine learning, and their experimental implementations with the
controllable quantum platforms of quantum photonics and su-
perconducting circuits. We hope that this, in our view, interest-
ing research, may further motivate other scientists to push for-
ward the field of quantum machine learning implementations,
both at the theory and experiment levels. It is amazing that, since
we edited a special issue on quantum machine learning and
bioinspired quantum technologies in 2019 in Advanced Quan-
tum Technologies,[36] the field has grown beyond expectations,
and we hope that it continues to do so.
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Figure 9. Hysteresis loops in an experimental implementation of a photonic quantum memristor, where experimental data are blue lines and simulated
dynamics are red lines. Reproduced under the terms of CC-BY license.[31] Copyright 2022, the Authors, Published by Springer Nature.
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