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Abstract

Radio Access Network (RAN) slicing involves several challenges. In particular, the Mobile Network

Operator (MNO) must ensure —before deploying each slice—that corresponding requirements can be

met throughout its lifetime. For ultra-Reliable Low Latency Communication (uRLLC) slices, the MNO

must guarantee the packet transmission delay within a delay budget with a certain probability. Most

existing solutions focus on allocating dynamically radio resources to maximize the number of packets,

whose transmission delay is within the delay budget. However, these solutions do not ensure the violation

probability is below a target value in the long term. In this paper, we focus on slicing from a planning

perspective. Specifically, we propose a Stochastic Network Calculus (SNC)-based model, which given

the amount of radio resources allocated for a uRLLC slice, the target violation probability and the traffic

demand distribution, provides the delay bound for such conditions. Additionally, we propose heuristics

for planning uRLLC slices. Interestingly, such heuristics benefit from the proposed SNC-based model to

compute the amount of radio resources to be assigned to each slice while its delay bound, given a target
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violation probability, is within the delay budget. We validate the SNC-based model and demonstrate the

effectiveness of the heuristics.

Index Terms

B5G, RAN slicing, uRLLC services, stochastic network calculus, delay bound modeling

I. INTRODUCTION

The 5th Generation (5G) of mobile networks brings digitalization of the industrial vertical

segment. It is supposed to boost a wide variety of unprecedented communication services

with stringent requirements in terms of performance and functionalities. There is a general

consensus identifying three main categories: enhanced Mobile Broadband (eMBB), Machine

Type Communication (mMTC) and ultra-Reliable Low Latency Communication (uRLLC) [1].

The latter is of particular interest in 4.0 industry scenarios where multiple communication

services, each one with particular requirements in terms of latency and reliability, may coexist

[2]. Example of these services are: monitoring and control of cyber-physical systems, or industrial

Augmented Reality (AR)/Virtual Reality (VR) applications.

However, considering each communication service as an independent monolithic network

instance and building a dedicated Radio Access Network (RAN) infrastructure to accommodate

such stringent requirements would be costly and unaffordable. Therefore, RAN slicing has

emerged as a potential solution [3] to economically provide the means to manage and successfully

orchestrate such services onto a shared network infrastructure. It consists of providing logically-

separated self-contained RANs, denominated RAN slices, tailored onto the requirements of a

specific communication service over a common physical infrastructure.

Differently from core network slicing, where virtual machines or containers might be instan-

tiated to accommodate chains of virtual network functions, the RAN slicing concept comes at

no negligible costs: how to assign radio resources in advance to multiple RAN slices (i.e., much

before deploying them) in such a way the Mobile Network Operator (MNO) can ensure their

performance requirements will be completely satisfied throughout their lifetimes? In particular,

RAN slices providing uRLLC services can further exacerbate the resource assignment problem

as the MNO must guarantee that the packet transmission delay is within the overall delay budget

with a certain probability.
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Most of the state-of-the-art solutions on uRLLC focus on dynamic radio resource allocation,

i.e., distributing on the fly the available radio resources among multiple uRLLC User Equipments

(UEs) to satisfy their current traffic demands. However, the problem of computing in advance the

amount of radio resources which ensure the performance requirements of multiple RAN slices in

the long term has received less attention. In this regard, the 3rd Generation Partnership Project

(3GPP) has defined the preparation phase within the RAN slice management and orchestration

[4]. In this phase, among other things, the MNO must plan in advance the deployment of the

new RAN slices and prepare (if it was necessary) the RAN infrastructure to accommodate these

RAN slices along with the already deployed RAN slices. In addition, the 3GPP has also recently

standardized a set of policy ratios [5] to guarantee an amount of radio resources for each RAN

slice throughout their lifetimes. Although these policy ratios must be computed in the preparation

phase, they must also be considered later in the operation of each RAN slice [6]. Specifically

the packet scheduler must use them as radio resource quotas when it dynamically allocates radio

resources for the UEs attached to these RAN slices. In this paper, we focus on the computation

of the Radio Resource Management (RRM) Policy Dedicated Ratio. It defines the dedicated

radio resource quota for an instantiated RAN slice in a single cell. For more information, we

recommend the reader to see [3].

When the MNO executes a procedure for planning multiple uRLLC RAN slices in advance,

it computes a dedicated radio resource quota per RAN slice and cell. To this end, the MNO

must rely on i) a mathematical model, which automatically checks whether the performance

requirements of a RAN slice within a cell are met in the long term by allocating it dedicated

radio resources, and ii) an algorithm, based on the suggested model, which plans the dedicated

radio resource quotas for each RAN slice.

A. Related Works

In the literature, there exists queueing theory-based models to derive the transmission delay

of an uRLLC packet in the radio interface. Despite their valuable contributions, the proposed

models present some drawbacks, which do not make them suitable for planning uRLLC RAN

slices. One drawback is that some models assume well-known but not enough-accurate statistical

distributions for modeling the packet arrival rate and the packet transmission rate in the radio

interface. For instance, works such as [7]–[9] consider an exponential distribution for the packet

transmission rate of a uRLLC service. This assumption along with the consideration of a Poisson
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distribution for the packet arrival rate has the advantage that some models provide close-form

expressions for the Cumulative Distribution Function (CDF) of the packet transmission delay.

However, if more complex distributions are considered [10], computing the CDF using queueing

theory is mathematically intractable. In such cases, queueing theory-based models can only

provide average values for the packet transmission delay.

Another mathematical tool to derive the packet transmission delay is Stochastic Network

Calculus (SNC). This tool allows us to compute non-asymptotic statistical performance bounds of

the type Probability [delay > budget]≤ violation probability while considering complex stochastic

processes [11]. This generality comes at the expense of exacts solutions for such bounds. Instead,

SNC provides a conservative estimation for such bounds. In the literature, there exists a wide

variety of solutions based on SNC to compute the transmission delay of an uRLLC packet. Since

this tool is ideal for scenarios where there exists multiple network nodes in tandem, most of the

solutions focus on computing the upper bound of the packet delay in multi-hop cellular networks.

Examples can be found in [12], [13]. However, they either do not consider the radio interface

or consider simple models for the radio interface without deepening into the impact of channel

effects such as path loss, fast fading and/or shadowing. Conversely, other works focus on the

radio interface considering specific access schemes. For instance [14] considers an Orthogonal

Frequency-Division Multiple Access (OFDMA) scheme and [15], [16] assume non-orthogonal

multiple access schemes. However, these works do not consider the RAN slicing technology.

This means the mechanisms to i) guarantee performance isolation among RAN slices in the long

term (e.g., by dedicating radio resources for each RAN slice) and ii) how they impact on the

cell capacity are completely omitted. There exist SNC-based solutions, which consider network

slicing such as [17], however they focus on the transport and core networks, simplifying the

behavior of the radio interface. To the best of our knowledge, there are no works that analyze

the packet delay bound in the radio interface for an uRLLC RAN slice.

Focusing on solutions for provisioning uRLLC services, we can find works such as [7]–[9].

In these works the authors consider latency and reliability as the main service performance

requirements, however these solutions omit the RAN slicing technology. Others works such

as [18]–[22] consider RAN slicing to offer uRLLC services. However, they are mainly focused

on the operation of each RAN slice instead of its planning. In these works, the authors provide

an algorithm to dynamically allocate radio resources for each RAN slice in every transmission

time interval or within a short time windows. However, how the latency requirements could be
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guaranteed in the long term for each RAN slice is out of their scope. Additionally, some of

these works do not consider any model for estimating the packet transmission delay. Instead,

these works propose online algorithms, which directly observe the packet buffers to decide the

amount of radio resources allocated for each uRLLC slice. Therefore, the solutions proposed in

these works omit the radio resource quotas, which must previously be derived during a planning

procedure.

B. Contributions

In this article, we assume a multi-cellular environment where the MNO must plan in advance

the deployment of multiple uRLLC RAN slices. Furthermore, each RAN slice has specific

requirements in terms of latency and reliability. Specifically, each RAN slice requires its packet

transmission delay is within a delay budget with a certain probability. To summarize:

• We have proposed a SNC-based model which provides a bound for the packet transmission

delay of an uRLLC RAN slice in a single cell. This bound is derived by considering the

following inputs: i) the amount of dedicated radio resources for this RAN slice, ii) the

probability the packet delay is above the delay bound, i.e., the violation probability, iii)

the CDF for the Signal-to-Interference-plus-Noise Ratio (SINR) experienced by the users

served by this RAN slice, and iv) the traffic demand of this RAN slice, i.e., the distribution

of the packet arrival rate, and the distribution of the packet size. In our model, the packet

size distribution could be arbitrary.

• To compute the CDF for the SINR perceived by an UE, which is served by a specific

uRLLC RAN slice, we use a model based on stochastic geometry. This model considers

the impact of the interference incurred by multiple RAN slices deployed in neighbor cells

on the capacity the serving cell offers to the serving RAN slice.

• We have proposed heuristics that—using the proposed SNC-based model—plan in advance

the deployment of multiple RAN slices with different requirements in terms of traffic

demand, latency and reliability. To that end, the proposed heuristics compute the dedicated

radio resource quotas which minimizes the difference between the delay bounds achieved

with such quotas and the target delay budgets.

In the provided results, we first validate the proposed SNC-based model by means of an

exhaustive simulation campaign, demonstrating that it always provides an upper estimation of

the real delay bound of an uRLLC RAN slice. This makes our model suitable for planning
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uRLLC RAN slices. Then, based on this model, we show the benefits of using the proposed

heuristics to plan the deployment of multiple uRLLC RAN slices over a multi-cellular scenario

with radio resource scarcity.

The remainder of this article is organized as follows. Section II provides a background on

SNC. Section III describes the system model. In Section IV, we propose a SNC-based model

for modeling the packet delay bound of an uRLLC RAN slice in a single cell. In Section V,

we formulate the radio resource planning for several RAN slices in a multi-cell environment. To

solve this problem, we propose novel heuristics. In Section VI, we validate the proposed SNC-

based model and provide the performance results for the proposed heuristics. Finally, Section VII

summarizes the conclusions.

For comprehensibility purposes, we provide in Table I the key notations used in the paper.

II. BACKGROUND ON STOCHASTIC NETWORK CALCULUS (SNC)

A. Fundamentals

Network calculus has been developed along two tracks: Deterministic Network Calculus

(DNC) and SNC. Focusing on DNC, its main principles are [23], [24]:

• For each individual network node, DNC mainly considers: (a) the accumulative arrival

process A(τ, t) of a specific service; and (b) the accumulative service process S(τ, t). These

stochastic processes are considered in the time interval (τ, t].

• Characterizing A(τ, t) and S(τ, t) by upper and lower bounds. These bounds are known as

arrival curve α(τ, t) and service curve β (τ, t), respectively.

• Using α(τ, t) and β (τ, t), performance parameters such as the backlog bound B and the

delay bound W of each network node can be analyzed. The definition of backlog bound B

comprises the maximum number of bits which may be stored in the network node’s buffer,

whereas the delay bound W is the maximum waiting time which a bit in the buffer may

experience. The backlog bound B in a network node is defined in Eq. (1).

B = max
τ∈[0,t]

{α(τ, t)−β (τ, t)} (1)

Assuming First-come First-served (FCFS) order, the delay bound W in a network node is

given by Eq. (2).

W = min{ω ≥ 0 : max
τ∈[0,t]

{α(τ, t)−β (τ, t +ω)}} (2)
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TABLE I: Key Notations

Notation Meaning Notation Meaning

I, M, U , R Set of cells, RAN slices, UEs, and RBs. Ai,m(τ, t), Si,m(τ, t)
Accumulative arrival and service processes

for RAN slice m in cell i, respectively.

αi,m(τ, t), βi,m(τ, t)
Affine arrival and service envelopes for

RAN slice m in cell i, respectively.
Bi,m, Wi,m

Backlog and delay bounds for RAN slice

m in cell i, respectively.

ρAi,m , ρSi,m

Rate parameters of αi,m(τ, t) and βi,m(τ, t),

respectively for RAN slice m in cell i.
MAi,m(θ), MSi,m(θ) MGF for Ai,m(τ, t) and Si,m(τ, t), respectively.

bAi,m , bSi,m

Burst parameters of αi,m(τ, t) and βi,m(τ, t),

respectively for RAN slice m in cell i (EBB

and EBF models).

σAi,m , σSi,m

Burst parameters of αi,m(τ, t) and βi,m(τ, t),

respectively for RAN slice m in cell i (MGF

models).

θ , δ Free parameters MGF model. ε ′Ai,m
, ε ′Si,m

Overflow and deficit profiles, respectively for

RAN slice m in cell i.

λi,m
Average batch arrivals for RAN slice m in

cell i.
ωi,m

Probability an UE is served by RAN slice m

in cell i.

N pkt
i,m , pi,m,u

Number of packets simultaneously generated

for RAN slice m in cell i and its PMF,

respectively.

L, pm,l
Packet size for RAN slice m and its PMF,

respectively.

W th
m , ε ′m

Delay budget and violation probability,

respectively for RAN slice m.
BWi Bandwidth in cell i.

Ni OFDM subcarriers in cell i. NSC Subcarriers per RB.

tslot Timeslot. Ri Set of RBs available in cell i.

µ5G 5G numerology. ∆ f Subcarrier spacing.

OH Overhead factor γ
(t)
u,r Instantaneous SINR for UE u in RB r.

PT X Transmitted power. hr, χ Fast and shadow fading gains, respectively.

µχ , σχ

Mean and standard deviation shadow fading

distribution, respectively.
du,i Distance from UE u to gNB i.

α Pathloss exponent. PN Noise power.

ξ j,r
Binary variable which indicates if the RB r

is used by the cell i in a timeslot.
κgNB, κUEs, κRBs,i,m

gNB density, UE density and density of the

required number of RBs for transmitting a packet.

fCDF CDF instantaneous SINR. γth Target SINR.

psuc Probability γu,r > γth psel Probability RB r is scheduled to UE u.

po f f
Probability an arbitrary cell does not transmit

data in a RB.
Rpkt

i,m
Average number of required RBs to transmit a

packet.

SEz,i,m, πz,i,m Spectral efficiency and its PMF, respectively. fSE→γ Function to translate spectral efficiency into SINR.

f−1
SE→γ

Inverse function of fSE→γ . εdec Decoding error probability for a URLLC packet.

nblock Length of codeword block. Rpkt
r′,i,m, pr′

Number of RBs to transmit a packet for the RAN

slice m in cell i and its PMF, respectively.

Nbatch
i,m Number of batch arrivals. yb Number of bits generated in a batch.

Nslots Number of accumulated time slots. cq, pq
Number of bits which a gNB could transmit in a

timeslot and its PMF, respectively.

DNC considers the worst-case scenario to compute α(τ, t) and β (τ, t), i.e., α(τ, t)> A(τ, t)

and β (τ, t)< S(τ, t) ∀τ ∈ (0, t]. This means DNC ignores the effects of statistical multiplexing and

therefore, it leads to an overestimation of the resource requirements for the service to be deployed

in the network node. This fact has motivated the development of SNC, which extends the DNC
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to a probabilistic setting by considering P[A(τ, t)> α(τ, t)]> 0 and P[S(τ, t)< β (τ, t)]> 0. In

SNC α(τ, t) β (τ, t) are commonly named arrival envelope and service envelope, respectively.

For more details, we recommend the reader to see [25].

A widely practice in SNC to compute the backlog bound B and delay bound W in a network

node consists of assuming an affine function (i.e., linear function plus a constant) to define α(τ, t)

and β (τ, t) as Eqs. (3) and (4) show, respectively. The parameters ρA > 0 and bA ≥ 0 are the rate

and burst parameters for α(τ, t), whereas ρS > 0 and bS ≥ 0 are the rate and burst parameters

for β (τ, t). Additionally, [x]+ denotes max{0,x}. Note that, β (τ, t) = 0 when t − τ ≤ bS/ρS.

α(τ, t) = ρA(t − τ)+bA (3)

β (τ, t) = ρS

[
t − τ − bS

ρS

]
+

(4)

Considering α(τ, t), β (τ, t), and Eqs. (1) and (2), we can compute the backlog and delay

bounds in Eqs. (5) and (6), respectively. Fig. 1 depicts a graphical representation of the derived

backlog and delay bounds. The backlog bound B is the vertical deviation between α(τ, t) and

β (τ, t) whereas the delay bound W is the horizontal deviation between these envelopes.

B =
ρA

ρS
bS +bA (5)

W =
bA +bS

ρS
(6)

In sections II-B, and II-C, we summarize the methods and equations proposed in [11] to obtain

α(τ, t) and β (τ, t). For more details about them, we recommend the readers to see [11, Sections

II.A and II.B].

𝑡 − 𝜏Delay bound: 𝑊

Backlog 
bound: 𝐵

Affine arrival 
envelope:
𝛼 𝜏, 𝑡

Affine service
envelope: 𝛽 𝜏, 𝑡

𝑏𝑆
𝜌𝑆

𝑏𝐴

Accumulated 
number of 

bits 

Arrival process: 
𝐴(𝜏, 𝑡)

Service process: 
𝑆(𝜏, 𝑡)

Fig. 1: Graphical representation of backlog bound B and delay bound W .
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B. Affine Arrival Envelope

Some stochastic traffic models use Moment Generating Functions (MGFs) to uniquely deter-

mine the distribution of a random process. The MGF of A(τ, t) is defined as MA(θ) = E[eθA(τ,t)]

with free parameter θ ≥ 0 [26]. Considering an affine function, Eq. (7) defines an upper bound

for MA(θ). The variables ρA > 0 and σA ≥ 0 are the rate and burst parameters.

MA(θ)≤ eθ [ρA(t−τ)+σA] (7)

Other approach is to use the Exponentially Bounded Burstiness (EBB) model, which pro-

vides the guarantee expressed in Eq. (8). This approach relaxes the deterministic arrival curve

described in Section II-A by defining an overflow profile εA ≥ 0. The overflow profile εA is the

probability the accumulative arrival process A(τ, t) is greater than the affine arrival envelope

α(τ, t) throughout the time interval (τ, t].

P[A(τ, t)> α(τ, t)]≤ εA (8)

Comparing the arrival envelope defined in Eq. (8) with the analogous deterministic arrival

curve described in Section II-A, we notice a difference arises with respect to the computation

of the backlog bound. The deterministic arrival curve can be immediately applied in Eq. (1),

however the EBB envelope cannot. The reason is Eq. (1) evaluates all τ ∈ [0, t], where the τ = τ∗

that attains the maximum is a random variable. In contrast, the EBB envelope only provides a

guarantee for an arbitrary, yet, fixed τ ∈ [0, t]. To overcome this problem, a sample path argument

δ > 0 is required as Eq. (9) shows [11]. This means including δ in the affine arrival envelope

α(τ, t). To that end, we can replace ρA with ρ ′
A = ρA +δ in Eqs. (3) and (5).

P [∃τ ∈ [0, t] : A(τ, t)> (ρA +δ )(t − τ)+bA]≤ ε
′
A (9)

The EBB and MGF models are directly connected by the Chernoff bound [26] as Eq. (10)

shows [11]. In this expression, we obtain the overflow profile ε ′A.

ε
′
A =

eθσAe−θbA

1− e−θδ
(10)

Finally, based on Eq. (10), we can obtain a mathematical expression for bA as Eq. (11) shows.

bA = σA −
1
θ

[
ln(ε ′A)+ ln

(
1− e−θδ

)]
(11)
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C. Affine Service Envelope

Considering an affine function, Eq. (12) defines a upper bound for the negative MGF of S(τ, t).

MS(−θ)≤ e−θ(ρS(t−τ)−σS) (12)

Using the analogous EBB model for the service envelope, also known as the Exponentially

Bounded Fluctuation (EBF), we provide the guarantee defined in Eq. (13). In this equation,

β (τ, t) is the affine service envelope defined in Eq. (4). Furthermore, ε ′S is the deficit profile

which represents the probability the accumulative service process S(τ, t) is lower than β (τ, t)

throughout the time interval (τ, t]. This model also includes the concept of sample path δ similarly

as Eq. (9). To include δ in β (τ, t), we need to replace ρS with ρ ′
S = ρS −δ in Eqs. (4), (5) and

(6).

P [∃τ ∈ [0, t] : S(τ, t)< β (τ, t)]≤ ε
′
S (13)

In a similar way as the affine arrival envelope, the Chernoff bound is used in Eq. (13) to derive

the deficit profile ε ′S as Eq. (14) describes. Finally, using this expression the burst parameter bS

is derived as Eq. (15) shows.

ε
′
S =

eθσSe−θbS

1− e−θδ
(14)

bS = σS −
1
θ

[
ln(ε ′S)+ ln

(
1− e−θδ

)]
(15)

III. SYSTEM MODEL

In this work, we focus on the downlink (DL) operation of a 5G-New Radio (NR) multi-cell

environment with several RAN slices. Each RAN slice provides an uRLLC service with specific

requirements in terms of delay budget and violation probability. Furthermore, we consider each

UE is only served by one RAN slice. Additionally, each Next generation NodeB (gNB) supports

Link Adaptation (LA), thus these gNBs consider the channel quality perceived by each UE to

allocate them radio resources. Under this scenario, we first describe the network model. Then,

we define the characteristics of the offered DL traffic for an uRLLC service. Next, we present

the radio resource model. Finally, we describe the channel model for a single cell.
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A. Network Model

We consider a MNO owns a RAN infrastructure consisting of a set I of cells. Defining

M as the set of RAN slices, the RAN slice orchestrator, e.g., implemented in the 3GPP

standardized RAN Network Slice Subnet Management Function (NSSMF) [27], will execute

a radio resource planning procedure to compute in advance the dedicated radio resource quotas

which will guarantee the performance requirements of each RAN slice in the long term. These

RAN slices will serve a set U of UEs, being i) Um ⊆U the subset of UEs served by the RAN slice

m, ii) Ui ⊆ U the subset of UEs served by the cell i ∈ I, and iii) Um
i = Um ∩ Ui the intersection

of both subsets. Finally, we consider each UE is attached to the nearest cell.

B. uRLLC Traffic Model

We assume the traffic demand of each RAN slice is non-uniformly distributed over the

considered RAN infrastructure. Focusing on the traffic demand of a single RAN slice m ∈M,

we consider statistical distributions for its arrival packet rate and the size of their packets.

Regarding the packet arrival, we assume the RAN slice m transmits packets to their UEs in

batches (i.e., simultaneous transmission of packets for multiple UEs). Specifically, we consider

the RAN slice m has an average of λm batch arrivals per unit time following a Poisson distribution.

Since a Poisson process can be split into independent processes [28], we can also express the

average batch arrival for each gNB as λi,m = ωi,mλm. The variable ωi,m denotes the probability

an UE u ∈ Um is served in the cell i ∈ I.

Focusing on a individual batch arrival, a set of N pkt
i,m packets are simultaneously generated. N pkt

i,m

is a discrete random variable which ranges from 1 to |Um
i |, and follows an arbitrary distribution

with Probability Mass Function (PMF) pi,m,u. With respect to the transmitted packets in a RAN

slice m, each packet presents a specific size of L ∈ Lm bits. L is also a discrete random variable

which follows an arbitrary distribution with PMF pm,l .

We assume each cell uses a packet scheduler per RAN slice. The scheduling policy used by

each scheduler is the Earliest Deadline First (EDF). This discipline is the optimal policy for

scheduling delay-sensitive traffic [29]. We also assume all the packets for the RAN slice m have

the same deadline W th
m . Since W th

m is the same for all the packets, the EDF discipline is equivalent

to the First In First Out (FIFO) policy.

Finally, we consider the MNO also imposes a value ε ′m for the violation probability before

signing the Service Level Agreement (SLA) with the tenant which requests the RAN slice m. The
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violation probability is the probability that an individual uRLLC packet suffers a transmission

delay above the packet delay budget W th
m .

C. Radio Resource Model

We assume OFDMA as the accessing scheme for the cells. Focusing on the cell i, it supports

a total bandwidth BWi. In turn, this bandwidth is divided into Ni OFDM subcarriers, which are

grouped in groups of NSC = 12 subcarriers. Each group defines a Resource Block (RB), which is

the smallest unit of resources that can be allocated to a UE. The set of RBs available in the cell

i during each timeslot tslot is denoted by Ri, and the amount of these RBs is given by Eq. (16).

Since a cell supports scalable numerologies (µ5G = 0,1, . . . ,4), i) the duration of a timeslot is

computed as tslot = 10−3/2µ5G seconds, and ii) the subcarrier spacing is derived as ∆ f = 2µ5G ·15

KHz. The parameter OH denotes the overhead factor due to control plane data [30].

|Ri|=
⌊

BWi

NSC∆ f
(1−OH)

⌋
(16)

Finally, we denote i) Rm
i ⊆Ri as the subset of RBs allocated to the RAN slice m in cell i,

and ii) Ru ⊆Rm
i as the subset of RBs allocated for the UE u.

D. Channel Model

To measure the channel quality perceived by an arbitrary UE u ∈ Um
i in the RB r, we consider

the instantaneous SINR, i.e., γ
(t)
u,r. This parameter is described in Eq. (17), where PT X is the

transmitted power in a single RB. We assume all the gNBs transmit the same power for each

RB. The parameter hr denotes the gain due to the fast fading. We consider Rayleigh fading, thus

hr is exponentially distributed with mean one. The parameter χ is the gain due to the shadowing

and follows a log-normal distribution characterized by the mean µχ and standard deviation σχ ,

both in dB. The parameter du,i denotes the distance from the gNB i to the UE u, with α the

pathloss exponent. The summation terms in the denominator gather the interference suffered by

the UE u in the RB r, and PN is the noise power measured in a single RB. Focusing on a specific

interference term j, the parameter ξ j,r denotes a binary variable that takes the value 1 when the

neighbor cell j transmits data in the RB r and the value 0 otherwise. The value for ξ j,r will

depend on the radio resource allocation performed by the corresponding gNBs in the neighbor
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cells. We consider that only the RBs allocated to a specific RAN slice can be scheduled to its

UEs.

γ
(t)
u,r =

PT X hrχd−α

u,i

∑ j∈I\{i} ξ j,rPT X hrχd−α

u, j +PN
(17)

Considering γ
(t)
u,r is measured for a considerable amount of time for the UEs attached in the

cell i and served by the RAN slice m, we can obtain the CDF of the SINR to model the channel

quality for this RAN slice in this cell. In the literature, stochastic geometry has been used as a

powerful analytical tool for modeling the CDF of the SINR [31]. In this work, we rely on several

state-of-the-art works on stochastic geometry (i.e., [32]–[36]) to provide a closed-form expression

for the CDF of the SINR. In [32], the authors have defined this CDF as Eq. (18) shows. The

parameter γth is the target SINR. The parameter psuc is the probability that an arbitrary UE

perceives a SINR γu,r higher than γth, whereas psel is the probability the gNB schedules a RB

to transmit data for this UE.

fCDF(γu,r,γth) = P[γu,r ≤ γth] = 1− psuc · psel (18)

From the results of [33], and considering the pathloss exponent is α = 4, we get psuc by Eq.

(19). In this equation κgNB,χ = κgNBE
[√

χ
]
, where κgNB is the gNB density and E

[√
χ
]

is the

fractional moment of the log-normal distribution. E
[√

χ
]

models the shadowing channel power

as Eq. (20) shows. The authors of [35] use this fractional moment to incorporate the shadowing

effect in Eq. (18). The parameter κ j,χ = κ jE
[√

χ
]
, where κ j denotes the density of the neighbor

cells interfering in an arbitrary RB. It is defined as κ j = κgNB
(
1− po f f

)
, where the parameter

po f f is the probability that a generic cell does not transmit in a RB. The parameter υ (γth) is

given by Eq. (21). Finally, the function Q(·) denotes the Gaussian Q-function.

psuc =

√
πPT X

γthPN
exp

((
π
[
κgNB,χ +κ j,χυ (γth)

])2 PT X

4γthPN

)
Q

π
[
κgNB,χ +κ j,χυ (γth)

]√
2γthPN

PT X

 (19)

E [
√

χ] = exp

(
ln(10)µχ

20
+

1
2

(
ln(10)σχ

20

)2
)

(20)

υ (γth) =
√

γth

[
π

2
− arctan

(
1

√
γth

)]
(21)

To compute psel and po f f , we need to assume a specific model for the cell load (i.e., the

fraction of RBs that are being scheduled on average for the attached UEs). In [32], the authors

assume each cell has available only one RB whereas the authors of [34] extend the definition
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of psel and po f f given in [32] by considering an arbitrary number of RBs in each cell. Based

on the cell load model described in [34, Section II.E], and assuming the density of UEs κUEs

is much higher than the density of cells (i.e., κUEs ≫ κgNBs), we have in Eqs. (22) and (23) the

mathematical expressions for psel and po f f . Note that, Γ(·) denotes the gamma function.

psel = |Ri|
(

κUEs

κgNB,χ

)−1

(22)

po f f =
4
63

3.53.5

Γ(3.5)
Γ(4.5+ |Ri|)
Γ(1+ |Ri|)

(
κUEs

κgNB,χ

)−3.5

(23)

These parameters were formulated under the assumption the UE density is the same in the

entire RAN. However, a RAN slice could present a different amount of UEs in each cell.

Furthermore, the UE density for each RAN slice could be different. For this reason, we define

the UE density for the RAN slice m in the cell i as κUE,i,m. In addition, the authors of [34]

consider the UEs attached to a cell are randomly chosen for transmission in an arbitrary RB. This

means a cell can schedule one RB to transmit data for a single UE. In our work, we consider each

UE could receive data from multiple RBs in a timeslot. Depending the RAN slice which serves

this UE, the length of each packet could take a different value (see Sec. III-B). Furthermore,

each transmitted packet could require a specific amount of RBs according to the channel quality.

All this involves computing the density of the required amount of RBs for transmitting a packet

in a specific RAN slice and cell, i.e., κRBs,i,m instead of κUEs,i,m. For simplicity, we consider the

average number of required RBs, i.e., Rpkt
i,m , to compute κRBs,i,m as Eq. (24) shows.

κRBs,i,m = κUEs,i,mRpkt
i,m (24)

Under the above assumptions, we reformulate psel and po f f as Eqs. (25) and (26) show,

respectively. In Eq. (26), the second summation gathers the probability that a neighbor gNB

j does not transmit in a RB for each RAN slice. Since the result of the second summation

is different for each neighbor gNB j, we sum the weighted result of each neighbor gNB. To

consider the impact of each neighbor gNB, we define the weight ι j according to the pathloss

from the neighbor gNB j to the considered gNB i, i.e., ι j = d−α

i, j /∑ j∈I\{i} d−α

i, j .

psel = |Rm
i |
(

κRBs,i,m

κgNB,χ

)−1

(25)

po f f = ∑
j∈I\{i}

ι j ∑
m∈M

4
63

3.53.5

Γ(3.5)

Γ

(
4.5+ |Rm

j |
)

Γ

(
1+ |Rm

j |
) (

κRBs, j,m

κgNB,χ

)−3.5

(26)
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Once the CDF for the SINR fCDF(γu,r,γth) is known, we can compute the PMF for the spectral

efficiency πz,i,m achieved by an UE served by the RAN slice m in the cell i. Note that, an arbitrary

UE could achieve Nz values for the spectral efficiency in a time slot. In this work, we denote

each possible value as SEz,i,m and it depends on the Modulation and Coding Scheme (MCS) pair

selected by the gNB after this UE reports the corresponding Channel Quality Indicator (CQI),

i.e., the maximum spectral efficiency for which the Block Error Rate (BLER) is equal or below

10 %. The Nz values for SEz,i,m ∀z ∈ Z can be found in [37, Table 5.2.2.1-3].

To compute the probabilities πz,i,m of reporting certain CQIs, i.e., the PMF of SEz,i,m, we can

use the CDF of the SINR fCDF(γu,r,γth) as Eq. (27) shows. In this equation, fSE→γ (SE) is a

function which translates the spectral efficiency SE to the instantaneous SINR γ . In a first attempt,

we could consider the Shannon’s capacity formula to perform this translation. However, since

uRLLC packets are very short, the achievable spectral efficiency cannot be accurately capture

by this formula [20]. Instead, the spectral efficiency in uRLLC falls in the finite blocklength

channel coding regime, which is derived as Eq. (28) shows [38]. In this equation, f−1
SE→γ

(γ)

represents the inverse of fSE→γ (SE), i.e., it provides the achievable spectral efficiency SE given

an instantaneous SINR γ . Furthermore, Q−1 (·) is the inverse of the Gaussian Q-function. The

parameter εdec is the decoding error probability, which could range from 10−3 to 10−7 [39].

Finally, nblock denotes the blocklength. In practice, we can tabulate the function f−1
SE→γ

(γ) to

map the achievable spectral efficiency SE to the instantaneous SINR γ and vice versa.

πz,i,m =


fCDF(γu,r, fSE→γ (SE1,i,m)) if z = 1

fCDF(γu,r, fSE→γ (SEz+1,i,m))− fCDF(γu,r, fSE→γ (SEz,i,m)) if 1 < z < Nz

1− fCDF(γu,r, fSE→γ

(
SENz,i,m

)
) if z = Nz

(27)

f−1
SE→γ

(γ) = log2 (1+ γ)−

√√√√1− 1
(1+γ)2

nblock
Q−1 (εdec) log2 (e) (28)

Since πz,i,m is independent from the PMFs for the packet length, i.e., pm,l ∀m ∈M , we can

compute the amount of required RBs for transmitting a packet as Eq. (29) defines. The variable

r′ denotes a specific combination of a packet size L ∈ Lm and a spectral efficiency value SEz,i,m.

The PMF of the random variable Rpkt
r′,i,m, i.e., pr′ is the joint PMF of the random variables L and

SEz,i,m, whose PMFs are pm,l and πz,i,m, respectively.

Rpkt
r′,i,m =

⌈
Lr′

tslotNSC∆ f SEr′

⌉
(29)



IEEE JOURNAL, VOL. X, NO. X, MONTH YEAR 16

Finally, we can compute the average number of required RBs for transmitting a packet as Eq.

(30) shows.

Rpkt
i,m = ∑

r′∈Rreq
m

pr′R
pkt
r′,i,m (30)

Note that, there is a recursive relationship between Rpkt
i,m and πz,i,m. On the one hand, Rpkt

i,m

depends on πz,i,m. Specifically, pr′ in Eq. (30) depends on pm,l and πz,i,m. On the other hand,

πz,i,m is computed by using fCDF as Eq. (27) shows. Among other things, this CDF depends on the

parameter κRBs,i,m, which in turn it depends on Rpkt
i,m as Eq. (24) defines. To solve this recursion,

we need first to assume initial values for πz,i,m and then, we need to iteratively recompute Rpkt
i,m

and πz,i,m until these variables converge.

IV. SNC-BASED MODEL FOR AN URLLC RAN SLICE IN A CELL

In this section, we propose a SNC-based model to determine the amount of RBs |Rm
i |, which

the RAN slice orchestrator defines as dedicated radio resource quota for the RAN slice m in

the cell i. Considering |Rm
i | and the violation probability ε ′m, the SNC-based model provides the

delay bound Wi,m and backlog bound Bi,m which guarantee ε ′m for this RAN slice in this cell.

To that end, the proposed model considers different stochastic processes, which characterize: i)

the DL traffic of an uRLLC RAN slice, and ii) the capacity the serving cell provides for such

RAN slice.

Under this context, we first describe the traffic model for an uRLLC RAN slice. Then, we

present the service model for the cell capacity available for such RAN slice. Finally, we use

SNC to derive the mathematical expressions for the backlog and delay bounds.

A. Traffic Model for an uRLLC RAN Slice

The arrival process Ai,m(τ, t) is the accumulative number of bits which arrive from the core

network to the gNB i for the RAN slice m. This stochastic process is defined in Eq. (31), where

Nbatch
i,m (t) denotes the number of batch arrivals during the interval [0, t]. The random variable yb

denotes the amount of bits generated in a batch arrival.

Ai,m(τ, t) =
Nbatch

i,m (t)

∑
b=1

yb (31)
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In a batch arrival, the number of bits which arrives to the corresponding gNB is given by

Eq. (32). The parameter N pkt
i,m,b defines the number of packets which simultaneously arrive for

different UEs. For each packet, the parameter Ln ∈ Lm represents its size in bits.

yb =

N pkt
i,m,b

∑
n=1

Ln (32)

We compute the MGF of Ai,m(τ, t) as Eq. (33) shows. By substitution of ln(Myb(θ)) = ν , we

have the MGF of the Poisson process Nbatch
i,m (t) in function of the free parameter ν .

MAi,m(θ) = E[eθAi,m(τ,t)] = E[(Myb(θ))
Nbatch

i,m (t)] = E[eNbatch
i,m (t)·ln(Myb(θ))] = E

[
eνNbatch

i,m (t)
]

= MNbatch
i,m

(ν) = eλi,mt(eν−1)
(33)

If we express the resulting MGF in function of the free parameter θ as Eq. (34) shows, we

observe which the MGF of Ai,m(τ, t) depends on the MGF of yb, i.e., Myb(θ).

MAi,m(θ) = eλi,m(Myb(θ)−1)t (34)

We compute the MGF of yb as Eq. (35) shows. The resulting expression is equal to the MGF

of N pkt
i,m,b with free parameter ν , i.e., MN pkt

i,m,b
(ν).

Myb(θ) = E[eθyb] = E[(Mln(θ))
N pkt

i,m,b ] = E[eN pkt
i,m,b·ln(Mln(θ))] = E

[
eνN pkt

i,m,b

]
= MN pkt

i,m,b
(ν) (35)

Using the definition of MGF (see Section II-B), we define the MGF of N pkt
i,m,b as Eq. (36)

shows. If we express the resulting MGF in function of the free parameter θ , we observe which

the MGF of yb depends on the MGF MLn(θ) of Ln, as Eq. (37) shows.

MN pkt
i,m,b

(ν) =
|Um

i |

∑
u=1

eνu pi,m,u (36)

Myb(θ) =
|Um

i |

∑
u=1

[MLn(θ)]
u pi,m,u (37)

Similarly to Eq. (36), we define the MGF of Ln in Eq. (38).

MLn(θ) = ∑
l∈Lm

eθ l pm,l (38)

If we include this expression in Eq. (37), and then we replace the resulting expression in Eq.

(34), we obtain the MGF of Ai,m(τ, t) as Eq. (39) shows.

MAi,m(θ) = e
λi,m

(
∑
|Um

i |
u=1 [∑l∈Lm eθ l pm,l]

u
pi,m,u−1

)
t

(39)
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Finally, by equaling the right side of Eq. (7) with Eq. (39), we obtain Eq. (40). In this

expression, we define the parameters ρAi,m and σAi,m of the affine arrival envelope αi,m(τ, t) =(
ρAi,m +δ

)
[t − τ]+σAi,m which bounds the arrival process Ai,m(τ, t).

σAi,m = 0 (40a)

ρAi,m =
λi,m

θ

[|Um
i |

∑
u=1

[
∑

l∈Lm
eθ l pm,l

]u

pi,m,u −1

]
(40b)

B. Service Model for a RAN Slice

The service process Si,m(τ, t) is the accumulative number of bits which could be processed

by the cell i for the RAN slice m. This process is described in Eq. (41).

Si,m(t) =
Nslot(t)

∑
n=0

Ci,m(n) (41)

The deterministic variable Nslot(t) = t/tslot represents the number of accumulated timeslots

in t. The random variable Ci,m(n) denotes the amount of bits which the corresponding gNB

could transmit in the timeslot n if all the allocated RBs for the RAN slice m were used. Ci,m(n)

depends on (a) the amount of allocated RBs for this RAN slice, i.e., |Rm
i |; (b) the size L ∈ Lm

of each transmitted uRLLC packet and its PMF pm,l; and (c) the spectral efficiency SEz,i,m to

transmit these packets and its PMF πz,i,m. Considering (a)-(c), we can obtain all the possible

values for Ci,m(n), i.e., cq ∀q ∈Qm
i , and its PMF pq.

For comprehensibility purposes, we provide an illustrative example in Fig. 2 to explain which

Ci,m(n) means. In this example, we assume all the uRLLC packets have a size of 1024 bits.

Furthermore, we consider the achievable spectral efficiency takes the following values SEi,m =

[2, 4.5, 6] bps/Hz. Additionally, we assume the RAN slice has allocated |Rm
i |= 3 RBs. Based

on these assumptions, we obtain by Eq. (29) the number of RBs consumed by an uRLLC packet

could be Rpkt
r′,i,m = [1, 2, 3] RBs. This means the number of transmitted bits per RB could be 1024,

512 or 341, respectively. Under this scenario, we illustrate some cases where the gNB uses all the

available RBs to transmit uRLLC packets for the considered RAN slice. For each case, we show

the amount of transmitted bits. For instance, the gNB transmits c4 = 341+512+1024 = 1877

bits in the scenario E. In this example, the scenarios A-J illustrate all the possible values for

Ci,m(n) = cq ∈ [c1, . . . ,c10]. Notwithstanding, there exists other scenarios where the gNB could
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RBs transmitted in the
time slot 𝑛 − 1

RBs to be transmitted in 
this time slot 𝑛

RBs transmitted in the 
next time slot 𝑛 + 1

RBs consumed by a packet 
when 𝑆𝐸 = 2 bps/Hz

(341 bits/RB)

RBs consumed by a packet 
when 𝑆𝐸 = 4,5 bps/Hz

(512 bits/RB)

RBs consumed by a packet 
when 𝑆𝐸 = 6 bps/Hz

(1024 bits/RB)

𝑐1 = 1024 bits

Scenario A Scenario B Scenario C Scenario D Scenario E Scenario F

Scenario G Scenario H Scenario I Scenario J Other Scenario

…

𝑐2 = 1194 bits 𝑐3 = 1706 bits 𝑐4 = 1365 bits 𝑐5 = 1877 bits 𝑐6 = 2389 bits

𝑐7 = 1536 bits 𝑐8 = 2048 bits 𝑐9 = 2560 bits 𝑐10 = 3072 bits 𝑐2 = 1194 bits

Fig. 2: Example which illustrates the capacity provided by a gNB to a RAN slice in a time slot

for different scenarios.

transmit the same amount of bits, for instance scenarios B and Other Scenario where the gNB

transmits 1194 bits. In our work, the definition of a model to obtain all the possible values

for cq and their probabilities pq is out of the scope. Instead, we estimate them by Montecarlo

simulations.

Using the definition of MGF (see Section II-B), we define the negative MGF for Ci,m(n) as

Eq. (42) shows.

MCi,m(−θ) = E
[
e−θCi,m(n)

]
= ∑

q∈Qm
i

e−θcq pq (42)

Considering MCi,m(−θ), we can compute the negative MGF of the service process Si,m(τ, t)

as Eq. (43) shows.

MSi,m(−θ) = E
[
e−θSi,m(τ,t)

]
= E

[(
MCi,m(−θ)

)Nslot(t)
]
= E

[
eNslot(t)ln

(
MCi,m(−θ)

)]

= e
ln
(

∑q∈Qm
i

e−θcq pq

)
tslot t

(43)

Finally, by equaling the right side of Eq. (12) with Eq. (43), we obtain Eq. (44). In this

expression, we define the parameters ρSi,m and σSi,m of the affine service envelope βi,m(τ, t) =
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(
ρSi,m −δ

)
[t − τ]+σSi,m which bound the service process Si,m(τ, t).

σSi,m = 0 (44a)

ρSi,m =
−1

θ tslot ln

(
∑

q∈Qm
i

e−θcq pq

)
(44b)

C. Backlog and Delay Bounds for a RAN Slice

To compute the backlog and delay bounds for the RAN slice m in the cell i, we assume

the violation probability ε ′m is equally distributed into the overflow and deficit profiles, i.e.,

ε ′Am
= ε ′Sm

= ε ′m/2. Considering that, we obtain in Eqs. (45) and (46) the backlog and delay

bounds by (a) applying Eqs. (40a) and (44a) into Eqs. (11) and (15), respectively; and (b) using

them along with Eqs. (40b) and (44b) into Eqs. (5) and (6), respectively.

Bi,m =
1
θ

[
ln
(

ε ′m
2

)
+ ln

(
1− e−θδ

)]
·λi,mtslot
(

∑
|U |mi
u=1

[
∑l∈Lm eθ l pm,l

]u pi,m,u −1
)
+δθ tslot

ln
(

∑q∈Qm
i

e−θcq pq

)
+δθ tslot

−1

 (45)

Wi,m =
2tslot

[
ln
(

ε ′m
2

)
+ ln

(
1− e−θδ

)]
ln
(

∑q∈Qm
i

e−θcq pq

)
+δθ tslot

(46)

V. RADIO RESOURCE PLANNING FOR RAN SLICES

Considering the proposed SNC-based model, we design a radio resource planning scheme.

The RAN slice orchestrator will execute it to decide the dedicated radio resource quotas assigned

for each RAN slice in each cell. First, we present the problem formulation. Then, we provide

heuristics for solving this problem.

A. Problem Formulation

When the RAN slice orchestrator plans the deployment of several uRLLC RAN slices, it must

guarantee that their performance requirements are met in the long term. Specifically, this means

the probability that a packet k transmitted for the RAN slice m suffers a delay Wk above the

packet delay budget is less than or equal to the violation probability, i.e., P
[
Wk >W th

m
]
≤ ε ′m. To
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meet this condition, the RAN slice orchestrator must set a dedicated radio resource quota per

RAN slice and cell.

Assuming the RAN slice orchestrator establishes a specific set of RBs for each pair of RAN

slice and cell, i.e., |Rm
i |, each RAN slice m will present in each cell i an upper bound for the

packet latency Wi,m in such a way that P [Wk >Wi,m] = ε ′m. With the aim of characterizing how

this upper bound is close to the packet delay budget W th
m , we define the parameter ∆Wi,m in Eq.

(47). Note that ∆Wi,m is zero if the upper bound Wi,m is less than the packet delay budget.

∆Wi,m = max
(

Wi,m −W th
m , 0

)
(47)

If we consider ∆Wi,m in all the cells where the RAN slice m must provide the uRLLC service,

we can compute the average for this parameter as Eq. (48) shows.

∆W m = ∑
i∈Im

ωi,m∆Wi,m (48)

The RAN slice orchestrator aims to compute the dedicated radio resource quotas |Rm
i | ∀i ∈ I

∀m ∈M in such a way that ∆W m was zero for all the RAN slices. If this parameter was not

zero for one or more RAN slices using all the available RBs, this would mean that the entire

RAN infrastructure has not enough capacity to satisfy the latency requirements of these RAN

slices. In this scenario, the MNO must prioritize which RAN slices will achieve a delay bound

closer to their required packet delay bounds. To that end, we define the RAN slice priority ψm

as a potential parameter which the MNO may tune for instance, considering an economic-based

policy. With the purpose of minimizing ψm′∆W m′ for the RAN slice m′ which presents the

greatest value for such parameter, we formulate our problem as follows.

minimize
|Rm

i |
max

(
ψ1∆W 1, ...ψm∆W m, ...ψ|M|∆W |M|

)
, (49)

subject to: ∑
m∈M

ψm = 1, (50)

∑
m∈M

|Rm
i | ≤ |Ri| (51)

B. Heuristic Algorithm Design

The objective function defined in Eq. (49) is a non-convex function and thus with at least NP-

hard complexity. This fact is mainly due to the inter-cell interference. For instance, when more

RBs are allocated for the RAN slice m in the cell i, the delay bound Wi,m decreases. However,

the inter-cell interference increases in each neighbor cell j ∈ I \{i}, meaning the delay bounds
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Wj,m for all the RAN slices in the neighbor cells increase, and thus the objective function may

also increase. This involves the existence of multiple local minimums in the considered search

space. Solving the formulated can be see as a combinatorial optimization, i.e., searching the

best combination of allocated radio resources |Rm
i | for each RAN slice m ∈ M in each cell

i ∈ I while the cost function is minimized. Performing an exhaustive search to find the optimal

solution is not computationally tractable, specially when the number of cells |I|, RBs per cell

|Ri| and RAN slices |M| is considerably high. As an alternative, searching a local optimum

is a better option. To that end, we propose the heuristics described in Algorithm 1. Given the

performance requirements and the traffic demand of each RAN slice m ∈M (line 1), Algorithm

1 provides the steps performed by the RAN slice orchestrator to determine the dedicated radio

resource quotas for these RAN slices.

First, the algorithm equally distributes the available RBs in each cell among all the RAN

slices (line 2). Furthermore the parameter Nite
not imp is set to zero. This parameter indicates the

number of consecutive iterations which are not valid (see while loop). Based on the initial RB

allocation, the algorithm derives (line 3): i) the PMF of SEz,i,m (i.e., the probabilities of reporting

a certain CQI); ii) the possible amount of required RBs to transmit a packet; and iii) the PMF

for this random variable. These parameters are used by the algorithm as inputs for the proposed

SNC-based model (line 4). Using this model, the algorithm estimates the delay bound Wi,m

for each RAN slice and each cell. Additionally, during the SNC-based model execution, the

algorithm (a) estimates the gNB capacity for a RAN slice (i.e., computing pq and cq ∀q ∈Qm
i );

and (b) optimizes the free parameters θ and δ to obtain Wi,m. Next, the algorithm computes the

difference between the estimated delay bounds and the packet delay budget for each RAN slice

(line 5). Furthermore, the algorithm averages these differences for each RAN slice. With these

parameters, the algorithm evaluates the function defined in Eq. (49).

In the following steps (lines 6-20), the algorithm iteratively redistributes the RBs allocated

for each RAN slice in each cell with the aim of minimizing the function defined in Eq. (49).

Focusing on a single iteration, the algorithm redistributes one RB between two RAN slices in a

single cell. To that end, the algorithm first determines the RAN slice m′ which will receive a new

RB (line 7). It is the one which maximize Eq. (49). Then, the algorithm decides the cell where

one RB will be redistributed (line 8). This cell will be the one where the weighted difference

between the estimated delay bound and the target packet delay bound is greater. To that end, we

use the function sortdesc (·) to sort in descending direction an array where each element is given
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Algorithm 1: Radio Resource Planning for |M| RAN slices

1 Inputs: Performance requirements (i.e., W th
m and ε ′m) and traffic distribution (i.e., |Um

i |,

pi,m,u, λm, L ∈ Lm, and pm,l) for each RAN slice m ∈M;

2 Initialization: Equal distribution of the RBs among the RAN slices. Set Nite
not imp = 0;

3 Compute πz,i,m, Rpkt
r′,i,m, and pr′ ∀i ∈ I; ∀m ∈M. See Eqs. (27) and (29);

4 Compute Wi,m ∀i ∈ I; ∀m ∈M by using the proposed SNC-based model. See Eq. (46);

5 ∆Wi,m and ∆W m ∀i ∈ I; ∀m ∈M. Evaluate curr f unc = Eq. (49);

6 while curr f unc > 0 and Nite
not imp < |I| do

7 Select m′ = arg max
(
ψ1∆W 1, ...ψm∆W m, ...ψ|M|∆W |M|

)
∀m ∈M;

8 Set a = sortdesc
(
ω1,m′∆W1,m′, ... , ωi,m′∆Wi,m′, ... , ω|I|,m′∆W|I|,m′

)
∀i ∈ I. Remove the

first Nite
not imp elements of a. Select i′ = arg(a(1));

9 Select m′′ = arg min
(
ωi′,1∆Wi′,1, ... , ωi′,m∆Wi′,m, ... , ωi′,m∆Wi′,m

)
∀m ∈M\{m′};

10 Redistribute one RB from RAN slice m′′ to RAN slice m′, i.e., |Rm′
i′ |= |Rm′

i′ |+1 and

|Rm′′
i′′ |= |Rm′′

i′′ |−1;

11 Compute πz,i,m, pr′ , and Rpkt
r′,i,m ∀i ∈ I; ∀m ∈M. See Eqs. (27) and (29);

12 Set prev f unc = curr f unc;

13 Compute Wi,m ∀i ∈ I; ∀m ∈M by using the proposed SNC-based model. See Eq.

(46);

14 ∆Wi,m and ∆W m ∀i ∈ I; ∀m ∈M. Evaluate curr f unc = Eq. (49);

15 if curr f unc < prev f unc then

16 Set Nite
not imp = 0. Variables computed in lines 10-14 are valid;

17 else

18 Set Nite
not imp = Nite

not imp +1. Variables computed in lines 10-14 are invalid;

19 end

20 end

21 return: Rm
i ∀i ∈ I; ∀m ∈M

by ωi,m′∆Wi,m′ . Then, we remove the first Nite
not imp elements of the sorted array, and select the first

of the remaining elements. Note that if one or more consecutive iterations cannot improve the

current value of Eq. (49), the cells selected in the previous iterations cannot be considered in the

new iteration. This means the Nite
not imp cells which provide the greatest values for the weighted

difference are not considered. Later, the algorithm decides the RAN slice m′′ which will donates
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one RB to the RAN slice m′ (line 9). This RAN slice will be the one which has the lowest

weighted difference between the estimated delay bound and the packet delay budget. When the

cell and the RAN slices involved in the RB redistribution are determined, the algorithm computes

the new amount of RBs in such RAN slices (line 10). After that, the algorithm recomputes (lines

11-14): the PMFs for the spectral efficiency and the required amount of RBs per transmitted

packet; the delay bound using the SNC-based model; and the value of the function defined in

Eq. (49). Then, the algorithm checks if the value of this function has decreased with respect

to its value in the previous iteration (lines 15-19). If yes, the algorithm considers the variables

computed in the lines 10-14 are valid. If not, these variables are invalid, and the algorithm does

not update them in this iteration. The algorithm stops when the value of Eq. (49) is either equal

to zero or can no longer be minimized.

VI. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we (a) validate the proposed SNC-based model and (b) evaluate the performance

of the proposed heuristics, comparing it with two reference solutions. The reference solution

#1 consists of the RAN slice orchestrator establishes the dedicated radio resource quotas by

allocating proportionally the RBs according to the traffic demand of each RAN slice. Focusing

on a specific cell, this traffic demand depends on the number of attached UEs, the average arrival

of packets and the size of each packet. This means the reference solution #1 is agnostic to the

latency requirements of each RAN slice. In the reference solution #2, the RAN slice orchestrator

periodically recomputes the dedicated radio resource quotas for each RAN slice. Specifically, it

redistributes the RBs available for each RAN slice in each cell according to its average buffer

size (i.e, packets in queue waiting to be transmitted). This means the RAN slice orchestrator

provides more RBs for the RAN slice which presents the greatest average buffer size. This

reference solution indirectly considers the latency experienced by the packets of a RAN slice.

A. Experimental Setup

To validate the SNC-based model, we use a Matlab-based simulator that resembles the packet

arrival and their transmission for an uRLLC RAN slice in a single cell. Assuming the cell has

available 24 RBs, we have evaluated several scenarios where a different number of RBs are

reserved to the RAN slice. We have also evaluated other scenarios where we consider a different

value for the average batch arrival and the required violation probability. With respect to the
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TABLE II: Simulation Parameters for SNC-based model validation

Parameter Configuration Parameter Configuration

5G Numerology µ5G 2 [27] Average batch arrival rate λi,m
From 3000 to 5000 batches/s

Default: 3400 batches/s

Carrier bandwidth Wi (|Ri|) 20 MHz (24 RBs) Number of UEs in the cell |Um
i | 5

RBs for the RAN slice |Rm
i |

From 7 to 17 RBs

Default: 10 RBs

Probability of simultaneous

transmission of packets pi,m,u
Equiprobable

Packet delay budget W th
m 5 ms Packet size L ∈ Lm [256 512 1024 2048] bits

Violation probability ε ′m
From 0.001% to 10 %

Default: 0.1 %
Packet size distribution pm,l Equiprobable

Spectral efficiency SEz,i,m

[0.152;0.377;0.877;1.476;1.914;2.406

2.731;3.322;3.902;4.523;5.115;5.554

6.226;6.907;7.406] bps/Hz

[37, Table 5.2.2.1-3]

PMF Spectral efficiency πz,i,m

[0.0007;0.0006;0.0036;0.0141;0.0844;0.1599

0.2208;0.1118;0.0816;0.0752;0.0776;0.0716

0.0414;0.0300;0.0267]

probabilities πz,i,m of reporting certain CQIs, i.e., the achieved spectral efficiency Sz,i,m, we have

extracted them by using real dataset from a Long Term Evolution (LTE) network. Note that,

5G dataset is not available due to the deployment of 5G networks are already in an early stage.

Table II summarizes these and other key parameters used in the model validation.

Regarding the evaluation of the proposed heuristics, we consider a RAN infrastructure com-

posed of |I| = 7 cells deployed over an area of 0.95 Km x 0.95 Km. We also consider the

traffic demand for each RAN slice is non-uniformly distributed over this area. This means each

RAN slice (a) serves a different amount of UEs |Um
i | in each cell; (b) has a specific batch

arrival rate λm for its packets; and (c) has a specific distribution for the packet size, i.e., Lm

and pl . In addition, each RAN slice accommodates an uRLLC service with specific performance

requirements in terms of packet delay budget W th
m and violation probability ε ′m. These parameters

along with the channel and cell parameters are summarized in Table III.

B. Validation of the Proposed SNC-based Model

In Fig. 3(a), we have evaluated the delay bound Wi,m in function of the dedicated radio resource

quota |Rm
i | assigned for the RAN slice m. We observe the SNC-based model always provides an

upper estimation of the number of required RBs to obtain a specific delay bound, given a specific

value for the violation probability ε ′m. This means that using the computed radio resource quota,

the obtained delay bound in a real cell for this RAN slice would be lower than the estimated

by our proposed model. This makes the proposed model suitable for ensuring the performance

requirements of uRLLC RAN slices when the MNO plan them in advance. With respect to the

relative error in Fig. 3(b), it seems large in a first attempt. Notwithstanding, it is acceptable for
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TABLE III: Simulation Parameters for RAN slice planning

Parameter Configuration Parameter Configuration

Cellular Environment 0.95 Km x 0.95 Km Decoding Error Probability εdec 10−5 [39]

Number of Cells |C| 7 Blocklength nblock 168 [38]

Cell areas ∀i ∈ C
[0.1415; 0.1413; 0.1081; 0.1419

0.1255; 0.1399; 0.1060] Km2
Number of RAN slices 3

gNB density κgNBs 7.756 ·10−6 gNBs/Km2 Number of UEs per RAN

slice and cell |Um
i |

|U1
i | = [8; 6; 7; 10; 5; 4; 7]

|U2
i | = [10; 8; 7; 5; 8; 7; 9]

|U3
i | = [9; 10; 12; 10; 10; 13; 11]

5G Numerology µ5G 2 Packet Delay Budget W th
m [15; 25; 5] ms

Carrier Bandwidth Wi (|Ri|) 40 MHz (51 RBs) Violation Probability ε ′m [0.1; 1; 0.05] %

Cell Transmited Power

Pcell
T X = PT X · |Ri|

30 dBm [40] RAN Slice Priority ψm [0.667; 0.444; 0.889]

Shadowing Parameters µχ = 0 dB σχ = 4 dB [34] Packet length l ∈ Lm

[256; 512; 1024; 2048] ∈ L1 bits

[512] ∈ L2 bits

[512; 2048] ∈ L3 bits

UE noise figure 10 dB

citeDiRenzo2016 PMF packet length pl ∀l ∈ Lm

[0.25 0.25 0.25 0.25] ∀l ∈ L1

[1] ∀l ∈ L2

[0.75 0.25] ∀l ∈ L3

UE thermal noise -174 dBm/Hz [34] Batch arrival rate λm

λ1 = 24500 batches/s

λ2 = 26950 batches/s

λ3 = 22750 batches/s

Pathloss exponent α 4 [33]
Probability of simultaneous

transmission of packets pu
Equiprobable

a model based on SNC. Specifically, modeling tools based on SNC allow us to consider more

complex arrival and service processes that the ones considered by other modeling tools (e.g.,

Poisson arrivals and exponentially distributed service time in queue theory-based models) to get

(a) Delay bound Wi,m
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Fig. 3: Evaluation of the delay bound Wi,m in function of the number of RBs allocated to the

RAN slice m, i.e., |Rm
i |.
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Fig. 4: Evaluation of the relative error in function of the violation probability ε ′m.

statistical performance bounds of the type P[delay > x]≤ ε at the expense of obtaining an exact

match between the results obtained from the model and the simulator or real measurements.

Instead, SNC-based models always provide an upper bound estimation for the delay bound [11].

We also notice the relative error between the SNC-based model and the simulator decreases when

the number of assigned RBs increases. It is due to SNC-based models provide lower values for

the relative error when the considered processing node suffers a less congestion [11]. In the case

of a RAN slice, this happens when more RBs are allocated for it in a cell.

We have also evaluated the relative error in function of the violation probability as Fig. 4 shows.

We observe the SNC-based model presents a better accuracy when the violation probability takes

low values. This means our proposed model is ideal for uRLLC services, which have extreme

requirements in terms of reliability.

C. Convergence and Computational Complexity Analysis of the Proposed Heuristics

In Fig. 5, we depict the convergence of the proposed heuristics to find a sub-optimal solution

for the formulated problem in Eq. (49). Specifically, we have analyzed the convergence for

different scenarios, each one characterized by a specific amount of cells. For all the scenarios,

we assume each cell has available 51 RBs. If we focus on a single curve, each dot represents

the value of such equation in a specific iteration (line 14 in Algorithm 1). We observe the curve

is flat in the first iterations. The meaning of the flat region is the parameter ∆W m is infinite

for one or more RAN slices. This means these RAN slices cannot accommodate the DL traffic

with the amount of allocated RBs in this iteration (line 10 in Algorithm 1), i.e., with this RB

allocation, the amount of packets in the buffer of one or more cells will dynamically increase

up to infinity. For simplicity, we have represented this phenomena as a flat region in the curve.

When all the RAN slices have enough allocated resources to accommodate their DL traffic,
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Fig. 5: Analysis of the convergence for the proposed heuristics.

the curve exponentially decreases up to the heuristics converge to a sub-optimal solution. If we

compare the heuristics’ convergence for the different scenarios, we observe the time between

two consecutive iterations increases when the number of considered cells increases. The reason

is the proposed heuristics has to call more times, one per cell, the SNC-based model to compute

the delay bound for each RAN slice (line 13 in Algorithm 1).

This phenomena is better represented in Fig. 6, where a box-and-whisker plot is used for

representing the statistical distribution of the execution time in an iteration. In this representation,

the bottom and the top of each box represent the first and third quartiles for the measured times,

respectively, while the red line represents the 50th percentile. Focusing on the whiskers, the

lowest and the highest lines represent the minimum and maximum measured times. Observing

Figs. 6(a) and 6(b) , we can conclude the execution time of an iteration grows exponentially

with the number of cells and RBs. Although it is not depicted due to space limits, we have

observed a similar behavior when the number of considered RAN slices increases.

6 Cells 7 Cells 8 Cells 9 Cells

5

5.5

6

6.5

7

7.5

8

(a) Number of cells in the RAN infrastructure. Note that,

each cell has 51 RBs.

24 RBs 31 RBs 42 RBs 51 RBs

2

2.5

3

3.5

4

4.5

5

(b) Number of RBs available in each cell. Note that, the

RAN infrastructure has 6 cells.

Fig. 6: Execution time of an iteration in the proposed heuristics for different scenarios.



IEEE JOURNAL, VOL. X, NO. X, MONTH YEAR 29

TABLE IV: Checking if the performance requirements of each slice are met in the long term.

RAN Slices Planning Solutions Cell 1 Cell 2 Cell 3 Cell 4 Cell 5 Cell 6 Cell 7

Slice 1

Prop. Solution ✓ ✓ ✓ ✓ ✓ ✓ ✓

Ref. Solution 1 ✓ ✓ ✓ ✓ ✓ ✗ ✓

Ref. Solution 2 ✓ ✓ ✓ ✗ ✓ ✓ ✓

Slice 2

Prop. Solution ✓ ✓ ✓ ✓ ✓ ✓ ✗

Ref. Solution 1 ✓ ✓ ✓ ✗ ✓ ✓ ✓

Ref. Solution 2 ✓ ✓ ✓ ✓ ✓ ✓ ✓

Slice 3

Prop. Solution ✗ ✓ ✓ ✗ ✓ ✓ ✓

Ref. Solution 1 ✗ ✓ ✗ ✗ ✓ ✓ ✗

Ref. Solution 2 ✗ ✗ ✗ ✗ ✗ ✗ ✗

D. Performance Analysis of the Proposed Heuristics

With respect to the performance analysis, we have focused on an scenario where there are

not enough resources to accommodate the performance requirements of three RAN slices in

the long term. Under this scenario, we have compared the results from the proposed heuristics

and the reference solutions 1 and 2. Specifically, we have checked if the latency and reliability

requirements of each RAN slice m are met in the long term for each cell. Focusing on a cell

i, this means if ∆Wi,m = 0, i.e., P[wk >W th
m ]< ε ′m in the long term. Note that, wk represents the

transmission delay of a individual packet k.

In Table IV, we have represented with the checkmark symbol ✓ if ∆Wi,m = 0 and with the

crossmark symbol ✗ if ∆Wi,m > 0. On the one hand, we observe that our proposed solution

obtains the highest percentage (i.e., 85.71%) of RAN slices successfully accommodated in a

single cell with respect to the reference solutions 1 and 2 (i.e., 71.42% and 61.9%, respectively).

On the other hand, checking if the three RAN slices can be simultaneously accommodated in a

single cell, we also observe the percentage of success is higher in the proposed solution (i.e.,

57.14%) with respect to the reference solutions 1 and 2 (i.e., 28.57 % and 0 %, respectively).

The low performance of the reference solution 2, specially for RAN slice 3, is mainly due to

the RAN slice orchestrator may allocate few radio resources in an allocation period for a RAN

slice in a single cell (i.e., due to the number of enqueued packets is very low) and then, this

RAN slice may suffer a traffic peak, which would involve the number of packets in the queue

may grow significantly, increasing in this way the transmission delay wk experienced by each

packet k. All this demonstrates the importance of pre-establish an amount of guaranteed radio

resources to ensure the latency and reliability requirements before deploying the RAN slices.
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VII. CONCLUSIONS AND FUTURE WORK

Deploying and running RAN slices providing uRLLC services would require an ad-hoc

analysis of expected performance in terms of delay and reliability thereby driving the network

resources orchestration process. Based on that, the MNO can properly take decisions on the

dedicated radio resource quota to be assigned to each RAN slice within a given cell.

Under this context, we have first proposed a SNC-based model, which given i) the dedicated

radio resource quota for a uRLLC RAN slice in a single cell, ii) the target violation probability,

iii) its traffic demand and iv) the CDF for the SINR experienced by its attached UEs, provides

the delay bound for the packet transmission delay. To derive such CDF, we relied on a model

based on stochastic geometry. This model considers the impact of the interference incurred by

multiple RAN slices deployed in neighbor cells on the capacity the serving cell offers to a

serving RAN slice. Additionally, we have proposed heuristics to plan in advance the deployment

of multiple uRLLC RAN slices in a multi-cell environment, i.e., computing the dedicated radio

resource quotas which ensure their performance requirements in the long term.

We have validated the proposed SNC-based model by means of an exhaustive simulation

campaign, demonstrating it provides a conservative upper estimation of the delay bound for the

packet transmission delay of an uRLLC RAN slice, given its target violation probability. This

makes the proposed model suitable for ensuring the performance requirements of uRLLC RAN

slices when the MNO plan them in advance. Additionally, we have showed the benefits of using

the proposed heuristics when the RAN slice orchestrator simultaneously plans the deployment

of several uRLLC RAN slices in a multi-cellular scenario.

Regarding the future work, the proposed SNC-based model could be extended to consider the

computational part of a gNB, i.e., considering the time spent by the gNB to process an uRLLC

packet before its transmission via the radio interface. This extension will allow the MNO to

completely characterize the delay bound of a network slice in the RAN. With respect to the

proposed heuristics, it could be extended to find a suboptimal solution for the values of the

weights in addition to the amount of radio resources which are dedicated for each RAN slice in

each cell. In this way, the values of the weights could be also optimized in order to accommodate

more uRLLC RAN slices in the MNO infrastructure.
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