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Abstract
The use of deep learning approaches in Signal Processing is
finally showing a trend towards a rational use. After an ef-
fervescent period where research activity seemed to focus on
seeking old problems to apply solutions entirely based on neu-
ral networks, we have reached a more mature stage where in-
tegrative approaches are on the rise. These approaches gather
the best from each paradigm: on the one hand, the knowledge
and elegance of classical signal processing and, on the other,
the great ability to model and learn from data which is inherent
to deep learning methods. In this project we aim towards a new
signal processing paradigm where classical and deep learning
techniques not only collaborate, but fuse themselves. In partic-
ular, we focus on two objectives: 1) the development of deep
learning architectures based on or inspired by signal processing
schemes, and 2) the improvement of current deep learning train-
ing methods by means of classical techniques and algorithms,
particularly, by exploiting the knowledge legacy they treasure.
These innovations will be applied to two socially and scientifi-
cally relevant topics in which our research group has been work-
ing for years. The first one is the enhancement of speech signal
acquired under acoustic adverse conditions (e.g., noise, rever-
beration, other speakers, ...). The second one is the develop-
ment of anti-fraud measures for biometric voice authentication,
in which banking corporations and other large companies are
strongly interested.
Index Terms: Machine Learning, Deep Neural Networks,
Speech Enhancement, Multichannel speech processing, Voice
Anti-spoofing

1. Introduction
In the last decade we have witnessed a radical change in the
classical framework where, for the second half of the last cen-
tury, signal processing founded itself as a new discipline. The
need to overcome the limitations associated with the classical
assumptions of linearity and stationarity, as well as the exten-
sive use of second-order statistics, has paved the way for the ir-
ruption of machine learning techniques and, in particular, Deep
Neural Networks (DNN) [1]. Although they were previously
known and applied, neural networks have found fertile ground
in the last decade thanks to the advances, both algorithmic and
from hardware, needed to handle the huge amounts of data they

require.
Although, at first, there was a proliferation of solutions in

which DNNs were conceived as black box units that performed
a particular task from end-to-end, it was soon realized that these
approaches wasted the accumulated in-domain knowledge we
already had [2]. The efforts of the signal processing research
community to take advantage of this knowledge within deep
learning approaches have been remarkable in recent years [3,
4, 5, 6]. Our research team stakes on this integrative approach
aiming to take a step further towards a new paradigm in which
deep learning techniques are seamlessly incorporated into the
existing signal processing theoretical body of knowledge.

To this end, we propose two lines of work: i) the design of
new network architectures inspired by classical signal process-
ing techniques, and ii) the development of new training methods
that take advantage of available in-domain knowledge.

In the first case we look for new architectures, or the modi-
fication of existing ones, at the structural level, taking advantage
of the available knowledge about the signals involved. Further-
more, we aim at the integration of advanced algorithms (e.g.
adaptive filtering, Kalman filtering, etc.) at the layer (or cell)
level, considering these as signal processing operators (in the
same way that a convolutional layer can be understood as a
filter-bank or a pooling as a decimation) [7]. Embedding these
algorithms in a layer, or cell, would avoid the need for a heuris-
tic adjustment of the algorithm parameters. These can directly
be learned from data, while allowing us to non-linearly process
signals, as the very DNNs naturally do.

In the second line of work we try to imbue DNNs with in-
domain knowledge by means of the training procedure. The
easiest way to do so is through the loss function used as training
criterion. Thus, we propose both to adapt known classical qual-
ity or performance metrics that distill prior knowledge available
on the signal, and to generate others adapted to the problem un-
der consideration. Also, we propose the development of new
data generation techniques (data augmentation) that make train-
ing possible or that, conveniently used during training, reduce
the risk of overfitting. These generation techniques are based
on simulation and, therefore, require knowledge of the problem
and the associated classical signal processing techniques.

The resulting developments will be applied on two topics
of current interest in which our research team has been working
for years: multichannel speech enhancement and detection of
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Figure 1: Key elements where classical knowledge-based signal
processing methods and deep learning approaches can poten-
tially be fused.

malicious impersonation attacks in speech-based biometric sys-
tems. However, other possible applications in which our team
also has experience, such as speech, image or video restoration,
as well as proteomic signal processing, are not ruled out.

2. Project goals
As mentioned above, over the last decade deep neural networks
have unquestionably demonstrated their suitability as a model-
ing tool in signal processing problems. In a precursor project [8]
we showed that deep learning techniques could be successfully
integrated with classical signal processing methods, combining
the best of both approaches. In this project we take a step fur-
ther and pursue a seamless integration in which deep learning
models assimilate in an adequate way the knowledge accumu-
lated over decades and crystallized in classical methods. In this
sense, we not only pursue the integration of DNNs as a block
within the processing pipeline, but also the fusion of elements
across both approaches. Potential key elements which can en-
able this seamless integration are depicted in Figure 1. This way
we intend to advance towards a new paradigm where classical
signal processing techniques and deep learning are merged.

To achieve this, we primarily focus on the speech process-
ing domain, in which our research team has extensive experi-
ence. In particular, we will consider two applications of partic-
ular interest at present. The first one is the enhancement and im-
provement of speech signal, a regression problem which has ad-
ditional side applications such as speech or speaker recognition,
and speech transmission. In addition, the widespread use of de-
vices integrating multiple microphones (such as smartphones,
tablets, home assistants and smartTVs) has put the spotlight
on multichannel processing. The second one is the detection
of malicious attacks against speaker identification systems, or
anti-spoofing methods. This is a classification problem where
we must discriminate between genuine or spoofed voice (pre-
recorded signal replayed or synthetic/converted speech). The
goal is to avoid fraud in voice-based biometric systems, pro-
viding a solution to the reinforced authentication requirements
demanded by today’s society.

Development of new network architectures inspired by clas-
sical signal processing techniques
Our aim is to develop new architectures that replicate the macro-
modeling of the signal by means of prior knowledge about it. In
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Fig. 1. Block diagram of the proposed REM algorithm for multichannel speech enhancement. Only the most relevant parts of the algorithm

are indicated in the flowchart for clarity purposes. The dashed lines mean the feedback due to the M-step of the algorithm.

Fig. 1 depicts a diagram of our proposed REM algorithm for speech enhancement. In the next sections we will

detail each block, the parameters involved in each one and the latent variables they depend on. For simplicity, we

will omit the iteration index l in the following two sections, where the E-step and M-step of the algorithm are

particularized.

IV. ESTIMATION OF THE LATENT VARIABLES

The E-step of the algorithm considers the computation of the expectation in Eq. (13), which gives the auxiliary Q

function. This Q function, and its maximization for the computation of the acoustic parameters (M-step), depends

on the a posteriori SPP px,t and the statistics of the clean speech signal X1,t (see Appendix A for this derivation).

In this section we will address the estimation of these expectations and the a posteriori SPP.

The first- and second-order expectations of the clean speech signal X1,t conditioned on the observations are

obtained using the E-step in the REM framework as indicated in [41],

bX1,t = E {X1,t|yt;⇥t} = px,t
eX1,t, (16)

Sx,t = E
n

|X|21,t

���yt;⇥t

o
= d|X|

2

1,t + Pt, (17)

where

eX1,t = E {X1,t|yt, Hx;⇥t} (18)

Figure 2: Block diagram of the proposed Recursive EM algo-
rithm for multichannel speech enhancement. The dashed lines
mean the feedback due to the M-step of the algorithm.

the context of speech processing, we can take advantage of clas-
sical schemes of speech production, signal propagation and au-
ditory perception models to establish the topology and process-
ing units to be used in DNNs for speech enhancement and anti-
spoofing applications [3, 9, 10]. Moreover, signal processing
methods can even be embedded within the network layers. In-
deed, certain layers already replicate well-known classical pro-
cessing methods, as mentioned in the previous section. Our goal
here is to translate more advanced methods from classical signal
processing (adaptive filtering, Kalman filters, etc.) as network
layers (or cells) embedded in the very DNN layers, so that we
can benefit from nonlinear processing, while parameters can be
adjusted during learning and relationships across data exploited.

Novel knowledge-based training methods
We also explore the use of classical processing techniques for
the development of generative and data-augmentation methods,
which can alleviate the enormous input data needs that DNNs
require for generalization. In addition to simple noise addi-
tion, other more advanced classical methods such as acoustic
environment simulation, speech synthesis, speech conversion,
time-stretching, bandwidth extension, etc. can be used [11].
Moreover, the development of loss functions for DNN training
derived from classical speech quality and/or intelligibility met-
rics are of special interest [6], as well as those learning schemes
that can generate enriched embeddings to facilitate classifica-
tion and detection [12, 13].

3. Ongoing work
As a result of this project, we have fused architectures
combining recurrent and convolutional neural networks for
speech/noisy mask estimation with statistical signal processing
algorithms. Thus, an architecture based on extended Kalman fil-
tering has been proposed for two-channel speech enhancement
[14], while an expectation-maximization (EM) algorithm com-
bining neural network speech prediction with Kalman filtering
[15] has been developed for multichannel enhancement in gen-
eral (Figure 2).

For robust speaker recognition and verification, an anti-
fraud system has been developed that combines convolutional
and recurrent networks that integrates a single-channel noise
estimator, providing significant improvements over the state of
the art [16]. In addition, we have proposed a new adversar-
ial transformation network based on GANs which is capable of
generating adversarial spoofing attacks that, used during train-



Figure 3: Generative adversarial network for biometric anti-spoofing (GANBA) framework for white-box scenarios. Step 1: generator-
only training (ASV and PAD parameters frozen). Step 2: discriminator (ASV + PAD) training. Encircled outputs corresponding to
classical cross-entropy loss function.

Figure 4: Overview of the FoldHSphere approach for protein
fold recognition. In the first stage a we train a neural net-
work model using the softmax cross-entropy as loss function.
We then optimize the position of the classes by our Thomson-
based loss, so that they are maximally separated in the angular
space. The resulting hyperspherical prototypes are used as a
fixed non-trainable classification matrix.

ing, improve the state-of-the-art systems [17] (Figure 3).
We have also investigated the use of the Large Margin Co-

sine Loss (LMCL) function for extraction of prototype class
vectors in deep neural network training, as well as its improve-
ment by means of the adaptation of quasi-optimal solutions to
the Thomson problem in order to achieve more representative
embeddings (Figure 4). We have also applied this approach to
other topics as proteomic signal processing, where it was very
successful for protein folding type classification [18].

Finally, techniques developed by our team have been
adapted for participation in the DiCOVA 2021 Challenge,
whose objective was the detection of COVID19 from audio sig-
nal (cough recordings in track 1). The proposed system inte-
grated classical techniques and neural networks for signal pre-
processing and cough segment detection, as well as a score fu-
sion system between multiple classifiers [19].

4. Conclusions and future work
In this paper we have presented the project FTCAPPS, which
will be executed in the period from July 2020 till June 2023.
The project involves researchers from the University of Granada
in collaboration with expert researchers from other countries
and from the industry.

Currently the project is providing novel approaches which
exploit this fused approach of paradigms, as shown in
the previous section. We aim at going further in this
line and achieve groundbreaking developments which seam-
lessly integrate DNN as part of speech signal processing.
Updated information about this project can be found at
http://sigmat.ugr.es/proyectos/ftcapps.
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