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Abstract: Renewable energy sources are considered ubi-
quitous and drive the energy revolution. Energy produ-
cers suffer from inconsistent electricity generation. They
often struggled with the unpredictability of the weather.
Thus, making it challenging to balance supply and demand.
Technologies like artificial intelligence (AI) and machine
learning are effectiveways to forecast, distribute, andmanage
renewable photovoltaic (PV) solar supplies. AI will make the
energy forecasting system more connected, intelligent, reli-
able, and sustainable. AI can innovate how energy is used
and help find solutions for decarbonizing energy systems.
There are potential advantages to total energy forecasting.
AI can support the growth and integration of PV solar energy.
The article’s main objective is to use AI to forecast the output
consumed power of the Yarmouk University PV solar system
in Jordan. The total actual yield is 5548.96 MW h, and the
performance ratio (PR) is 95.73%. Many techniques are used
to predict the consumed solar power. The random forest
model obtains the best results of root mean squared error
and mean absolute error are 172.07 and 68.7, respectively.
This accurate prediction allows for the maximum use of
solar power and the minimal use of grid power. This work
guides the operators to learn trends embedded in Yarmouk
University’s historical data. These understood trends can
be used to predict the consumption of solar power output.
Thus, the control system and grid operators have advanced
knowledge of the expected consumption of solar power at
each hour of the day.

Keywords: load forecasting, neural network, solar PV
system

1 Introduction

Nowadays, a significant change in technology within the
power system has changed the stable state of the power
sector. The power sector is currently taking on a horizon-
tally integrated system where generation from other alter-
native sources and the connection of renewable generation
to the network are changing magnificently. Thus, the power
sector is experiencing a paradigm shift. Electric utilities seek
a stable, fair predictable, and commonly operated vertical
supply chain. The power system’s objective is to supply
electric power to customers reliably and economically.
Therefore, electric power consumption and production
must be balanced continuously and instantaneously.
Power system loads can be described as variability and
uncertainty. The load varies throughout the day, whereas
the conventional generation can often deviate from sche-
dules. Thus, the contingencies are unexpected, and the
load forecast error is also unexpected [1,2].

Good forecasting techniques are essential for increasing
grid stability and reliability. Load forecasting benefits can
be summarized as follows: estimating how much can be
consumed by the end of the entire day, week, month,
quarter, or even a year, comparing the forecasted model
to establish goals, targets, and budgets, and switching the
consumption to cost as preparing the budget for the next
year as a financial controller. Utility companies need pro-
found load forecasting studies using learning algorithms.
Therefore, this work tries to forecast the electricity demand
to provide an overview of the national electricity demand at
Yarmouk University in Jordan, which serves as input to the
generation development plan. Themain scope is developing
a suitable forecasting model of load forecasting power
output with minimal error using MATLAB and Python [3].

Some renewable energy systems forecasting chal-
lenges still need to be addressed on time. So, the role of
AI can be summarized by building an intelligent control
center. Thus, data are generated when renewable energy
forecasting is coupled with AI. This data explore a new
insight into the grid operators for better control opera-
tions and forecasting. It allows energy suppliers to adjust
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supply and demand intelligently. When dealing with
integrated mini-grids and adding renewable energy to
the main grid, this leads to difficulty in balancing the
flow of energy. AI can help grid operators in this area.
The AI-powered control system can also help solve
quality and congestion issues. AI can provide impressive
safety and reliability. Hence, AI can help the operators
understand the energy consumption patterns and identify
the grid’s energy leakage and health, and the operator can
promptly take precautions for the data. Besides, inte-
grating AI can help renewable energy suppliers expand
the market by introducing new service models and
encouraging higher participation. AI can be integrated
with intelligent energy storage units to provide a sus-
tainable and reliable solution; this can help with intel-
ligent power storage and distribution.

Accurate simulations for electric power load fore-
casting are essential to the operation and planning of a
utility power company. It helps the company make crucial
decisions, including purchasing and generating electric
power, load switching, and infrastructure development.
Various load forecastingmethods are reported on the impor-
tance, including linear regression, exponential smooth-
ing, stochastic processes, auto-regressive moving average
models, and data mining models. Of late, artificial neural
network (ANN) has widely employed load forecasting tech-
niques. AI is considered the state-of-the-art technology for
processing a large amount of data and deriving accurate
insight. Therefore, it becomes a fundamental enabler in
the utility to harvest data from the energy system to
quickly get valuable results. AI is one of the tools in the
box that can be deployed in any part of the energy system.
Thus, it can fit into the process and operational chain,
such as managing assets by forecasting the future’s needs.
For example, predicting the electricity demand for the
grid and customers allows the grid operator to advance
purchasing and avoid an imbalance in the transmission
losses. These algorithms should include patterns and
trends, prediction analysis, actionable insights, and
automatic actions based on predictions. In addition to
identifying patterns and trends within data analyses
and forecasts, sophisticated regression analysis is done
in AI. The process is started by data collection on weather,
geography, demographics, demand, supply, and price. The
second step is processing these data, such as through data
cleaning and wrangling, exploratory data analysis, AI algo-
rithms, data visualization, and insight. Optimization of the
constraints is a critical key for data-driven, and decision-
making [4].

The rest of this article is arranged as follows. Section 2
summarizes the related work. Section 3 introduces

electrical load forecasting and AI. Section 4 introduces
the system under study. Then, the data collection process
is presented in Section 5. The proposed methodology
is addressed in Section 6. Experiments and results are
demonstrated in Section 7. The article finishes with the
conclusion in Section 8.

2 Related work

The literature review states many forecasting methods.
In quantitative (analytical aspects) [5,6], the forecasted
values are developed using certain factors, such as math-
ematical models and historical data. Quantitative methods
are objective in nature. They can be designed using mathe-
matics, and they can be used when past data are available.
Unlike the qualitative (social aspects) methods, the fore-
cast values are developed depending on certain factors
such as decision-making, instinct knowledge, experience,
and emotion [5,6]. Qualitative methods are subjected to
nature and can be used in forecasting intermediate and
long-term decisions. Examples of qualitative methods are
Jory of execution opinion, where the decision-making is
based on a high level and expert management [7] and
Delphi method, where the decision making is based on
experts and staff [8]. Sales force composite decision-
making is made by management based on estimates
given by an individual salesperson. A consumer market
method is a survey in which a survey is conducted
among the target or prospective customers [9].

In associative or causal models, the forecasted vari-
ables are associated with other variables. The associative
models are linear regressions where forecast-dependent
variables are based on independent variables [10]. Other
models are the time series model. Time series examine
past data and forecast the future based on underlying
patterns. Samples moving average is considered the most
straightforward technique because of identifying the upstream
and downstream decision-making [11]. It is estimated by
dividing the sum of the lastn period values andn. In addition,
the exponential smoothing methods assign a decreasing
weight for older values. Thus, removing any effect data
might have on forecasts. In addition, they help to smooth
the data by eliminating any noise or effects that the past
data may have on the forecast [12].

Literature states a numerical weather forecast. It is
a long-term horizon forecast that predicts weather con-
ditions the using present conditions as inputs to the
mathematical models. But this model loses accuracy at
high spatial and temporal resolutions. Therefore, the
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distinctive approaches on the long-time horizon include
a time horizon approach, and linear models such as auto-
regressive integrated moving average and are used [13].
Some scholars classify the load forecasting studies into
physical and statistical methods. The physical dynamical
method transforms input weather data such as temperature,
pressure, and surface roughness into numerical weather pre-
diction (NWP) to create terrain-specific weather conditions.
The statistical techniques use historical and real-time gen-
eration data to correct data obtained from NWP models.
The NWP models are based on data assimilation, parame-
terization, resolution, operational information, and power
conversion algorithms. In addition, persistence forecasting
uses the last observation as the next forecast, and ensemble
forecasting aggregates results from multiple different fore-
casts. In addition, load forecasting can be categorized based
on point estimates, whereas deterministic forecasts can pro-
vide a false sense of certainty and probabilistic estimation.
It can be beneficial if the system has a goodway of using the
additional information.

The forecasting techniques model can be separated
into several categories based on the desired predicted
output. It can be organized into two main categories:
statistical and ANN. Statistical analysis is based on a
sequence of observations of one or more parameters mea-
sured at a particular time. ANN uses multilayer perception,
Markov chain, Fourier series, and regression methods.
Furthermore, ANN can be identified as physical and
hybrid. Physical models consist of mathematical equa-
tions that describe the variables’ physical state, and
dynamic motion. For example, it used NWP. Hybrid
models are a mixture of different models with unique
features to address the limitations of individual techniques.

3 Electrical load forecasting and AI

Electrical energy has to be generated to meet the demand.
Therefore, electrical power utilities must estimate the
load on their systems in advance. Estimating energy
requirements and demand is crucial to effective system
planning. Load predictions determine the generation capa-
city, transmission capacity, and distribution system. The
decision-maker should use the available power plants to
serve the predicted load for each hour of the coming
week. This estimation is known as load forecasting. It is
essential for power system planning. Thus, it starts with a
forecast of anticipated future load requirements. Load fore-
casting is also used to establish procurement policies for
construction capital energy forecasts, which are needed to

determine future fuel requirements. Thus, a good forecast
reflecting the present and future trends is considered a sky
to all planning.

Load forecasting (LF) is vitally essential for the elec-
tric industry. Thus, effective LF can help improve and
adequately plan the power system’s generation, trans-
mission, and distribution. Therefore, accurate electric
power load forecasting models are essential to the opera-
tion and planning of utility companies. LF helps an elec-
tric utility make crucial decisions, including purchasing
and generating electric power, load switching, and infra-
structure development. Utilities, consumers, variable gen-
erators, plant owners, and independent system operators
are the ones who accrued the benefits of improved fore-
casting and bore the financial and reliability risks of poor
forecasting. Therefore, understand how a good forecast
can impact market operations and scheduling, genera-
tion, and transmission and distribution system operations.
Monitoring and verification are essential components of
load forecasting. Monitoring the forecasting quality mea-
sures the accuracy and how the forecast can be improved
over time. It is the first step toward discovering the wrong
issues early. It is also used to compare different models and
determine how to get the system better financially verified.

The power system should tailor the forecasting algo-
rithms to each customer’s unique needs and context.
Better load forecast decisions are obtained based on valu-
able information. Besides, understanding areas where
forecasting improves decision-making is the first step in
implementing forecasting systems. Therefore, forecast
interpreting is considered a critical element of the effec-
tive implementation of decision-making. Some of the dis-
rupters on demand forecast include but are not limited to
technology and innovation, changes in customer behavior,
battery storage, regulatory changes, economic status, and
tariff structure. The planning approach for uncertainties in
the electrical load forecasting and fast-evolving future is
based on understanding the power industry’s fast evolu-
tion and acknowledging electrical load vibration. In addi-
tion, consider future alternatives in the power grid and
growing trends, besides understanding local and global
economic events. The timely implementation of such deci-
sions leads to the importance of network reliability and
reduced equipment failures and blackouts. LF is also
financially important for the energy pricing offered by
the market.

Load forecasting can be classified into centralized
and decentralized forecasts. The system operator does
centralized forecasting, enabling unit commitment and
economic dispatch forecasting. Over that, it requires a
mechanism to obtain data from the generator and
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encourage data quality, and it allows generators consis-
tency and reduces uncertainty at the system level. In
comparison, decentralized forecasting is handled by the
generator. Off-takers use it when making offers and help
project operators optimize operation and maintenance,
besides informing operators of the potential for transfor-
mation congestion. The centralized forecasting by the
system operator, supported by the generator level forecast
from the planet operator, is widely considered the best
practice approach. In general, centralized and decentra-
lized have a unique value. Moving toward centralized fore-
casting effectively reduces uncertainty at the system level.
In addition, it helps identify the various environmental
changes that occur. Thereby allowing the company to
develop a mechanism by which they cope with such envir-
onmental changes. Also, forecasting involves analyzing
past data, making it easy for the company to identify its
weak spots and take the necessary corrective action. On
the other hand, any forecasting model is used only to
estimate a future event anddoesnot assume 100%accuracy.

Load forecasting can be classified based on time inter-
vals and horizons. Short-term load forecasting (STLF)
includes intra-day adjustments, an-hour-ahead scheduling,
and trading. Medium-term load forecasting (MTLT) provides
estimates for a month up to a year. Long-term load fore-
casting (LTLF) forecasts for one year and more. STLF is the
main focus of this work. It estimates the typical generation
used for resources and operational and maintenance plan-
ning. Thus, it is necessary to schedule operations, control
the power system, and act as inputs to power analysis func-
tions such as load flow and contingency analysis.

AI future is a vast area that enables a machine or
computer to replicate human capabilities such as object
recognition, decision-making, and problem-solving. AI
can help by providing tools capable of evaluating and
exploring a complex and dynamic design space. The
main challenge for AI is the fidelity-scalability trade-off,
with methods tailored around narrowly defined applica-
tions. The primary needs are methods for exposing oppor-
tunities at the intersection of design and geographical
space. Machine learning is building a more renewable
electric grid and how it’s starting to impact the power
system and pave the way toward low emissions. Machine
learning is used to boost renewable energy generation and
significantly reduce the cost of photovoltaic (PV) solar
systems. The latest progress in deploying AI technology
is fishing solar radiation to best capture solar energy and
increase energy. AI has several branches, includingmachine
learning.Machine learning allows systems to naturally learn
and improve by using their experiences to predict outcomes
without being explicitly programmed. It focuses on devel-
oping computer programs that can access and leverage data

for learning. Machine learning, like a human brain, needs
input to gain and learn from; however, it uses training data
and knowledge graphs to comprehend entity domains and
their relationships. The algorithm uses examples of direct
experience or instructions as inputs to generate an estimate
of a pattern in the data. Then an error function is used to
evaluate the models’ accuracy using those examples for com-
parison. Next, the model is optimized by altering weights to
reduce the gap between the known sample and the model
prediction. Finally, the program repeats the optimization pro-
cess until the target accuracy is achieved. Machine learning
utilizes threemain techniques: supervised, unsupervised, and
semi-supervised.Supervised learninguses trainingsets,which
are labeled data sets.Machine learning is not based on knowl-
edge but on data, so a lack of training or unclean and noisy
data can lead to inaccurate predictions for early adopters of
such technology. There may be insufficient data to make
proper decisions, drastically reducing the system’s effective-
ness because the old system worked.

In addition, the machine-learning process is complex
by itself, analyzing the data, removing data bias, and
training datasets. Running machine learning models is
also, a slow process that takes much time and demands
colossal computation. On the other hand, it increases the
reliability of the electrical grid and impressive with big
players. Machine learning can be used to overcome the
problem of intermittency of PV solar power plants by
forecasting sunlight and airflow for solar power much
better than humans using past weather data to provide
accurate forecasting for renewable energy. Supply com-
panies can plan when to produce or augment energy
generation. As a result, renewable energy sources could
become more reliable, affordable, and efficient. Machine
learning can also be used to improve renewable energy
storage and identify the optimal layout and geographical
location of solar power plants from a maintenance per-
spective. Machine learning can be employed to collect
data from sensors installed on the electric grid to detect
anomalies and predict failures. Automating monitoring
can monitor PV solar system health and help schedule
maintenance. Technology that uses machine learning to
sort the data acquired from an extensive database of what
reports the idea was to reduce the variability of solar
energy output, also reducing the need for excess energy
storage systems by increasing the accuracy of weather
forecasting as it relates to energy output.

Machine learning leads the renewable energy sector
by pushing the development of faster and more powerful
computing technologies. The widespread use of this tech-
nology around the globe in the coming years will contri-
bute to a more sustainable future, and the traditional
revenue companies have been losing ground as
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renewables popping up everywhere. There has been more
energy supply and stability variance. Machine learning
could modify electricity prices depending on the vast
data generated by the expanding number of smart meters
and sensors used throughout the PV solar power plant.
Besides, they must forecast supply and demand to bal-
ance the grid in real time and reduce downtime. The
start-up neural network has been taking advantage of
the edge AI platform to build smart electric meters that
can take many measurements per second, allowing for
fine-tuned monitoring by homeowners to automate and
control how energy flows from the solar panels into the
home to reduce energy bills. The internet brand of smart
meters can be connected to the grid to help smart appli-
ances monitor disruptive weather patterns that may affect
energy grids, optimize energy usage, and detect energy
waste or even failures. In addition, breakers are brought
to the utility scale to allowmicrogrids to optimize numerous
energy sources and storage facilities. It rapidly detects grid
faults and implements dynamic pricing and demand
response with real-time AI data. All this can help increase
reliability, security, and sustainability.

Over that, there is a sense energy monitor installed in
the electric panel that could detect improper voltage from
the grid so the operator can proactively reach out to the
utility to address any issues and warn the owner in case
there is an appliance that draws too much current, so it
serviced before failure. Thus, it alarms the electricity use
on specific circuits, which has saved money. There are
many ongoing machine learning and AI projects using
link debate, everything from a deep learning model for
forecasting foldable take energy with uncertainties to
deep reinforcement learning for optimal energy manage-
ment of multi-energy smartphones. It is a very active and
growing industry. So, there are still several challenges
that need to be overcome.

4 System under study

Jordan has a vast solar energy potential because it is
located within the world’s solar belt, with average solar
radiation varying between 5 and 7 kW h/m2 as shown in
Figure 1, implies a potential of at least 1,000 GW h per
year. This work forecasts the total electrical load in one of
the significant forefront of Middle Eastern and Jordanian
universities. Yarmouk University is a public and compre-
hensive university. It is located in northern Jordan and
was established in 1976. Table 1 shows the plant under
study information. Table 2 shows a description of data

collection on the Yarmouk University solar PV plant.
Figure 2 shows solar paths at the Yarmouk University
location. Table 3¹ shows the energy estimation for the
Yarmouk University solar power plant for the three con-
tracted years, respectively. Table 4 shows Yarmouk Uni-
versity subdivided into 29 zones of generation. This table
shows the actual yield (MW h), the contractual yield
(MW h), and the period performance (PP), respectively.
PP can be defined as the percentage ratio of the actual
yield to the expected weather-corrected yield as equation
(1). Table 5 shows the calculation for the year 2019 per
month. It shows the PP, solar insolation, and PR calcula-
tions, respectively. PV solar insolation energy measures
the solar system radiation collected on a particular array’s
surface in a reported time period (kW h/m2/month). PR
which is the percentage of the relationship between actual
and theoretical energy yield of a solar PV. The main dis-
tribution panel is the final distribution board that distri-
butes the power supply to the final electrical circuit. It
consists of breakers, isolators, busbars, and enclosers.
Irradiance tilted is the amount of PV solar incident energy
when the plan of irradiance is equal to the tilted module
surface, and the nominal power is the maximum capacity
of the PV solar system at standard test conditions.

( ) =

(   )PP % Actual yield kW h
Expected weather correction yield

. (1)

5 Data collection

Smart meters cause a rich and growing in energy data.
Tremendous data are available more than the data in the
traditional meters era. These new data resources are ana-
lyzed and transformed using machine learning techni-
ques, data mining visualization, and statistical analysis.
Transformation into these techniques increases reliability,
decreases system cost, and improves environmental sus-
tainability. The characteristics of these big data can be
classified into four categories: volume (quantity of existing
data), velocity (streaming data), variety (data forms such
as numbers, text, and multimedia), and veracity (uncer-
tainty of data quantity). System operators’ data collection
strategies can be accomplished in several ways, such as
policymandates implementation for utility-scale and distrib-
uted generation, interconnection or market requirements set
by the government, utility power purchase agreements,



1 Kawar Energy, Operational Report, Yarmouk University PVPP.
Third operational year. KE-OM-RPT-OP-YU-012.
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penalties, rewards, and partnerships with metrological
agencies and third-party vendors. Hence, it is required to
update the interconnection standards and power purchase
agreement to enable data gathering and work with national
metrological institutions to improve underlying weather
data or access. In addition, facilitiesmust train the operators
onmetrology, interpret forecasts, and work with and support
vendors. Thus, develop a smooth IT interface between fore-
cast vendors and users. The meteorological data and the
density and frequency of observations highly impact the fore-
casted quality. Static and dynamic data are needed to set up
a load forecasting model. Static data such as plan location
(latitude and longitude), installed capacity, and historical

data are used as training data. While dynamic data, such
as real-time generators’ availability data wind and solar)
and park potential of total output power based on available
resources at the farm level meteorological data, such as wind
speed, irradiance, temperature, and pressure. There is no
one-size-fits-all approach to collecting data, procuring, and
monitoring forecasts. In addition, electricity consumption is
affected by changes in population, electricity prices, extreme
weather conditions, holidays, and special events such as
popular football matches. Accurate load forecasting reduces
the uncertainty involved in production and helps a company
in planning and decision-making. The scenario for selecting
the optimal set of input neurons is as follows:

Figure 1: Global horizontal irradiation in Jordan.
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(1) Day of the week (1/Sunday – 7/Saturday), ( )L k1 ;
(2) Month number in a year (1/January, 2/February,……

12/December), ( )L k2 .
(3) Day type such as workday, weekend, and holiday (−1

for work day, −2 for holiday, and 0 for Friday and
Saturday), ( )L k3 ;

(4) Week number in a year ( …1, 2 , 52), ( )L k4 .
(5) Hour of the day (00:00/12:00 AM–23:00/11:00 PM),

( )L k5 ;
(6) Year type such as 1 for 2018, 2 for 2019, 3 for 2020, and

4 for 2021, ( )L k6 ;
(7) Irradiation ( )/W m 2 , ( )L k7 ;
(8) Ambient temperature ( ∘ C), ( )L k8 ;
(9) Module temperature ( ∘ C), ( )L k8 ;

The output is the consumed load in kW h in a zones
generation during the operational year, reflected in a
zone generation, where ( )L t d, is the load at time t and
d is the day of the predicted day.

6 Methodology

The base of forecasting methodology is the components
used in the model, applications of the forecast, and chal-
lenges experienced. The appeal of fossil fuels is that they
can deliver power at all times of the day and can be
turned on and off. Solar energy faces an intermittency
issue that is not continuously available for power conver-
sion. It fluctuates on cloudy days. Thus, the sun hours
contributed significantly to prediction accuracy. Forecast

Table 1: Yarmouk University PV solar power plant information

Site Yarmouk University

Total period June 1, 2018–Jan 31, 2021
Data source Kawar Energy Company
Data organization Daily data
Data resolution 15 min
Data composition Initialization data
Field latitude 32.33
Field longitude 35.51
System capacity 3,003 kWp

Commercial operation date Varies depending on
the zone

Contractual yield (MW h) 5561.29
Actual yield (MW h) 5312.09
Expected weather correction
yield (MW h)

5186.94

KPI (%) 95.52
PP (%) 102.41

Table 2: Parameters of statistics for Yarmouk University PV solar power plant [14]

Number of PV plants Period Mean Median Max Min Standard deviation

29 1 June 2018Ű31 January 2021 519.67 17.01 2652.18 0 779.44

Figure 2: Solar paths at Yarmouk University location.

Table 3: Monthly estimated energy (MW h) for Yarmouk University
PV solar power plant for three contractual years [14]

Month Contractual
year 1

Contractual
year 2

Contractual
year 3

Dec 315.58 307.65 305.44
Jan 343.30 334.67 332.27
Feb 345.06 336.39 333.97
Mar 477.04 465.05 461.71
Apr 504.59 491.91 488.38
May 586.38 571.64 567.54
Jun 601.16 586.05 581.85
Jul 608.84 593.54 589.28
Aug 582.73 568.09 564.01
Sep 518.77 505.74 502.11
Oct 470.54 458.72 455.42
Nov 391.90 382.05 379.30
Yearly
yield

5745.89 5601.5 5561.29
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errors related to power systems are not gaussian, and the
prediction intervals are not symmetric. Therefore, that
implies that tools built directly on this assumption are
far from optimal.

Furthermore, large-scale integration for renewable
forecasting on temporal and spatial resolutions is typi-
cally needed. A good metrological forecast is funda-
mental to obtaining a solar power forecast. Sometimes,
it can be challenging to obtain a good forecast or, for
instance, a split between direct and directional-depen-
dent diffuse short-wave solar radiation. The tool provider
for renewable forecasting collaborates well with various
metrological and mid-forecast providers. Today’s med
forecasts are typically integrated parts of a good forecast.
The use of technologies like AI is found to be the best

combination. The best models depend on the amount of
historical data correlation with explanatory variables.

The study aims to forecast the solar system’s power
based on historical information. This information com-
prises a set of features impacting the gathered power
energy. Consequently, the system requires a training set
of rich data to extract the inherited knowledge in models.
Thus, the architecture of the proposed approach is depicted
in Figure 3. As shown, the system has two types of features,
such as energy-based and time-based, as indicated in the
diagram. The energy-based features depend merely on the
amount of aggregated energy and surrounding tempera-
tures. On the other hand, the time-based features include
the days, weeks, years, and hours of deliberating the energy
in the system. The features and the aggregated power are
integrated into a dataset to train machine learning (ML)
models.

We employ a stratified ten-fold cross-validation tech-
nique during the evaluation phase. In a sequential pro-
cedure, this approach chooses 10% of the dataset for
testing and 90% of the dataset for training (the other
nine folds), as illustrated in Figure 3. In each procedure,
we create a classifier model and assess its performance.
After that, the average performance of all folds is repre-
sented. Using such a technique, we ensure that the entire
dataset is involved in the training and testing phases,
thereby reducing the risk of over-fitting. This problem
occurs when the model correctly classifies all training
data but fails to fit the test sets.

XGBoost algorithm: It is a gradient boosting-based
decision-tree-based ensemble machine learning algorithm

Table 4: Actual yield, contractual yield, and PR for Yarmouk
University PV solar power plant during the third operational year
(2019), which are reflected in all zones generation [14]

No. Zone Yield
(MW h)

Contractual
yield (MW h)

PP (%)

1 Administration and
registration (AA15)

268.9 285.5 94

2 Sport collage (AA3) 53.9 56.4 96
3 GYM (sport2) (AA13) 110.5 91.6 121
4 Khwarimi (AA5) 191.9 179.0 107
5 Earth science (AA10) 122.5 127.7 96
6 Canteen (AA7) 54.9 57.0 96
7 Education (AB1) 292.2 305.7 96
8 Languages (CC4) 54.7 51.6 106
9 New Hijjawi (CC3) 165.0 164.4 100
10 Hijjawi Amara (CC3) 89.6 91.4 98
11 New law (CD7) 166.9 149.4 112
12 Pharma 1 (BD1) 139.7 143.0 98
13 Deanship (AD1) 205.1 226.6 91
14 Pharma 2 (BD1) 276.8 291.5 95
15 Halls (BC1) 465.2 487.3 95
16 Archeology (CD4) 163.8 173.2 95
17 Islamic

college (CB6)
203.7 217.1 94

18 Hijjawi collage (CC3) 221.8 227.6 97
19 Literature (BA2) 163.3 166.9 98
20 Art (BA1) 276.1 283.3 97
21 Presidency (AA1) 111.8 110.1 102
22 Conferences (AA2) 157.8 159.2 99
23 Science (AD6) 360.0 385.1 93
24 President

home (HC1)
21.4 25.1 85

25 New economic (FB1) 263.2 253.4 104
26 Male school (DC1) 43.9 38.1 115
27 Female school (DD1) 210.9 226.8 93
28 Medicine (BB1) 393.2 399.3 98
29 Maintenance (CB2) 55.1 56.8 97

Table 5: Monthly actual yield, contractual yield, PR and solar
insolation for Yarmouk University PV solar power plant during the
third operational year (2019) [14]

Month Actual
yield
(MW h)

Contractual
yield (MW h)

PP (%) Solar
insolation

(kW h m 2  / )

Jan 364.09 334.67 108.79 NA
Feb 314.91 336.39 93.61 NA
Mar 381.35 465.05 83.00 NA
Apr 478.05 491.91 97.18 NA
May 558.70 571.64 97.74 208.14
Jun 538.22 586.05 91.84 197.77
Jul 583.32 593.54 589.28 222.29
Aug 553.99 568.09 97.52 214.97
Sep 496.16 505.74 98.11 193.84
Oct 430.39 458.72 93.83 NA
Nov 375.32 382.05 98.24 143.55
Dec 296.14 305.44 96.95 NA
Total year 5370.64 5599.29 96 1180.56
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[15]. Gradient boosting is a machine learning technique for
regression and classification problems that generate a
prediction model from an ensemble of weak prediction
models, usually decision trees. It is a high-speed and
high-performance implementation of gradient-boosted
decision trees.

Random Forest algorithm: It consists of numerous
decision trees that use two fundamental concepts [16]: (i)
random sampling of training data points when creating the
trees and (ii) random subsets of features examined when
splitting the nodes. A decision tree is one of the predictive
models where the target variable can take a discrete or
continuous set of values. The leaves indicate class labels,
whereas the branches represent feature combinations that
lead to those labels.

Bagging algorithm: It is a bootstrap aggregate a
learning approach that combines numerous base models
to produce a single best predictive model [17]. The REF-
Tree model is used as the base model in this article since
it produces better results on the dataset. Each model is
trained independently, with the results combined using
an average process. The primary focus of bagging is to
achieve less variance than any model has individually.

Linear Regression algorithm: It is a supervised
machine learning approach that uses a polynomial
slope-intercept form to connect the independent and
dependent variables, with the projected output being
a continuous number [18]. In particular, the algorithm
learns the best fit of the line between the inputs (inde-
pendent variables) and the outputs (dependent vari-
ables) by reducing the error estimated from the pre-
dicted and actual targets.

Support Vector Machine algorithm: It is a super-
vised machine learning technique that can be used to
solve issues in classification and regression [19]. Each
data item is represented in the SVM method as a point
in n-dimensional space (where n is the number of fea-
tures or inputs), with the value of each feature being the
value of a certain coordinate. Following that, classifica-
tion is carried out by locating the hyperplane that sepa-
rates the two target classes.

Particle swarm optimization (PSO) is a nature-inspired
method to solve tough and challenging problems in com-
putation. They often exist in nature as birds, insects, and
fish swarms. These swarms exist in nature as controver-
sial as AI-driven weapons. The benefits of these swarms
include the fact that predators may not attack swarms of
animals. Because the groups are more extensive, louder,
and more intimidating than a single animal, and the
predator can sometimes be confused as to which animal
to concentrate on and hunt because there are too many
animals. A single animal may be easy to spot against
the background. Thus, the swarm forms the entire back-
ground-the many eyes hypothesis. Finally, swarms may
also allow quicker movement. Therefore, riders line up
behind each other and avoid air resistance. Swarm intel-
ligence can be defined as the collective behavior of
decentralized and self-organized systems, natural or
artificial. Decentralized means that there is no controlling
entity in this swarm. Thus, the entire swamp collectively
organizes itself to complete a particular task collabora-
tively as social learning.

Hence, PSO is a metaheuristic based on flocking swarm
behavior. It solves complex optimization problems and
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maintains a population of solutions regarding a quantity
measure. It depends on inertia, experience, and societal
swarm influence to guide the search for better solutions.
A particle is a candidate solution, and improvements are
made by moving the particles around in the search space.
Position and velocity are influenced by each particle’s best-
known position, which is also updated by the better posi-
tion found by other particles in each iteration. PSO uses
fewer resources than traditional optimization algorithms.
It can search large spaces of candidates’ solutions. It does
not use the gradient of the problem being optimized, like
classic optimization methods, so this does not require the
problem to be differentiable. So, there is no guarantee that
an optimal solution will be found. The main applications of
PSO are nonlinear optimization problems, neural training
networks, and power system forecasting.

7 Experiment and results

We conducted several experiments to validate predicting
the future consumption of solar power generated from
solar panels. ML techniques receive the input dataset
and extract the inherited knowledge within a huge amount
of records by using a mathematical pattern. As discussed,
each ML model maintains its own unique strategy to
reduce the error prediction between the actual and the
model’s output, resulting in varied outputs on distinct
datasets. Table 6 provides the results of ML models using
the five evaluation metrics. The Random Forest model
obtains a superior outcome compared to other techniques
with a CC value of 0.9751, which is approximately identical
to the Bagging_REFTree model’s result of 0.9729. These
results indicate that the tree-based approaches outperform
the other models. These models split the training set into

different sub-training sets and build sub-models into a
merged model that reduces bias toward specific records
or features. Hence, the error obtained from one sub-tree
is handled by other sub-trees. The best results of the fore-
casting is shown in Figure 4. The figure shows the actual
and predicted values of the Random Forest model results.

8 Conclusion

PV solar power plant forecasting is needed to prioritize
investment strategies, inform collective impacts, and eval-
uate technology innovations. Also, this type of forecasting
depends on localized factors and evolving technology. PV
solar power forecasting gives the ability to predict solar
energy output and let grids function better under variable
conditions. It provides a way for the grid operators to pre-
dict and balance energy generation and consumption.
Thus, the main goal is to develop a streamlined surrogate
model for assessing plants. PV solar power forecasting is
integrated into energy management systems. It is increas-
ingly valuable to electrical energy system operators. In this
work, several experiments are conducted to validate pre-
dicting the future consumed PV solar power plant in
Yarmouk University. These techniques are Random Forest,
Bagging-REFTree, PSO-XGB, MVO-XGB, linear regression,
and SVM regression. The Random Forest model obtains a
superior result in comparison to other techniques.

Acknowledgment: The authors would like to express spe-
cial thanks to Yarmouk University’s engineering, produc-
tion, and maintenance departments for providing access
to the research data.

Table 6: Error forecasting results for the techniques used

Algorithm Root mean
squared error

Mean absolute
error

Random forest 172.97 68.7
Bagging-REFTree 180.137 74.365
PSO-XGB 191.983 82.122
Multi-verse optimizer
(MVO)-eXtreme gradient
boosting (XGB)

256.144 153.630

GA-XGB 398.350 238.735
WOA-XGB 284.903 163.988
Linear regression 556.420 393.480
SVM regression 359.921 618.687

Figure 4: The scattered plot between the actual and predicted values
of the Random Forest model results.
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