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Abstract

By the continuing downscaling of sub-micron transistors in the range of few to one deca-nanometers, we focus
on the increasing relative level of the low-frequency noise in these devices. Large amount of published data and
models are reviewed and summarized, in order to capture the state-of-the-art, and to observe that the 1/area
scaling of low-frequency noise holds even for carbon nanotube devices, but the noise becomes too large in order
to have fully deterministic devices with area less than 10nmx10nm. The low-frequency noise models are
discussed from the point of view that the noise can be both intrinsic and coupled to the charge transport in the
devices, which provided a coherent picture, and more interestingly, showed that the models converge each to
other, despite the many issues that one can find for the physical origin of each model. Several derivations are
made to explain crossovers in noise spectra, variable random telegraph amplitudes, duality between energy and
distance of charge traps, behaviors and trends for figures of merit by device downscaling, practical constraints
for micropower amplifiers and dependence of phase noise on the harmonics in the oscillation signal, uncertainty
and techniques of averaging by noise characterization. We have also shown how the unavoidable statistical
variations by fabrication is embedded in the devices as a spatial “frozen noise”, which also follows 1/area scaling
law and limits the production yield, from one side, and from other side, the “frozen noise” contributes
generically to temporal 1/f noise by randomly probing the embedded variations during device operation, owing
to the purely statistical accumulation of variance that follows from cause-consequence principle, and
irrespectively of the actual physical process. The accumulation of variance is known as statistics of “innovation
variance”, which explains the nearly log-normal distributions in the values for low-frequency noise parameters
gathered from different devices, bias and other conditions, thus, the origin of geometric averaging in low-
frequency noise characterizations. At present, the many models generally coincide each with other, and what
makes the difference, are the values, which, however, scatter prominently in nanodevices. Perhaps, one should
make some changes in the approach to the low-frequency noise in electronic devices, to emphasize the “statistics
behind the numbers”, because the general physical assumptions in each model always fail at some point by the
device downscaling, but irrespectively of that, the statistics works, since the low-frequency noise scales

consistently with the 1/area law.
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I. Introduction

The above aphorism is the famous summary of the ancient Greek philosopher Plato, said approximately 2500
years ago, regarding the thoughts of Heraclitus (the Ephesus) [1]. Being not loaded with the many interpretations
of this aphorism, we can simply rephrase that everything varies, including the random variation, which one
usually calls noise; it just needs time this to happen. Later, in section VIII, we will show that this can be origin of
1/f noise — the most difficult for physical interpretation noise in the nature, which always “snakes out” when

attempting to describe it absolutely in finite values, but at infinite limits both in time and frequency.

The low-frequency noise (LFN) is always present in electronic devices. However, obviously, the LFN is not
“appreciated” due to the fact that it is assumed as undesirable effect, and small enough not to bother much, as
compared to other more important and definitely physically better sound effects and useful for the practice
properties of the electronic devices, such as gain, high frequency of operation, versatility in making of functions,
etc. We can cite again the “present-day assessment” from [2] made in 1981, by re-quoting the Mac Donald’s text

in “Noise and Fluctuations” from 1962 that

“It is probably fair comment to say that to many physicists the subject of fluctuations (or “noise” to put it
bluntly) appears rather esoteric and, perhaps, pointless; spontaneous fluctuations seem nothing, but an unwanted

evil, which only an unwise experimenter would encounter!”

However, the low-frequency noise became prominently large, especially in small devices, and it “snakes in” in
many cases as a limiting factor for applications, such as high resolution sensors, precise and stable oscillators
and other; and considerable interest is given to the “slow” (as compared to the operating frequency of the
devices) noise, with either 1/f power spectrum density (PSD) in frequency domain, or with bistable random
telegraph signal (RTS) behavior in time. Therefore, in this work we focus on the achievements related to low-
frequency noise in electronic devices, mainly in transistors, in order to identify issues related to low-frequency
noise in the aggressive device downscaling nowadays, and also to attempt giving an outlook for the evolution of

the issues in the near future.

Before we approach to the discussions in this work, we first briefly introduce the types of noise in respect to
their spectrum. The main types of electronic noise are summarized in Table 1 in terms of current noise PSD. The
thermal noise is due to random motion of charge carriers driven thermodynamically in the devices by
uncorrelated scattering, and, therefore, it has uniform, or “white” spectrum, in analogy with the spectrum of the
white light. The shot noise originates from the fact that the minimum charge of the carriers is the charge of the
electron, q=1.6x107"°C, and when many of these discrete charges overcome randomly an emission barrier and
traverse the device quickly, then there are current “shots”, each of short time, nearly Dirac pulses, and
accordingly, each of which having uniform spectrum. Since the “shots” are randomly occurring and

uncorrelated, then the spectrum of the shot noise is also uniform “white” spectrum.

The white noise, either thermal or shot noise, or both, is broadband, and it occurs from low frequencies to the
maximum frequency at which the device can operate, by the assumption that the device is ideally uniform, and
there is nothing else, except for charge carrier motion. In the real devices, however, there can be many other
random processes, such as generation-recombination of carriers, charge trapping, phonon scattering, etc,

normally with lower “speed” or “repetition rate”, which, therefore, cause increase in noise spectra at the low-
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frequency end. If the random process has a characteristic time constant T, or equivalently, a rate 1/t, then the
process is random at time scale t>T, or equivalently, at frequency f<1/(2nT), and the noise spectrum is uniform
for these low frequencies. In contrary, at short time scales t<T, or equivalently, at frequency >1/(2xnT), the
variability of the noise signal is less, e.g. an RTS “spends” some time in “on” or “off” state before doing a
transition to the other state. Consequently, the power spectrum density decays as 1/f2 at high frequencies
£>1/(2nT), and the overall spectrum of random process with characteristic time constant T is the Lorentzian
spectrum, as depicted in Table 1. The Lorentzian spectrum is found to originate usually to bistable processes,
such as generation-recombination, but more precisely, the requirement for this spectrum is exponential decay in
the autocorrelation function of the random process x(t), that is, fx(t)x(tiAt)dtDexp(—At/T), thus, the characteristic

time constant T is the correlation time in x(t).

In the last row of Table 1, the so-called “flicker” noise is given. The power spectrum density of the flicker noise
is inversely proportional to the frequency in the entire frequency range, with a slope normally close 1/f, and
again by analogy to the light spectrum, it is also called “pink” noise. Several concepts for the origin of the flicker
noise are suggested in the literature. One of the most popular concept is superposition of Lorentzian processes
with time constants distributed as 1/1, by assumption of particular distributions of traps in the device structure.
Another approach is to “stretch” the above exponential function for the autocorrelation, say T=T,+AT, where AT
is distributed in some way, e.g. normally. Other approaches are to define ¥z differential operation, random rate
perturbations that decay as square root of time, etc. Overall, a unique explanation for the 1/f noise is not
available at present (and most probably, it will be never available after the many suggestions made so far),
although the 1/f spectrum occurs in virtually any system, from electronics, through the level or river Nile, to
biology, music and finances, and there are many reasonable models and consistent explanations for 1/f noise in

particular cases.

From above, the low-frequency noise in small devices is relatively increased, and explanations and models that
predict this noise are available. Therefore, we review the models and their predictions extensively in this work,
both numerically and by keeping the link to the physical assumptions behind the models. In order to derive a
common point, we have also intentionally suppressed the controversy, which has accompanied the subject of
low-frequency noise for the origin of 1/f noise, because we have observed that the predictions of the different
models coincide, when the word is for numerical values and behaviors in respect to bias, temperature and device
sizes; and all of the popular low-frequency noise models are somewhat mesoscopic, or better to say compact
models, with the microscopic effects averaged after one or several mathematical integrations, which does not
really allow to fully and precisely inspect the assumed microscopic physical origin of the fluctuations from the
scattered data obtained after measurement of the noise. Indeed, after the analyses in section VIII, one may not

always need to mandatory assume microscopic origin for the low-frequency noise.

To approach to the review, we first provide in section II details and the generic models related to intrinsic and
coupled noise in the forms, in which the low-frequency noise is lumped in compact models, that are widely used
at present. Then, in section III, we review the state of the art low-frequency noise in bipolar junction transistors
(BJTs), analyzing the different factors related to the issues with low-frequency noise, such as crossover between
bulk, surface and barrier noise, fabrication, superposition of Lorentzian noise, and decomposition to individual
noise components in small-area BJT, problems with averaging techniques, and also, we have provided some

derivations that explain details in the bias behavior of the low-frequency noise in BJT, using the generic models

5 of 286



from the previous section II.

Having the observations and results for BJTs, we have pursued in section IV a detailed review for the level and
models of the low-frequency noise in MOS transistors, since these transistors are at the frontier of the device
downscaling nowadays. From these, we found that the different models converge each to other, including for
ranges (e.g. of gate oxide thickness and trap densities), at which the assumptions for the models are actually
violated. Interestingly, we have observed, that the models for the noise in BJT also converge to the models for
MOS transistors at some instances, such as by noise from interfacial oxides. Also, we showed that models based
on superposition of distributed traps cannot discriminate clearly whether the noise is due to distribution of
energy or depth of the trap in the gate oxide, since both are always together in the models. We have also
provided some extensions in gaps found in the literature, such as for unequal amplitudes in RTS noise in
nominally identical MOS transistors, relations between figures of merit for low and high frequency noise, and

for frequency performance of the MOS transistors.

Since the downscaling of MOS transistors required modifications in the classical MOS structure (one gate MOS
with uniformly doped silicon body), as well as, germanium is used widely at present to improve the mobility in
npn BITs, the low-frequency noise in the modified SiGe heterostructural bipolar transistors (HBTs) and MOS
transistors with multiple gates is addressed in section V. Overall, the observation is that the low-frequency noise
increases, when mixing materials or adding new layers in the transistor structures, which is different from claims
made last decade, and thus, it is a potential issue for the future. Nevertheless, forward body biasing and multiple
gates, seem, improve the low-frequency noise performance of MOS transistors, but cannot compensate for the
increase of the scattering in the noise levels in advanced silicon based transistors, as discussed in section VI, in
which it is shown that the ultimate downscaling, e.g. in carbon nanotube devices, leads to stochastic behavior of

the device, although, surprisingly, the data for these device still match with the general trend (1/area).

The consequences of the increased low-frequency noise for the practice are discussed in section VII for two
cases — the tradeoff between low noise and low power in low-power amplifiers and for phase noise in oscillators,
providing some derivations that help to quickly estimate the noise performance of the amplifier from its

consumption, and the phase noise of the oscillator from the harmonics and symmetry of the generated RF signal.

Finally, in section VIII, we provide extrapolation of the results gathered during almost one century, to identify
that the low-frequency noise in nanodevices can impact the reliability even of digital circuits. Analyses in this
section showed that the variations during fabrication, called as “frozen noise”, also contribute to the temporal
noise in the devices; that the values for noise parameters are corresponding to the range of the Heisenberg
uncertainty for the free electrons in semiconductors; and that the purely statistical accumulation of variance with
time can be a mechanism generically creating 1/f noise in the nature. This accumulation mechanism is known as
“innovation variance”, and it seems is overlooked for electronic devices as potential source of background 1/f
noise, while it provides a reason, which explains why the geometric averaging of scattered noise data should be

preferable.

Summarizing our review and analyses in section IX, we conclude that the low-frequency noise in electronic
devices follows consistently the phenomenological law (1/area) in relative units for the noise power in ratio to
DC power, which basically sets a barrier for downscaling of deterministically behaving devices at sizes below
about 10x10nm?2, which is nothing, but the size range of the viruses — the smallest structures, in which the nature

was able to embed reproducibility and functionality over a period in the range of about 10° years. The different
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models for low-frequency noise appear to coincide in their predictions for noise magnitudes, which actually
implies that the statistics is more important for the noise than the physical phenomena through which it causes
noise in the devices. Thus, the numbers might be more important and a change in the coordinate system for noise
perhaps will be helpful to describe the low-frequency noise even better than the descriptions are at present,
without arguing for and against that strongly, as it happened in the near past whether the 1/f noise is due to
mobility or number fluctuation. It is due to both, and in addition, perhaps due to other fluctuations, which stay
hidden from us at present. It might be reasonable to state that we can observe only a “microscopic” window, if
not smaller, by probing the variations as 1/f noise in electronic devices, which accumulate variations from the
continuously changing matter. Therefore, we have the aphorism above, behind which is the unity of continuity
and variation, and with the information available to us, let our discussion begin “flowing” with the first topic on

intrinsic and coupled noise in device currents, for which, it seems, we have agreement in principle at present.

II. Intrinsic (uncorrelated, uncoupled) and coupled (correlated) behavior in a fluctuating system
(behind and beyond ApL — An controversy)

In this work, we use a conceptual approach of “intrinsic and coupled noise” that helps to identify the noise in

electronic devices. The approach is based on the general assumption that the fluctuations in one quantity can

originate intrinsically from its nature, or the fluctuations can be induced, thus, coupled from fluctuations of

another quantity.

II.1. Coupled behavior

For the noise S; in a quantity I, when S; is coupled to another fluctuation Sy, one has

2
S
L :K( g ] Sy, (1)
IDC IDC

where K is a parameter (usually taken K=1, if no suppression or enhancement in S; due to correlation to other
process exists), Ipc is the average value of I, and g=0dI/dV is the coupling coefficient between I and V, by
assuming also that I and V are immediately, instantly and fully correlated each to other. Obviously for an
electronic device (e.g. resistor, diode or transistor), I, V and g are electrical current, voltage and conductance,

respectively. So, the units for the power spectrum densities (PSDs) become A*/Hz for S; and V*/Hz for Sy.

We illustrate eq. (1) for the voltage noise in bipolar junction transistors (BJTs) and MOS transistors, using the
data from a past report of the International Technology Roadmap for Semiconductors (ITRS 2006) [3], which
extended its predictions until 2020. ITRS provides values for the input referred voltage Syen, at 1Hz
normalized (multiplied) with device active area A of 1pm? for npn BJTs and nMOS transistors, as shown in
Figure 1a. Let us express Si/Ipc” with the simplest SPICE model for 1/f noise, and use the transconductance of

the transistors g, in eq. (1), also taking K=1 and multiplying the equation with the device area A. That is

_(AxKg) _( gm ? (AXSV@IHZ)
2 f Ipc f '

A

2
Ipc

Here, the parameter K is a measure for the ratio noise/DC in the output current of the transistors. The ratio
2./1c=1/$=38.5 V™' in BJT, where ¢=kT/q=0.026V is the thermal voltage at room temperature T=300K. The
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ratio g,/Ip varies with the bias of the MOS transistor, but at low gate overdrive of (Vg—V1)=0.1V, g,/Ip~13 v

So, we write

t(AxSy o )/q;t2 = 1Hz(A xSy @ 111, ]38.52. for BIT

AxKp)=
(A xKe) 1Hz(A XSy @ 151, 3% for MOS at (Vg - V) = 0.1V

(3)
The results for (AXKp) calculated by eq. (3) are shown in Figure 1b, when the values for (AXSy) from Figure 1a
are used. Interestingly, the input referred voltage noise in BJT is about 2 orders of magnitude less than that in
MOS transistors, but the difference is smaller in the output current noise; and the difference varies further at

higher gate overdrive of MOS transistor, because g,/Ip[11/(Vg—Vr).

Now, we discuss eq. (1) in more details. Assume that the noise is caused by a fluctuation Sq of trapping charges,

and these charges change the voltage V on a capacitance C. Then, the coupling Q=CV is given by the

2 2
S
Ipc Ipc Ipc) C

capacitance C, and

Consequently, the charge Q=gN is coupled to the number of charges N by the elementary charge of the electron
q (1.6x10™ C), and one writes the general form of the equation for the so-called “number fluctuation” (An)

S 2 2 g 2,

1 :K[ g JS\,:K(—g ] —Q:K(—g ] [ﬂj S 5)
2 2

Ipc Ipc Ipc) C Ipc ) \C

which is widely used to study the effect of charge trapping in interfaces on the current in a device, e.g. charge

trapping in the gate insulator of a MOS transistor and its drain current. This equation is for number fluctuation,
since it assumes that the fluctuation Sy in the number of trapped charges causes the noise in the current 1.

Obviously, the unit is Hz" for the power spectrum density Sy, and S; is also PSD in units A*/Hz.

The different An-models for different devices (at particular set of physically based assumptions) derive different
expressions for Sy and coupling parameters (C, g, K), which can be physics-, bias-, process- and design-
dependent. Overall, all complex derivations based on the assumption for charge trapping end with a form similar
to eq. (5). These will be presented along with the discussions on the specific devices. However, one important
note should be made. The fluctuation in the number N of trapped charges is assumed in the origin of the noise in
An-models, and this fluctuation is indirectly transferred to a fluctuation in the number n of charge carriers that
provide the current I in the device, by electrostatic (Coulomb) balancing the charge using the Gauss law. So, one
can mistakenly assume from the expression for drift current with a density J=qnuE that the An-model is for the
number n of charge carriers, by neglecting the variations in charge carrier mobility p and in the electric field E,
caused by the trapped (and thus immobile) charge. For example, the trapped charge can cause change in the
mobility, so that dgldudn/ON+ndu/ON#udn/0ON and the estimate for g obtained from electrostatic balance
On/0ON=1 and p=constant will be inaccurate. To resolve these problems, a correlated (to the number of charges)

mobility model (An-Ap) is used widely in nMOS transistors, and a scattering parameter is introduced.

Furthermore, both (An-Ap) and (An) models assume that the current flow is continuous and free of inherent

fluctuations. Certainly, this is a good approximation when analyzing the average Ipc, but it is not exactly true,
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since the scattering of the moving charge carriers is random, so the value for the mobility is a constant only on
average, while the charge carrier velocity in the direction of the current flow varies (as well as, the current flow

is discrete, because each charge carrier has a magnitude of q).
I1.2. Intrinsic behavior

To describe these fluctuations in different physical magnitudes for the 1/f noise, one can use the Hooge equation

St _Sqn _S

S a
s=— =L = =Siom :—ZZ:—? (6)
Ipc®™ Q,” M Zpc~ N

where the normalized PSD of the noise S,om=S,/Zpc for any quantity Z, i.e. current I, total carrier charge Q,, or
mobility L, is the ratio of the power spectrum density S; to the square of the average Zpc of this quantity. Here, n
is the total number of carriers and Oy is a material dependent parameter, called Hooge parameter, which ranges

usually between 10” and 10~ for semiconductors, and it is approximately 2x 10~ in metals.

Note that Hooge eq. (6) does not discriminate between quantities when their averages are in product or ratio, i.e.
Z=7,[2,/z5. Instead, it provides an estimate Oy for the variance in Z that can be attributed to one mobile particle.
At an assumption that the variance (noise) originates to mobility fluctuation in the drift current J=qnpE, then the
Hooge equation is for mobility noise, and if the assumption is not correct (i.e. pJl=constant, but n or E varies),
then the Hooge equation is not for mobility noise, but the equation is still valid, because it is based on the
general principle of statistics that the variance of the average is inversely proportional to the size (average
number n) of the population. Thus, care should be exercised when claiming a specific physical process as the
origin of the noise, and the claim should not be based solely on the application of the Hooge equation. This point
has been explained many times in the literature, for example in [4].

The Hooge equation is widely used to investigate the low-frequency noise (LFN) at assumption that the noise
originates from and it is intrinsic for the conducting and semiconducting material in the transistors. For example,
polysilicon resistive films are widely used in integrated circuits and the low-frequency noise of the polysilicon
resistive films is characterized by the Hooge parameter Oy, e.g., as in [5], assuming that the carrier concentration
is equal to the doping of the polysilicon. A second example is the LEN in organic thin-film transistors (OTFTs),
which was analyzed in terms of the Hooge noise in [6,7], where the drain DC current Ip=Ipc is assumed as a drift

current proportional to the number of carriers in the channel, and
2
I, L
q U DV

where Vpg is the DC voltage between drain and source of the OTFT, and E=Vpg/L is the electric field in the

ID|l=q51HuEE=thHIL%:>n= (7)

channel of length L due to Vpg, assuming also an operation of the OTFT in the linear regime at low Vpg.
Substituting in the Hooge equation (6), one gets that the normalized intrinsic noise S,om due to the organic
semiconductor in the channel of the OTFT is proportional to the drain-source resistance Rpg of the OTFT

channel, that is

o, lqlulVv, V,
- > Uy lx u'q |~'l2 ps 7 _Yps =R, , ®)
I, nf f I, L I,

while the absolute magnitude Sip of the PSD of the LEN in the drain current is proportional to DC power
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dissipated on the OTFT channel, that is

1 a,lql
SID :Snorm DD2 :¥X%NXID D]DS U ID D]DS :PDC‘ )

Egs. (8) and (9) indicate the significance of the device resistance and applied DC power for the levels of the
LFN, which are handy and were used in [6, 7, 8] to determine dependence between the mobility u and Hooge
parameter ay in OTFT and CdSe TFT, as well as to inspect a suitable for OTFT figure of merit for the noise,
given by [7]

Sip _ noise PSD (10)
(I, Vs )/(WIL)  DC power/devicearea

This figure of merit includes (and compensates for) the most significant scaling factors of the LFN in electronic
devices, in particular, the proportionality to applied DC power and inverse proportionality to device area. The

latter is widely discussed, whereas the former is rarely addressed in the literature.

I1.3. Combination of coupled and intrinsic fluctuations

By assumption that the coupled and intrinsic fluctuations in the quantity I are uncorrelated, the Hooge equation

can be combined with the expressions (1) and (5) for coupled fluctuation, resulting in

2
S a
Snorm = 12=K( . jSv+—H, (11)
IDC IDC nf
for the general case of coupled fluctuation, and in
2 2
S a
Snorm = 12 = K( 2 J (ﬂj SN +—H (12)
IDC IDC C nf

for the case when the coupled fluctuation is due to fluctuation (An) in the number N of trapped charge.

Note again that the two terms for coupled (An, let’s say) and intrinsic (Hooge) fluctuations in equations (11) and
(12) present different sides and origins for the low-frequency noise in the current transport, and they do not
contradict each other. Also, the normalized noise S,m, as defined with these equations, is a power spectrum
density with a unit Hz"', and is a convenient figure of merit, which estimates the noise “power” per a bandwidth
of 1 Hz in ratio to the DC “power”, that can be obtained by multiplying the nominator and denominator of the

equations with the resistance of the device.

The above equations have constant parameters only for uniform samples at constant biasing. If the biasing
changes, then the parameters also change and S, does not have a constant value along the sample. For
example, in the case of current crowding, the intrinsic 1/f noise of the current cannot be given in its simple form

of eq.(6). Rather, S,om Will be required to be expressed in an integral form [9], given by

2
Suom = [[[ ng)HEfJ“dv ( ] szv} (13)

WLT WLT

where WLT is the volume of the conductive channel, v is integration variable in this volume, and n(v) and J are
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the carrier concentration and the current density in the conductive channel, respectively. To the best the authors’
knowledge, however, for the LFN, there has been no recent publication on the impact of the current crowding
around a single trapped charge in nanometer-scale devices on the low-frequency noise, which should be

prominent for single carbon nanotube transistors.

One useful observation can be made in eq.(12) for the 1/f noise in planar devices, such as bipolar junction
transistors (BJTs), MOS transistors and thin film transistors (TFTs). In these transistors, one of the dimensions is
almost fixed by the vertical layout, e.g. thickness of emitter-base junction and base in BJT, channel depth and
oxide capacitance in MOS transistor. Therefore, the active area A plays an important role for the 1/f noise,
because the numbers of carriers n, traps N and capacitance C become proportional to A. Assuming that the noise
is due to uncorrelated random fluctuations, the “variance” Sy is proportional to N, and one can write from
eq.(12) that

S—I\ZI O 3 ,if coupled noise is dominant
_ 5 C A“Cy 1
Snorm - 2 0 o U— (14)
Ipc —H ,if intrinsic noise is dominant
nf  Anpy

where C, is capacitance per unit area, e.g. oxide capacitance C,x in MOS transistors, and n, is carrier density per
unit area, e.g. na[JIg/(qAg) with Ig and Ag being the emitter current and area, respectively, in BJT.

Eq. (14) implies that the low-frequency noise is inversely proportional to the device area, if one noise
mechanism prevails in the device, which is usually the practical case, by keeping other conditions, e.g. biasing
level, nominally the same. The biasing level in MOS transistors is a function of gate overdrive voltage (Vg-Vr),
and it is the current density Jg=Ig/Ag in BJTs. Thus, owing to the 1/area dependence, it is observed that S,

increases in sub-micron area devices.

III.Noise in BJT

The areal dependence with increasing normalized noise in npn BJTs with smaller emitter area Ag is shown in

Figure 2, using the SPICE parameter Kg defined from
— (15)

The data for more than 150 devices are collected from [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24,
25, 26, 27], and shown in Figure 2 with some points omitted for clarity. Since the numbers spread over several
decades, we use geometric averaging technique [28] to extract the trend in the data from the product AgXKg; and
the trend is ApxKp=5.6x10” um?* with logarithmic standard deviation of 04=3.4dB. These values are practically
the same as ApxKp=5.5%10", 045=3.7dB from a previous evaluation of the trend [29], when about a half of the
data for 70 devices measured before 2005 was used, as well as in the range predicted by ITRS — see again Figure

1b. Also, the distribution of the data is very close to log-normal distribution, as shown in the insert of Figure 2.

Although the trend appears to be stable, 122 of 164 data points are within +204g around the average, the large
deviations are apparent in Figure 2. We have inspected the details in the publications to get an insight on what

causes the scattering in the data. Obviously, we found four factors: differences in measurement setups,
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differences in device fabrication, crossover between different noise sources in BJT, and measurement and
characterization uncertainty. The analysis of the scattered data in Figure 2 provides about the theory of the noise

in BJTs developed in the past. This is discussed below.

II1.1. Differences in measurement setups

It is well established that the input voltage noise Sy, in BJT is low, while the input current noise Sy is high,
when compared to other transistors, such as MOS and junction field effect transistors. Therefore, the values for
the low-frequency noise depend strongly on the impedance Zg of the biasing circuit in the base terminal of the
BJT, even if the base DC current is unchanged. This is illustrated in Figure 3 from [12]. Consider the noise
equivalent circuit for the noise measurement in Figure 3a. The DC voltage source and the impedance Zg in base
biasing circuit are changed simultaneously, so that the base current Iy is kept at a constant value of 1A or 6JA.

Then, the output noise Sy, in the collector current Ic is measured, as shown with symbols in Figure 3b, and

accordingly modeled by

2
Si.=|—=>—2>2—-=¢ St + Sv., s 16
I { 75 +75 }B Ig T8m Svy (16)

where ry, and r. are the resistances of the base and emitter passive regions, zg=r,+®/Ig+(p+1)r, is the input
impedance of the BJT, B=I¢/I; is the current gain of BJT, ¢,=kT/q=0.026V is the thermal voltage at room
temperature T=300K, and g,,=Ic/, is the transconductance of the BJT. Although the DC currents, and thus 3 and

gm, do not change in the experiment, the output noise Sy changes with Zg. In particular, when Zy>>zg, then the
ratio in the brackets of eq.(16) is of value close to one, the term BZSIB dominates, and the normalized values for
the 1/f noise in the collector and base currents become equal, because

2
S = SIC =~ B SIB = SIB = =
norm,C 2 (BIB )2 1132 norm,B

Ig
Thus, a high impedance, Zg>>zg, is required in the base biasing circuit in order to measure the 1/f noise

% N lf ZB>>ZB. (17)

coefficient Kg correctly. Earlier publications, e.g., [30] explicitly state the condition Zg>>zg for noise
measurement, but later, some experimental setups violate the condition, especially when combining DC, low

frequency and RF measurements together. Therefore, we discuss also for the cases, when Zg<zg.

If Zg<<zg, then the ratio in the brackets of eq.(16) is approximately

ZB+rb+r€:: ZB '|'I'b'|‘I'e ~ ZB '|'I'b‘|'I'e <gm(ZB+rb+r) (18)
S =/ e)s
Zg+zg O /Ig+(B+1  ¢/Ig+rlc/ly B

the output noise Sy is given by

St S&m (Zp +1p +1. Sy, +gm Sy, - (f Ze<<zp), (19)

and compared to the case Zg>>zp, S c becomes much lower, as one can see from Figure 3b. In fact, since the

equivalent circuit in Figure 3a is taken at hoc, one can speculate that the physical origin of current and voltage

noise in BJT is the same, assuming that SVB:(rb+re)2SIB, and eq. (16) can be rewritten with the term for SVB

omitted, as
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ta St if Zp >> 274 = ¢/Tg +(B+ 1)

2
Zp +1, tr,
S, :(—B b ej B>Sy, = . (20)

Zp +zp Zp +1, +1)

ol

The speculation is quite reasonable for the modern polysilicon emitter BJT, because g, is desired high, while

2
2 2 I 2 .
€m (ZB+rb+re) Sig :|: B( } B St if Zg <<z,

and r, scale inversely with the emitter area, and r. is affected by the interfacial oxide (IFO) between polysilicon
and monosilicon layers in the emitter region. The impact of IFO on the low-frequency noise will be discussed
shortly in sub-section I11.2 “Differences in BJT fabrication, IFO”.

Let us estimate the reduction of S;, by low impedance biasing of the base terminal, using eq. (20). The base

current is usually less than or in the range of 10pA. The values for ry, and r. are usually maintained less than 20-
50 Q and let Zg=50Q. So, the product Ig(Zg+rp+re)~1mV, then Ig(Zp+ry+1.)/P~5% and the number in the square

brackets of eq. (20) becomes in the range of 1/300 (when squared). In other words, S; . is reduced about 22

decades by low impedance biasing of the base terminal, as compared to the case of high impedance biasing. This

is clearly shown in Figure 3b.

Now, let us look again at the solid triangles denoted as “Low Zg” in Figure 2. The values for K are about 1-2

decades below the trend. The values were estimated from the normalized output noise S; CjICZ, assuming
SIB/IBZ;‘SI CjIc2 as at a high impedance biasing of the base of the BJTs, since data for S are not reported in [22],

and not much details are given for the measurement setup. The objective of this publication is RF circuits; and
we have assumed that the noise performance was measured at low impedance conditions for biasing of the BJT
base, which is consistent with the objective, but from the discussion above, the low impedance bias of the base
provides uncertain values for the 1/f noise coefficient Kr in BJT. Therefore, we refrain from using these data in
the evaluation of the trend for K in BJT. We have included the data points in the figure only to note that the
measurement conditions have to be carefully inspected prior using published data in aggregated analyses and

comparisons; otherwise, the numbers may mislead.

II1.2. Differences in BJT fabrication, IFO

The second factor for deviation of noise level around the trend in Figure 2 can be attributed to differences in the
fabrication of BJT. The impact of several technology steps on the low-frequency noise in polysilicon emitter
BJTs was reviewed several times, for example in [31], and extensively analyzed in the past [18, 19, 20, 21, 32,
33, 34, 35, 36, 37, 38, 39, 40]. From these studies, it is found that among the many sources that can contribute to
the low-frequency noise, such as fluctuation in diffusion, surface recombination and charge trapping, the major
noise source is associated with or located in the interfacial oxide (IFO) between poly and monosilicon layers in
the emitter of BJT. The noise in polysilicon emitter BJT is attributed to IFO, because the thickness tiro (~0.3-
0.8nm) of IFO strongly affects the level of the low-frequency noise. Therefore, we explicitly show and label with
“var.IFO” in Figure 2 the data obtained from samples with different t;ro. The samples usually are of the same
emitter area, and we added eye-guide dash lines in Figure 2. Observe that a small increase of tjro with about
0.5nm results in a large increase in the level of the low-frequency noise, approximately 2 decades for the values
of the noise coefficient Kg. A better view of the data in npn BJTs is given in Figure 4, together with data for
other types of BJT from [32, 33, 34], and the data are analyzed in a manner similar to previous discussion in

[29]. The data are available in numerical form in [41].
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It is observed that the noise from IFO results into quadratic dependences SIBDIB2 and S; CDIC2, and it cannot be

described as an intrinsic (Hooge) noise caused by the fluctuation in the diffusion process in BJT [10, 42] — see

again eqgs. (6) and (11). Therefore, it is concluded that the noise in the base and collector currents, SIB and SIc’

respectively, is coupled to fluctuation of charge or conductance of IFO, as given with the left-hand term in eq.

(7) or (8), and S; CDSIBDIBZ. Several models for the coupled noise from IFO are reviewed in [31] and summarized

in [29]. These models (described below) predict different dependences of Kg on the thickness tjgo of the

interfacial oxide IFO.

(i) The direct tunneling model [10] is based on thermally driven (Nyquist) random modulation of the tunneling
barrier height of IFO, which in turn modulates the transparency of IFO and the current flow in the stack of
polysilicon, IFO and monosilicon layers in BJT. According to direct tunneling model, it is shown in [31] that the

normalized current noise increases as KFDSIB/I}32 0 tiro°. The trend in Figure 4 confirms this cubic dependence,

and the prefactor in this dependence is

AXxXK B}
i AP ¥ Um 1, O4p = 3.4dB, for the overall dependence of the noise on tipo. 21)

tiro
(i1) The two-step tunneling model, as explained in [31], is derived from low-frequency noise in tunnel MOS
diodes [43]. In the first step, there is a recombination of carriers from the semiconductor bands into interface
states at the SiO, interfacial layer next to the monocrystalline silicon by the Shockley—Read—Hall process. In the
second step, there is elastic tunneling of carriers from these interface states into bound or slow states in the oxide
that are located close to the interface. The resulting dependence for the normalized current noise in BJT is

quadratic [31], and

AxKg O tIFOz’ is observed in several separate data series,  (22)

as illustrated with dash-lines in Figure 4.

(iii) An exponential function, e.g. exp(tiro/A), proposed in [14] empirically, can also fit some data. This is
illustrated with another dash-line which fits the triangles in Figure 4 for the noise in SiGe HBTs [33, 34]. The
values for A, however, scatter; A=0.5nm for the data from [14] (open diamonds in Figure 4), while A=0.4-0.5nm
for the data from [33, 34] (solid triangles in Figure 4), reaching a value, which is difficult to explain physically,
even for the direct tunneling of holes. The effective mass of holes is high in SiO, and therefore have shorter
tunneling attenuation distance A<0.1nm. The conservative lowest value for A from Wentzel-Kramer-Brillouin

(WKB) approximation is

A= 5 0.059nm. 23)

41y 2mom*CD
where h=6.63%10"* Js is the Planck constant, m,=9.11x10* kg is electron mass. From [44, 45], we get that
m <0.6 is the maximum effective mass of charge in SiO,, e.g. holes in nitrided Si0O,, and D<4.5eV=7.2x10"J is
the maximum offset between bands of Si and SiO,, e.g. between valence bands. Nevertheless, the range of
values for tigo is narrow and the accuracy of these values is low, with an error of 0.1-0.3 nm. Therefore the

different theories cannot be distinguished reliably with existing experimental results.
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It is interesting to observe in eq. (21) that the prefactor 38 pm™'=1/(26nm) +3.4dB for the trend in Figure 4
corresponds to a diameter 2mry,, which has been regarded as the effective diameter, in which the electrostatic
band bending due to a single excess (trapped) electron charge disturbs the silicon properties [46]. At room
temperature, rgp,~5nm and corresponds to the distance in which the electrostatic band bending due to a single
charge is equal kT=26meV. Also, with & being permittivity, a common term is q/(Age/tiro)” in the expressions in
all models for the noise from IFO, which implies that the charge capture at IFO causes coupled noise in the BJT
current, according to eq. (5). The differences between the models come from the different assumptions for the
actual physical mechanism, which is behind the charge fluctuation Sy in eq. (5). These models lead to a variety
of figures of merit for parameters related to the noise from IFO, e.g. tand~0.3-3 for direct tunneling [10].
According to [34], SO ANY/C o’ or SNOD;/Co” for two step tunneling and random walk models, respectively,
where C,, is surface capacitance of IFO (may differ significantly from &gi0,/tiro), and the figures of merit are
N/Cino>~5%10% cmF?eV™! and Dy/Cpo’~10%* cm?F2e V™. These values for tand, N/C,,.> and D;/C,,.> are solely
introduced to fit data from noise measurements, and they are not examined from other experiments, to the best of

our knowledge.

(iv) Non-uniform IFO model. There is some uncertainty in the models for the noise from IFO. The models
predict power-law dependence between noise level and t;ro, and do not suggest exponential dependence,
observed in some of the experiments, especially from the samples with thicker IFO. An approach to implement
exponential dependences was taken in [20] for samples of different widths W of the emitter. The results are
shown with solid squares in Figure 2 and Figure 4 as function of emitter area and average IFO thickness,
respectively. It is suggested in [20] that t;ro=0.55nm in the middle of the emitter for samples with wide emitter,
while IFO is Atjro=0.25nm thicker at the periphery of the emitter. Then, the IFO thickness along the emitter
width is assumed to decrease from tjro+Atro at the edge of the emitter toward tizo in the middle of the emitter, by

an empirically assumed exponential function, given by
tiro (W) = tipo + Dtypo exp(=w/w, ), wswi2, (24)

where w is the distance from the edge (w=0) toward the middle of the emitter (W<W/2), and w,=80nm is a
characteristic width of the thicker peripheral IFO. Schematically, the non-uniform IFO layer in the emitter
opening is illustrated in Figure 5. (For convenience during integrations, the authors of [20] have chosen
hyperbolic functions instead of exponential function, but they have mentioned that the choice is not unique, and
other function can be used.) Then, as explained in [20] in details, the effective recombination rate is
RR={a;+a,xexp[aszXtipo(W)] }'l, with a;, a, and a; being constants; and the current densities of the DC and noise
currents are obtained by integration along the width of the emitter, using J(w)[JRR(w) and j(w)DtIFo(w)3 xJ(w)?,

respectively.

The above model for noise from non-uniform IFO is shown in [20] to have a good agreement with the
experimental data. We also observe that the data are very close to the trend in Figure 4, when re-calculating the
average thickness of IFO from the information in [20]. However, despite that exponential functions of t;go are
used in the above model for several quantities, the overall dependence of noise level vs. average tjzo remains a
power law and we note that the exponential dependence of noise on tjro, although observed in [14, 33, 34]
experimentally, is not explained theoretically yet. Nevertheless, the approach in [20] provides a way to analyze

noise from non-uniform IFO in BJT, and can help to identify different contributions to the total low-frequency
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noise in deep sub-micron BJT, in which a crossover between several noise sources is obvious; and this will be

discussed next.

II1.3. Crossover between different noise sources in BJT

Another reason for the scattering in the data for the normalized noise in Figure 2 is that several noise sources in
BIT can contribute in different proportions. The proportions between the contributions can vary with the biasing
level, and with the layout and fabrication of BJT. Note that the relation S/Ip201/A in eq. (14) is valid only if
strictly one noise source dominates, which is usual case for a particular device at particular bias, but not always
the case, when the bias, layout, fabrication and interconnection vary, especially for sub-micron area devices. For
example, the generation-recombination (GR) currents dominate the base current at low bias, while the injection
through the emitter junction of BJT is low, but the noise due to GR currents modulates the injection barrier, and
the GR noise is coupled to the collector current by the transconductance, resulting in a quadratic (or nearly)

dependence S; CDICZ. However, at higher biasing, the injection current dominates, and the intrinsic (Hooge) noise

in the emitter resistance or injection current takes over the GR noise, resulting in a linear (or nearly) dependence

S CDIC and eventually a decrease of normalized noise S,,;,=S; C/IC2 can be observed at high bias of BJT. Such

cross-over between the noise sources in BJT is reported in [21], for example, when the base current was varied
over 2-3 decades, and the cross-over causes a bias-dependent variation for K, as illustrated earlier in Figure 2

with the solid diamonds labeled as “SIBDIBI'Z”. A portion of these data is presented later in Figure 6 as function

of the base DC current. One explanation for such cross-over could be that the increased carrier density screens
the coupling from trapped charges, but this is not elaborated for BJT, to the best of our knowledge, although
explored for MOS transistors [47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59]. We will show that the evolution
of the peripheral noise, as uncoupled to the emitter area in BJT, can lead to reduction of the slope in the bias

dependence of the noise, while the noise from IFO has opposite evolution.

Typical types of cross-over in the noise in BJT are between areal and peripheral noise sources in the emitter
region [14, 21, 35, 36, 42, 60], noise from tunneling through IFO and series resistances (carrier number
fluctuation, or coupled noise to the injection process, precisely) and diffusion noise (mobility fluctuation, or
intrinsic noise of the current flow in emitter and base regions) [10, 19, 21, 32, 42, 61, 62], surface and bulk noise
sources [14, 21, 24, 36, 37, 42, 60], and for very small-area BJTs (AESO.lum2), the extension length of the base
to the contact via becomes an issue for the low-frequency noise [36, 37], since that extension is with large area
compared to Ag, and it is vulnerable to the surface noise from the oxide on the top of the structure. Also, in
small-area BJTs, the crossover between generation-recombination (GR), random telegraph signal (RTS) and 1/f
noise becomes apparent [11, 12, 17, 18, 30, 35, 63]. The identification of noise sources uses many techniques,
such as noise partitioning (or decomposition the total noise in several components), superposition of noise
components, evolution of noise components and correlation between them with bias, area and perimeter of the
emitter, fitting to physical models and equivalent circuits. The variety of techniques is large and a fully
systematic approach in reviewing these is not possible. Nevertheless, there are several useful relations that are

accumulated during the years. These are reviewed in [31] and some of them are also discussed below.

I11.3.1. Intrinsic noise for the current flow

The intrinsic noise for the current flow is assumed to be due to mobility fluctuation, which follows the Hooge eq.

(6) for the carriers in the emitter and base along the direction of the current flow in BJT, while the concentration
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of carriers varies, as given by the theory for operation of BJT. Then, since the BJT theory is based on diffusion,
the fluctuation in the mobility is transferred to fluctuation in the diffusion coefficient D,, for the minority carriers
in the emitter and base regions outside the depletion region of the base-emitter junction, using the Einstein
relation D=[o,. The resulting expressions for the intrinsic noise of the current flow in the base and collector
currents are in the form of

a a
S, = —B Ig and Sy . = —C I , for the base and collector current noise, respectively, (25)
f ¢ f

B

where the quantities o’ are in unit Ampere and given by [62]

a':qD—mGHln(nm—(O)}with nm—m):—_l.}.m, (26)
n,,(d) n,, (d) D,

Respectively for Sy, and S;, d=dg or d=dj are the thicknesses of the emitter and base regions (along the

coordinate of the current flow), D,, corresponds to the diffusion coefficients of the minority carriers in the
emitter and base, ay corresponds to Hooge parameter for minority carriers in the emitter and base, n,,(0) are
minority carrier concentrations at the emitter-base junction in the emitter and base sides, ny,,(d) are minority
carrier concentrations at the other sides of the emitter and base (metal contact for the emitter and collector-base
junction for the base), and v are recombination velocity (~10°cm/s) of minority carriers at the emitter metal
contact or carrier saturation velocity (~10” cm/s) that the minority carriers in the base usually reach at the base-

collector junction. Slightly different expressions for a’ can be found in [61].

Eq. (25) shows that the intrinsic noise for the current flow (due to mobility or diffusion fluctuation) in the base
and collector currents is a linear function of the DC currents, and it corresponds the right-hand term of eq. (11).
This linear dependence is usually used to identify the diffusion noise in BJT [19, 32, 42] after splitting the total
noise into linear and quadratic functions of the DC current, because other noise sources result in non-linear
dependence between noise and DC currents. For example, S;0Ipc” for recombination noise at the base surface or

at the surface of the emitter-base space-charge region [42]. The expressions for the diffusion S, are modified in

[10], when IFO is present in the emitter, but the linear dependence remains. Worth mentioning, a linear
dependence between noise power spectrum density and DC current in BJT is rarely observed and we will show

later that such dependence can be derived from peripheral noise uncoupled to the emitter area.

I11.3.2. Base and collector currents are strongly correlated

It is well established that the low-frequency noise in the base and collector currents are strongly correlated. Their
normalized cross-correlation spectrum, called often coherence (and corresponding to correlation coefficient for

random quantities), is close to one [19, 32, 37, 60]. The coherence between two noise spectra is given by

_ ‘SXY‘z
8,8y

Coherence(s x-Sy ) 27
where S, and Sy are the individual power spectrum densities (PSDs) of the two noise spectra s, and sy, and
Syy|=Isxsy | is the magnitude of the cross-correlation PSD of these noise spectra s, and s,. If the coherence is
close to 1, then s, and s, are strongly correlated and most probably originate from the same noise source, since

the different noise sources are independent each from other, either by assumption, or because they contribute in
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different proportion at different terminals in BJT. Simply, a coherence=1 for base and collector noise currents

means that Sy, and S, , are coupled in BJT; and we can use eq. (11) to investigate the coupling. The reason to

address the coupling is that in the literature the correlation between base and collector currents is usually
analyzed in terms of feedback on the emitter resistance r. (see Figure 3a) and current gain 3, while both the
feedback and P are secondary effects of the primary diffusion process that explains the operation of BJT. The
diffusion process depends on the diffusion properties of the base-emitter junction and the voltage applied on this
junction. For example, generation-recombination (GR) currents in base current do not affect the DC collector
current, if r.=0, as seen from Gummel plots for DC currents in BJT, whereas the GR noise in the base current
occurs in the collector current well correlated. So, in a simplified form for diffusion current in the base of BJT,

we can write

\%
Ig pir = 1Ipo eXP( ¢BE j (28)
t

where Igo[1Dy, and exp(Vgg/@)[ny,(0), as defined after eq. (26). Assume that Dy, [1 L fluctuates as given by eq.
(25), Vg is coupled to this fluctuation, but other parameters, e.g. ¢, v, d in eq. (26), do not fluctuate. By taking

the logarithm of eq. (28), one writes
olp.ore) _ 0(1po) , 8(Veg) _ (D) , 0(Vee) 29)
I5 pIF Ipo by Dp by

Provided that the square of the differentials corresponds to power spectrum densities and the variation of Vg is

coupled to the variation of the base current (correlation coefficient = 1), using eq. (25) we get

I Sy ot 1
BDF _ “lpprr _dp (30)

'l (IB,DIF)2 f Ippir

is the noise in Vgg coupled from the diffusion noise in Ig. Since the collector current is also

SVBE

where SVBEllB,DIFF

coupled to Vg by a relation similar to eq. (28), then Sy, will add a noise component in the collector

|IB,DIFF
current I, which is coupled to the diffusion noise in the base current, and the total noise in Ic is given by

Sy SVeg [Igpr S Sv ac 1
c - 2= OGP TBE L 2C " _ coupled + intrinsic, (3D

I¢ o7 ) ¢ flc

where SVBE = SVBE + SVBEllFO +... is the total noise in Vg coupled from different noise sources, i.e. Ip pir,

|IB,DIFF
IFO and other, and S; CDIF is the intrinsic noise in I due to mobility fluctuation in the base of the transistor, as

given by eq. (25). Since the concentration of minority carriers m, depends on Vg, then Sy, can be regarded as a

coupled number fluctuation in BJT. The above discussion is for unilateral case for noise propagation from input
to output, for which the noise sources associated to the base and emitter of BJT couple noise into the collector
current, and the intrinsic noise in the collector current is not coupled back to the base. This a reasonable

approximation, because of two reasons (at least). First, the contribution of the intrinsic noise Sy, , . is usually

negligible, and second, the backward isolation from collector to base and emitter is high as compared to the

forward transmission, conservatively in the bandwidth of the low-frequency noise. Also, the first example below
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demonstrates that the diffusion noise in Iy and Ic might not be discriminated each from other in experiments and
cumulative experience suggests that the noise in BJT can be successfully referred to the input as a noise in the
base current.

Now, let us see how eq. (31) helps to deal with noise partitioning and superposition in BJT.

Example. Diffusion dominates DC and noise currents

The first example is by an assumption that the diffusion dominates both the DC and noise currents in BJT and

the current gain f=I¢/Ig=constant. Using eqs. (30) and (31) for the noise in Ic we write

Sie _SVBE Ig pIF +°"CL—G‘BL+G‘CL 32)
I% ¢t2 f IC f IB f IC
Similarly, including the coupled noise from Ic into I, for the noise in Iy we get
St _SVBE‘IC’DIF +a_Bi—a_CL+a_BL (33)
12B (I)tz f IB f IC f IB
which is the same as eq. (32) for the noise in Ic. Since B=constant, then the ratio of the noise in I¢ and Iy is
ap Ic ac
Sy T?IC+TIC apBlc +acl aple +0cl
S c-_ B , =B IC cc =Bz BC —CB Eﬁzzconstant, (34)
Ig G7C17B1B+G7BIB GC7B+(XBIB GCIB+GBIC
fIc f B

and from DC and noise measurements, one cannot separate the parameters o’ for the diffusion noise in Ig and Ic.
One can estimate approximate values from eq. (26), but the final values for the Hooge parameter ay will remain
in an arbitrary ratio. A good guess for initial values of ay can be obtained by attributing the noise first only to Ig
and then only to I¢, and then check which number makes sense, but this is a guess — the measurement cannot
reliably separate the two parameters from one device, in which the diffusion dominates both the DC and noise

currents; and it is reasonable to estimate only one value of ay for the dominant noise contribution.

The approach of finding the noise source with dominant contribution is presented in [19] in convenient form.
This approach is based on choosing an appropriate equivalent circuit of the device (and measurement setup),
with several, i.e. 3, possible noise sources. Then, the measured noise is attributed to each noise source, and one
of them usually fits the data well, which is consistent with the assumption that one noise source practically
dominates in the total noise. The approach of the dominant noise source is used several times and it identified
that the dominant noise source can be presented as current noise source in the base current [19, 32, 37, 61],
although the actual physical process can be in the emitter, e.g. IFO, or at the surface above base-emitter junction.
Nevertheless, once the dominant noise source is known, the physical identification of the noise is much easier
and focused on finding which physical model can describe the behavior of dominant noise source. This is
discussed below with the second example for noise partitioning based on eq. (31) for the coupled and intrinsic

noise in BJT.
Example. Noise partitioning. Non-linear dependence of current noise on diffusion noise

The second example for the use of eq. (31) is for cases when the current noise in BJT has non-linear bias
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dependence with a slope different from one of the diffusion noise, and the slope changes with the bias current
too, indicating cross-over between different physical origins for the noise. According to the discussions above
for dominant current noise in the base of BJT, first, we rewrite eq. (31) with the term for the intrinsic noise in I¢
omitted, but replaced with the diffusion noise in the base current. That is
Sv ag 1
= BB 2 + =B 12. (35)
C 2 f I
(0} B,DIF

Sy

Here, SVBE denotes all noise sources coupled to Vg, except for the diffusion noise in the base current, which is

explicitly shown. Also, we assume that I is a diffusion current, while Ig=Ip pir+Ig gr consists of diffusion current
I pir, but may have generation-recombination DC component Iz gr due to either bulk or surface recombination.
Second, we refer the noise to the base as the current noise, using AC and DC current gain, Bac=01c/0lg and

Bpc=Ic/1g, respectively. The equation for the base-referred current noise is

- 2
S Sv » ag(.. Iecr Bpc
Sty =—5=|—3" (15 b1 +T5.0r) R (i, oiF *+15.6r ) Bac | (36)
Bac d; B,DIF AC

Owing to the presence of I gg, both Bac and Ppc vary with bias, even if one assumes that the ratio B=Ic/Ig pir
between the diffusion currents is constant (valid assumption until high bias is applied, that causes high level of
injection of majority carriers in the base, and consequently, D, and B decrease. The high-injection regime is

usually not used in low-frequency noise measurement, but it can be reached in submicron-area BJT — see [35]).
One can observe many possible cases that follow from eq. (36), since the evolution of Sy, with Iy is dependent
on several ratios, e.g. Bpc/Pac, Is.cr/Is.pir, Which are bias dependent. Let us look at several of these cases.

Case 1 in second example: The diffusion is dominant in the DC currents, that is Ig gr<<Ip pir=Ip and

Bpoc=Pac=P=constant. In this case, eq. (36) reduces to

1

SV (o}
S, = ¢1;E (15)? +TB(IB)’ if diffusion dominates DC (37)
t

One situation is that no noise is coupled to the diffusion process in BJT. In this situation, SIBDIB, and this is the

situation of dominant diffusion (intrinsic) noise discussed above — see eq. (33). A second situation is when the

coupled noise has a constant value as a voltage noise, SVBEzconstant, and it is dominant. In the second situation,
S IBD(IB)Z. Constant Sy, is following from bias-independent fluctuations that can be regarded as resistance

fluctuations, e.g. noise form IFO in the emitter [10], or charge trapping and recombination that modulate
potential of the base, emitter or emitter-base junction [42]. The normalized noise of these fluctuations is nearly
constant [42], that is Sy/Ipc°=constant. Let us take the noise form IFO. It is shown in [10] that the noise of IFO is

a fluctuation in the resistance of the emitter region (see r. in Figure 3a).

Sy Sr. _ Stz _ Sty _Svgglro _a”
2IFO = 2‘3 = 2E = 2B = BE2| =—1FO _ onstant in respect to bias, (38)
ro e I I Ll f

as far as B=constant is assumed for the case when the diffusion dominates the DC currents. Here, we have

recalled the left-hand equality of eq. (30), which describes the coupling between voltage and current noise on a
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pn junction. So, adding the coupled noise from IFO in eq. (37), one gets

a" a
S, = — IFO (IB )2 + TB (IB ), if diffusion dominates DC. 39)

B f
There is a critical value Ig.,=0’p/0 1o in €q. (39) for crossover between diffusion noise and noise from IFO. If
15<Ig., then SIBDIB because the diffusion noise dominates. In contrary, if Ig>Ig,, then SIBD(IB)Z, because the
noise from IFO dominates. The crossover is observed for the large-area samples in [10], as shown in Figure 6
with squares, and similar data are reported in [19]. Based on the different slopes of S, as function of I for
diffusion noise and noise form IFO, these noise sources are separated and accordingly characterized [10, 19, 32],
respectively, in terms of Hooge parameter oy for the diffusion noise, since o’g[Joy in eq. (26), and in terms of
KF:fXSIB/IBZ:(x”IFo for the noise from IFO, as follows from eq. (38). The data suggest cumulatively that the
diffusion noise is important for BJT with larger emitter area and thin IFO, while the noise from IFO dominates

BJTs with emitter area less than 10pum® and t;zo>0.5nm. The nowadays BJTs usually are in the latter category.

Case 2 in second example (peripheral-areal noise): The diffusion is not always dominant in the DC currents. For

example, at low bias, a generation-recombination (GR) process can contribute to Iz a component, given by

V

Ig,6r =IGRro eXP( BE ] ; (40)
NGr 1

where ngr is non-ideality factor with values usually between 1.5 and 2. Following the procedure after eq. (28),

the GR process couples voltage noise in the Vgg, given by

"

SVie | 1s.ar _ 2 Stigr _OGR

= constant in respect to bias, 41
2 12
¢t B,GR

since S; GR/(I(;R)2’~‘constant for charge trapping [42], as mentioned above. In the presence of I g, the ratio

Boc/Pac is

Ic
Boc _ !Bpir*lsgr _  B*Ippir oI5 pir +15.Gr) _ TppF |+ IBGR “)
Bac dlc Igpir IR  B*0lg pIF Igpir t1g,Gr | NGrRIB,DIF
ol pir +18.Gr
Lif I >>
Boc _ NGr!BDIF +IBGR _ B,DIF ~~ °B,GR )
Bac ncorlspir+Ipcr) |7 if Is,oiF <<Ipcr
’ ’ NGR
From eq. (36), in the case of existing GR component in Ig, the base current noise becomes
o a; 1 I 2
B,GR
B - R+ B {IB,DIF + j (44)
f f g pir GR

At high bias Ig=Ig pir>>15 gr, and one observes SIBD(IB)Z, since also I pip>Ip,=0"p/0 " cr. At low bias, however,
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when I pip<< Ip gr=Ig, several situations are possible. If Ig p>Ip=0"p/0 R, then SIBD(IB)2, but slightly
attenuated with (nGR)Z, and one may observe small step in the SIBD(IB)2 dependence at the crossover between

Ig=Ip gr and Iz=Ip pir. In a situation when the coupled noise is low and I, is larger than the DC current for

crossover between Ig=Ig g and Ig=Ip pir, one can find a dependence that differs from SIBD(IB)2 and SIBD(IB). For

this situation, we rewrite eq. (44) with o”’ggr omitted, as

a; I I
SIB =—-B|1+ __BGR (IB,DIF + B,GR J, for diffusion (intrinsic) noise. (45)
f NGrIB,DIF NGR

At the higher bias end, where I gr< Ig pir=Ig, then SIBD(IB). In contrary, at the lower bias end, where Ngrlp pre<

IB,GR:IB’ then

1

_0p 12B,GR _ ﬁ 1 I%}RO Vge( 2 _,||_ |fromconstant @ ngg =2
Sy =7 TTE 2 gy P =08, 01y @ =1 -
NGrIB, DIF NGr B0 NGR 1; UIB @Ngr

(46)
L

This equation implies that the intrinsic diffusion noise in BJT levels off when the base DC current is dominated
by generation-recombination currents. This effect is observed several times when the BJT was stressed
electrically or after proton irradiation, and the generation-recombination currents are increased. An example

from [21] is shown in Figure 6. Before stress, circles in Figure 6, a slope close S;,L(Ip) is observed, indicating

low level of coupled noise owing to screening of surface noise from emitter-base junction, achieved by a high
doping concentration at the surface of the base, using superficial base doping (SBD). Also, the step in the

SIBD(IB) dependence is observed in this sample at the transition region from low Ig=Ig gr to higher Iz=Ig pr.

After the stress, triangles in Figure 6, the SIBD(IB) dependence levels off due to increased Ig gg.

The departure from SIBD(IB) and SIBD(IB)2 is attributed to generation-recombination currents at the surface above

the base-emitter junction [14, 36, 37, 42, 60], because it is found that apart from 1/Ag dependence for the

normalized noise (Kg=f XSIB/IBZDUAE) in the base current, both the DC and noise currents in the base scale with

the perimeter Pg of the emitter [11, 14, 36, 37, 60], rather than only with the emitter area Ag. So, partitioning

between areal and peripheral noise in BJT takes place, by using equations in the form of

Kgp

_Krag 2 4 KF py 2 <KEa,

2 2
Ig £ BAg ¢ BP, BDIFT IB,GR> (47)

where Kga (EKp, AE) is the normalized areal noise, with K A[1/Ag, and Kgp (EKF,pE) is the normalized peripheral

noise, with Kgpl11/Pg. The peripheral noise is usually analyzed as a surface noise attributed to an area
Ap=PxW5 at the spacer oxide [36, 37, 42], where the characteristic width Wp is taken as the width of the
depletion region of base-emitter junction [37]. The fluctuation of charge trapping, or tunneling associated with
the oxide at this surface Ap, is regarded as the origin for GR current and corresponding surface noise. This
illustrated in Figure 7. The fluctuation of charge at/in the oxide modulates the potential in the base-emitter
junction in vicinity of the trapped charge causing fluctuation in the carrier concentrations in this vicinity, and
thus, current noise in BJT due to number fluctuation of carriers. The assumption that the traps affect the

depletion region of width Wp of base-emitter junction is reasonable, but the value of Wp~15-20nm in [37] is
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small as compared to values 50-100nm for peripheral effects. Our estimate [46] is that the potential bending
around a single trapped charge results in a strong and almost constant effect in a distance of about 15nm, and the
effect gradually decreases in a distance up to SOnm. This is shown with dashed lines in Figure 7. So, a “remote”
coupling of the fluctuation of trapped charges is expected, and the width, as well as the depth, of coupling of
surface noise is normally in the range of 50-80nm [20, 37]. Nevertheless, this range of distances is smaller than
the width of the emitter, and it implies a peripheral noise that scales with the perimeter of the emitter, rather than
with the area of the emitter. The surface noise can couple noise in the resistance of the base too, since the length
of base extension to the metal contact can be large as compared to the emitter width, but this effect is not
dominant noise source in BJT, because the doping of the base and the extension is high, and they are not
depleted from carriers in principle. Therefore, outside the vicinity of depletion region of the base-emitter
junction, the large number of carriers screens the fluctuation of trapped charges, although some additional noise

is observed in minimum-sized BJTs [37].

To separate the peripheral noise from areal noise in BJT during experiments, one writes eq. (47) in two

equivalent forms, given by

Ag XSy, Ag 13 Gr
f —— - (AE XKE A )+ (PE X KFP)p_Z— , = areal noise (AgXKg ) at high Iy, (48)
I8, DIF E I pIF
Pg xS; P 1%
f 5 B = (AE XKFg A )—E ];’DIF + (PE XKgp ), = peripheral noise (PgXKgp) at low Ip. (49)
I8,6r AE Ig Gr

Then, the DC currents and low-frequency noise of samples with known Ag and Pg and different ratio Ag/Pg are

measured in several decades for Iz. A check for quadratic dependence SIBD(IB)2 is helpful to verify that the noise

is coupled (from IFO and surface) and not intrinsic (from diffusion) in order to guarantee the validity of eq. (47).
Next, the diffusion and surface DC currents are separated from Gummel plots for each sample in a manner so
that Iy pirlJAg and Ig grUPE in order to verify that the assumptions for scaling with emitter area and perimeter are
valid in the experiment, e.g. I gr might not be a peripheral current in BJT. Finally, the quantities in the left-hand
sides of eqs. (48) and (49) are calculated and plotted against the quantity [AEX(IB,GR)Z]/ [PEX(IB,DIF)2] and its
reciprocal, respectively. If the assumptions for areal and peripheral noise apply for the samples, the intersection
of the linear fit in the first plot with the vertical axis should match with the slope of the linear fit in the other plot
(and vice versa). If so, then one can use (AgXKg ) as the measure for the areal noise in BJT and (PgXKgp) as the
measure for the peripheral noise; and proceed to physical identification of noise sources. Certainly, the
procedure for separation of areal and peripheral noise is quite demanding, and we observe only portions of this

procedure reported in the literature [11, 36, 37, 60].

Also, some peripheral effects in BJT, such as thicker IFO at emitter edges [20, 36] and current crowding at
emitter periphery [35], may result in higher noise, but not necessary cause higher base DC current Iy gg. In these
cases, the method above may result in unrealistic values from physical point of view [37] and it has to be
modified to converge the approaches in [36] to that in [31], the latter discussed earlier by the help of eq. (24) for
non-uniform IFO. The modifications are the following. From DC characteristics of small and large area BIT
with different ratio Ag/Pg, one has to determine the characteristic width Wp of the peripheral regions and the

areal and peripheral DC current density pre-factors Jos and Jop, respectively, using the equation
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V A% V
IB = (AE - PEWP )JOA exp{ BE j + PEWPJOP exp{ BE j + PEWPJOGR exp{ BE ] s (50)
Nad; npd, NGr9¢
so that one set of values for Wp, Joa, Jop, Jogr, Na=np=1, and ngr=2 fits the measured curves. An initial value for

Wp can be between 50nm [36] and 80nm [31]. The last term in the equation is for surface currents, and at high

bias can be neglected, where also an approximation n=ns=np=1 holds, and the equation can be reduced to

I—Bexp(—VﬂJZ(l—P—EWP]JOA +P—EWPJ0P. (1)
Ag no, Ag Ag

The right-hand side of this equation reduces to Jo, for large-area, nearly square-shaped BJTs, and thus, Jo, is
easy to find. With the initial value for Wp, one can find initial value for Jop, using data from smaller-area,
rectangular-shaped transistors; but the next step will require optimization procedure, first, to fit the data from DC
measurements at high bias, varying Wp and Jop in eq. (51), and then, another optimization procedure to fit all
data, both at high and low bias, using eq. (50). This is not convenient. Therefore, another approach is taken in
[36]. It is estimated that PexWp/Ag<<1, which reduces eq. (51) to

Ig VBE ] Pg
—€Xp| — =J0A +_WPJOP' (52)
( no, Ag

The quantity in the left-hand of the equation is the current density prefactor Jg, for the base current in the
samples, and Jpyis obtained for each sample from DC measurements. The values of Jg, are plotted against the
ratio Pg /Ag, and from the slope of this plot, the values for the product WpxJop are obtained and directly used,
since, actually, WpXJop is needed in eq. (50), in order to analyze the noise form peripheral IFO; and the GR

currents can be easily removed from the measured data too.

Having WpxJop estimated, one can obtain the peripheral Ip and areal I, emitter currents by

Ip =PEWpJpp exp{ VBE j =P WpJop exp( VBE j , since N=na=np=1 is assumed, (53)
Npd, by
and from measured base current Iz one can get the areal emitter current I, , using
Ip =Ig —Ip (-Iggr, if necessary). (54)
Care should be taken so that I, is greater than zero.

By making substitutions Ip < Ig gr and I « I pir, €gs. (48) and (49) can be rewritten as

Ag xS 2

f&:(AEXKFA)'F(PEXKFP)ﬁI_P’ (55)
13 ’ " Pg 13
A E 1A

P xS 2

% =(ag XKF,A)P—EI—‘; +(P xKpp). (56)
IP AE IP

by also neglecting the noise from surface currents. At this point, all modifications for the noise partitioning
between areal and peripheral noise from IFO are made, and the procedure continues as described above for

surface noise. One note should be made. We have assumed that PeXWp/Ag<<1, which might be not precise, if
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the width of the emitter is less than 0.5pm [20, 64, 65]. For such devices, either the method from [20] has to be
used, or an increase in the average IFO thickness can be assumed in proportion to the decrease of the emitter
width.

One interesting feature for the peripheral noise is that it causes variable slope in the bias dependence of S;,. This

is continuously addressed in the literature, for example in [11, 14, 18, 21, 31, 42, 60, 62]. Since the peripheral
noise is not coupled to the areal current, then the different non-ideality factors na=1#np=ngr=2 for areal and

peripheral DC currents cause the variable slope, so that SIBD(IB)m, and 1<m<2. The assumption is that the

peripheral noise is dominant and eq. (47) can be written as

2
g _Kgp 2 _Kgp I8.G6r
Ip = IB.CR

= 13, (57)
f (IB,DIF +1p,6r )

where Iz=Ig pirt+1p gr i the total base DC current (areal + peripheral) and Kgp=constant is solely due to

peripheral noise, which, however, is not coupled to the diffusion in the emitter area. Worth mentioning, such

decoupling of peripheral noise from the BJT emitter area results in a noise current source between base and

collector, as explained in [42].

The DC currents in eq. (57) are with different non-ideality factors na=npir=1#1p=ngr=2, and given by

A .
I, pir = Ipa exp{n Bq];: j >> I gk at high Vi, (58)
AD¢
vV
Ig,gr =Iop exp(r] BE ] >> Ig pir at low Vigg. (59)
POy

So, at low bias, Ig=Ig gr>>Ip pir, then SIBD(IB)2 , and one should expect a high slope m=2 in the bias dependence

of the noise. In contrast, at high bias, Ig=Ig pi=>>1I Gr, then one can see that

2
VBE
2 2 | Iogp exp[} 5 5
IB,GR :[IB,GR J _ r]P(I)t _ IOP IBnA/nP €0)
2 ) ) )
Nad.
and Sy, becomes sub-quadratic function of Iy, given by
2 2 12N /Np 2
K I Kgp Igpl K I
sIB ~ _EP f,GR I% _FEP 0P2nB o _EP 1(1)1P I%,with =20 at Ig=Tg o> s . (61)
F Iz pre £ la/ne LI PN

As the consequence, one can observe a lower slope m=1 in the bias dependence of the noise at high bias,

Ig=Ip pir>>1Ip gr, When the surface recombination is the dominant but peripheral noise source in BJT. The
decrease of the slope in the bias dependence of the noise is the argued in [21] as an indication for peripheral
noise, and we show sample of the data from this publication in Figure 6 with circles and triangles. Note that the
bias evolution of the peripheral noise, since it is uncoupled from the areal current in BJT, is different from

evolution of areal noise coupled from IFO shown in Figure 6 with squares.
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I11.3.3. Lorentzian noise superimposes 1/f noise

So far, we have assumed that the low-frequency noise in BJT is 1/f noise with a constant slope as function of the
frequency. This is a good approximation for large-area BJT, but significant deviations in the frequency slope are
prominent in submicron-area BJT. It is observed many times, for example in [11, 12, 17, 18, 30, 31, 35] that
reducing the emitter area, low-frequency noise with a Lorentzian shape of the power spectrum density (PSD)

superimposes on the 1/f noise. Therefore, the noise PSD in the base current of BJT is given with

Sty =2alp +- 15+ il

—_—, (62)
=1+ (2re; )?

as a superposition of shot noise 2qlg with constant, “white”, spectrum in respect to frequency, flicker noise with
1/f or “pink” PSD and a sum of several Lorentzian PSDs, in each of which 7; is a characteristic time constant so
that at low frequency f<1/(2nt;), the Lorentzian noise component has approximately constant magnitude
Si(0)=B;t;, while the magnitude of the Lorentzian noise decreases at higher frequencies f>1/(2nt;) with a slope
1/f2. The shot noise originates from discrete nature of the current, quantized by the electron charge q, when the
carriers overcome the injection barrier of the emitter-base junction and then move fast through the short base in
the BJT, resulting in very dense burst of current “shots”. Each shot can be represented as a Dirac pulse, resulting

in a white spectrum. The 1/f portion in S;, we have discussed above. The Lorentzian components originate from

random bistable processes with amplitude AIlJ/B; , such as generation-recombination (GR), which is well

established for semiconductor devices, and in particular for BJTs it is shown in [11, 17] that Shockley—Read-

Hall statistics holds. It follows from this that B;0Iz* and 7,01/, because of the following general reasons.

The time constant t; of a Lorentzian component is smaller than the emission and capture time constants of the

trapping GR center, and it is given by

1 (63)
T

1 1
To Te exp[EF_ET} exp(EF _ETJ ’

where v4,=10"cm/s is the thermal velocity of carriers in silicon; and other constants associated with each trap are
capture cross-section 0, energy level Er in eV and degeneracy factor g~1. It is reasonable to state that the base
DC current Iy is proportional to both carrier concentration n” and exp[(Eg-Er1)/¢,], since the Fermi level Eg in eV

is nearly linear function of the bias voltage Vgg. Combining the constants, one can write
1

1 1 an l/a,
—=—+—=aIg|l1+—=|=alIg tay) = T; =——,
T . T, 1 B[ IBJ 1( B 2) i (IB +a2)

where a, and a, are constants, and t;=constant at “low” DC currents and decreases as t;[11/I at “high” currents.

(64)

Therefore, the increase of the bias current in BJT causes an increase of the corner frequency of the individual

Lorentzian spectra in eq. (62).

The quadratic dependence B;(JI5” can be easily understood in terms of coupled noise. As discussed above, the

trapped charge bends the potentials around it, and it couples a change in the voltage at the emitter-base junction
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with approximately constant amplitude AVgg [1g/C, where C is the capacitance of the emitter-base junction.
Taking the resistance of the base-emitter junction r,=¢/Iz, one gets Alz=AV3peXIp/@,, and for the noise coefficient

B,, one writes

2 2

2 _ AV 2 2 2

B; O (Alg) - BQE) (1s) D( . j (18)" = B; =a3(15)", (65)
t 6.C

where a; is constant for a particular trapping GR center, a; can vary between the traps, but a; is a weak function

of the bias. Combining eqs. (64) and (65), the bias dependence of the low-frequency plateau S;(0)=B;t; of a

single Lorentzian noise component becomes

1/a (1 )2 atlow currents Iy < a
S:(0)=B;1; =as(Ig)* — L~ 0OVB/ > B =42 66
1( ) t a3( B) (IB +a2) {(IB), at high currents Ig > a, ©0

where a;, a, and a; are approximately constant in respect to bias. Thus, one observes a steeper bias dependence

of S;(0) at low currents, by comparing to the slope in this dependence at high bias.

The bias dependence of Lorentzian noise coupled from single generation-recombination center in BJT is
illustrated in Figure 8 with an example from [12]. The evolution of the power spectrum density in Figure 8Figure
8a includes an increase of the corner frequency and an increase of plateau of the Lorentzian spectrum, as
suggested by eqs. (64) and (66), respectively. The bias dependence of different parameters in Lorentzian
spectrum is illustrated in Figure 8b. The noise coefficient B; increases strongly with the bias according to eq.
(65), as shown with squares in Figure 8b. The corner frequency 1/(21m;) also increases with bias, but with lower
slope according to eq. (64), as shown with circles in Figure 8b. The knee in the bias dependence of S;(0) is also
clearly visible from the triangles, and it is in agreement with the prediction of eq. (66). Similar bias dependence
of the Lorentzian noise is observed in [35], where it is observed that the ratio S;(0)/1; is a function Iy, and this
function is with a constant slope. This is expected from egs. (64) and (66), because

=B; O (Ig)™, with m=2nu/np. (67)
T T

depending on whether areal or peripheral noise is coupled in BJT, as discussed above. If the Lorentzian noise
originates from the emitter area, then m=2, as shown by eq. (65). If the Lorentzian noise originates from the
emitter periphery, the slope is expected to be lower, m~1, as discussed after eq. (61). In [35], the slope is m=1.3
and indicates peripheral Lorentzian noise, which agrees with the investigation on the current crowding in BJT

addressed in this publication.
Crossover between 1/f and GR noise

The relative contribution between 1/f noise and Lorentzian noise is found to be dependent on the emitter area
[17, 18, 30, 31, 33]. In large-area BJTs, the portion of 1/f noise is dominant in the low-frequency noise, as shown
in the right-hand plot of Figure 9. By decreasing the emitter area, however, the low-frequency noise becomes
dominated by Lorentzian noise as shown in the left-hand plot of Figure 9. Nevertheless, by averaging the noise
from several small-area BJT one gets nearly 1/f spectrum, and what is even more interesting, the values for the
product (AgxKg) obtained from the average noise of small devices match the values obtained from large-area
BIJT, in which the Lorentzian noise is low. Therefore, it is deduced in [17, 18, 30, 31, 33, 60] that the 1/f noise
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can be due to superposition of many Lorentzian components originating from a large number of trapping GR
centers in large-area BJT at a given trap density, while in small-area BJTs, having approximately the same trap
density, the number of traps becomes small and the individual Lorentzian components become distinguishable.
So, the origin 1/f noise can be superposition of Lorentzian noise, and the term for the 1/f noise in eq. (62) can be
modeled in terms of this superposition. The model is developed in [17, 66, 67] and reviewed in [18, 31]; and
similar model is used in [33, 60] to get insight for the noise in SiGe HBTs.

The model [17, 66, 67] uses the assumption that the trap density is constant in the emitter area, and complies
with the observations that the low-frequency noise, on average, is with 1/f power spectrum density (1/f), having
magnitude inversely proportional to the area (Ag) and quadratic function of the base current (I%). The variation
of noise around the average is expected to be inversely proportional to the square root of the area. Also, when the
emitter area is small, bistable Random Telegraph Signal (RTS) noise is expected from individual traps. Let us

see how one can get 1/f noise from the superposition of Lorentzian components at the above assumptions.
Consider the right-hand term in eq. (62)

AEXNtA BT
11

——l— with  B; =4(aL;) (68)
izl 1+(2nfr)

SIB =
where Ny, is the constant trap density per unit emitter area, AgXN,4 is the total number of traps in the emitter area
Ag which couple RTS noise, Al is the amplitude of the RTS from the i trap. The multiplier 4 depends on the
ratio between capture T. and emission T, times in RTS [4, 68, 69], it can decrease, but usually is taken constant
for simplicity [70].

From the discussion for eq. (65), Al is coupled from single trapped charge q, and it is

Alg; = ai(q)icjlg, (69)
t

where C=C,XAg is the capacitance of the emitter-base junction, C,=¢5;/Wj is the capacitance per unit area of the
depleted region of the emitter-base junction, gs=1.04x10"* F/cm is permittivity of silicon and W is the width of

the depletion region, which is bias dependent. The parameter a; represents the strength of amplitude coupling, it

corresponds to \/E in the general equations (1), (4), (5), and it is expected that a;<1 in the following analysis,
since the coupling is attenuated by the diffusion impedance r,||(2nfCp) " of the forward biased junction. The

expressions for Wj are given in [71], for example, and for an abrupt junction, they are

26q; Ng +N N4N
W] = \/iﬁﬂvbl —VBE , where Vbl :(I)t In d2 a : (70)
q dNa n,

1

where Ny and N, are the volume doping concentrations at the emitter-base junction, and n=1.5x10'""=10"%cm" is

the carrier concentration in intrinsic silicon at room temperature.

Substituting in eq. (68), one gets

2 2 AgxN 2
S| :4( quj Ig " A 1)
Bo\beEsi) AR T 1+(emfr)?
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The number of acting traps AgXN;, around the Fermi level and their coupling a; vary between samples and with
bias. For large emitter area BJT, however, one can use average value a,,,=average(a;) and assume a continuous

distribution g(T) for the traps in respect to their time constants T;, within a range from Ty, tO Trax, by Writing

T max T max

Nia =Nia Ig(T)dT , so that Ig(r)dr =1. (72)
Tmin Tmin
So, eq. (71) becomes
2 2 Tmax
_ 2 [ qWy Ig g(t)tdt
SIB —4aavg( j _ZAENtA I LZ . (73)
biEsi) Ag o 1+(2mfr)
Furthermore, it needs g(T)XT=b=constant in order to obtain 1/f spectrum from the integral. This is because
e gp I 1
I 7= [arctg(2TlfT max ) - arctg(2TlfT min )] =—, (74)
o 1+(nfr)> 21 4f

at conditions (27f iy Tiax)>>1 and (27f 0, Tmin) <<1. Assume that the noise is measured in 4 decades, e.g. decimal
log(fia/fmin)=4, then the time constants of the traps should be distributed as g(T)=b/T at least 2 decades above
and below to satisfy the conditions for obtaining 1/f noise from superposition of Lorentzian spectra. This means,
that 10g(Tmax/Tmin)>8. The reasons for the g(T)=b/T distribution in a wide range are summarized in [70] and

discussed in length in [2, 68]. The parameter b is then estimated from eq. (72) as

Tmax b
J

—dT:bln(mJZI b= ! , (75)
T ln(

T Tmin TmaX/Tmin)
min
and the substitutions in eq. (73) yield that the power spectrum density of the noise in the base current due to

superposition of Lorentzian components in large-area BJT is

2 2 5 2 2 5 I/f
; :(qWJJ davg Nia 11g :(CIWJJ dave Niadee 18 1/Ag .(76)
B (ptsSi In(10) 1Og(-l-max /Tmin)f AE ¢tSSi In(10) f AE 1123

while in small-area BJT, the Lorentzian components are accompanied with RTS noise in time domain with an

amplitude of

w
Alg =a,y, a% |1 77)
¢iEsi JAE

From eq. (76), it is clear that the superposition of Lorentzian components from individual trapping or generation-
recombination centers reassembles that the low-frequency noise, on average, is with 1/f power spectrum density,
having magnitude inversely proportional to the area and quadratic function of the base current, as it has been
stated above. The model in [17, 67] defines the quantity Naqe as areal density of traps per frequency decade,

which can be experimentally obtained from large-area BJT, using
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2 2
Noagee = Nia - Ap St {4’@31] In(10) _ (Ag xKF)(‘bthi] (78)
ec ’
108(T max /Tmin) i LaWr ) a2, 043xal, \aW;

and varying the coupling coefficient a,y, so that the number of Lorentzian components in smaller-area BJT
matches the number AgXNpgecX108(finax/fmin), and the measured RTS amplitudes Alg agree with eq. (77) in sub-
micron area BJT. Our experience implies that a,,,~0.07 is a reasonable initial value, when using the barrier
capacitance of the junction in egs. (77) and (78). If one includes the diffusion capacitance, then the values for
capacitance and coupling coefficient should be scaled up about one decade, but their ratio will be approximately
the same, and therefore, Alg and Nisg.c Will remain unchanged. The areal density of traps per frequency decade

Niadec 18 used also in statistical model for MOS transistors in [72].

Here we give some numbers relevant to the data in Figure 9 in order to provide impression for the order of
magnitudes. Ng=10* cm™, N,=1.5%10"® cm?, V,;=1.07 V, Vge=0.81 V, W,=15 nm, AgxK=4x10" um’, coupling
22,¢=0.07, Niagee =2.4%10° cm?dec™, 102(Tmax/Tmin) =10 dec, Ny =2.4x10° em™, Niaey=Na/(0.026 eV) =9.2x10"
cm eV, since the charge only in the traps within 26meV around the Fermi level fluctuates [4, 69]. For the
measurement frequency range of log(f,,.../fmin)=4 decades, one can have 1.5, 6 and 23 Lorentzian components for
devices of emitter area Ag=0.16, 0.64 and 2.4 pm”, respectively, but these components are distinguishable only
in the smallest device in Figure 9, since one needs about one frequency decade separation between individual
components in order to see them clearly in the spectrum. The values above are obtained from new analysis of
the data. These values are within the order of magnitudes reported in [17], but they differ up to a half decade
(perhaps because the aforementioned multiplier 4 in eq. (68) has to be reduced to 1 according to Fermi statistics
[4, 68, 69]), while the measured data are the same. This indicates that there is an inherent characterization

uncertainty for the low-frequency noise, which is normally in the range of several dB, and this is discussed next.

II1.4. Measurement and characterization uncertainty — experimental accuracy, fitting and averaging

The last reason for the scattering in the data for the normalized noise in Figure 2, which we want to address, is
that the measurement and characterization of low-frequency noise have inherent uncertainty. The sources of this
uncertainty are several and include instrument inaccuracy, deviations from the ideal 1/f slope in the spectra, use
of different characterization methods; and all these interfere with the experience and preferences of the

individual researcher. We shall discuss now several difficulties that one has to overcome in experimental works.

II1.4.1. Accuracy and the smoothness of the measured spectra

The first problem is the accuracy and the smoothness of the measured spectra. The measurement setup usually
uses DC bias sources, low-noise preamplifier and spectrum analyzer. The bias sources are normally of good
accuracy, with error not more than 1%, which causes less than 0.1dB uncertainty for normalized noise. However,
battery bias (or filter) is required to ensure low level of noise floor in some experiments; and wire-wound
potentiometers and resistors are used to provide the desired bias current or voltage. The DC accuracy of such
setup usually is in the range 5%-10%, which causes up to about 1dB uncertainty for normalized noise. The next
source of inaccuracy is the gain in the preamplifier and its finite impedance. At medium frequency of 100Hz, the
gain in a typical low-noise preamplifier has inaccuracy of about 1%-3%, but at low frequency (1Hz) the blocking
capacitor at the input of voltage amplifiers causes roll-off and the impedance of the amplifier together with its
input cable is a problem in measurements of devices at low currents (nA) even in the range of 1kHz. The right

choice in such case is a current preamplifier, but the DC current has to pass through the amplifier, no blocking of
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this current is possible, resulting in decreased sensitivity of the setup in some cases, especially at high DC
currents (>1mA). Overall, even after careful preparation of the measurement setup, the error associated with the
preamplifier and its front-end is in the range 3%-5%, which adds another 0.4dB uncertainty for the normalized
noise. The error from the spectrum analyzers is usually low, within 1%, but it requires that the measurement
range is chosen accordingly. However, in some cases such as RTS noise with small or high duty cycle and
occasional spikes, the range has to be increased to avoid saturation. Practically, the error from spectrum analyzer
is about 3%, which is another 0.25dB uncertainty for the normalized noise. Adding all the errors, the instruments
usually cause 2dB uncertainty in low-frequency noise experiments, in which 3-6 decades for the DC biasing
currents are considered.

The smoothness of the measured spectra is also a problem in low-frequency noise experiments. At the low-
frequency end of the spectrum, one usually desires a resolution of 1Hz or better. This, in turn, results in time
window for signal capturing of 1 s or more. Then, since the noise is a random signal, the Fourier transformation
of single captured record is with large scatter around the average, e.g. 10 dB or more. Therefore, many records,
e.g. 100, need to be captured and averaged, which increases the measurement time to 10 and more minutes per
spectrum, in order to obtain spectrum with scattering about 2dB. So, the measurement time becomes an issue for
low-frequency noise, and it causes about 30% uncertainty for the normalized noise, if no additional method for
averaging is used. One example for insufficient averaging during measurement is shown in Figure 10 at the
tradeoff with measurement time. The scattering in this figure is about 2 decade and one will meet with

difficulties to examine the normalized noise from this figure with accuracy better than 1/4 decade.

I11.4.2. Deviations from the ideal 1/f slope in the spectra

The second problem related to the experimental accuracy for the normalized noise is the variability of the slope
in the 1/f-like spectra. The variations are typically two: the steepness of the slope is different from 1/f; and the
slope of the spectrum varies with the frequency, having humps owing to large Lorentzian components in the
spectrum. There are physically based models with variable slope in noise spectrum, e.g. analytical in [2, 73],
numerical in [68] and the aforementioned for superposition of Lorentzian components [17, 66, 67]. These
models are based on deviation from uniform trap density or gaps in the uniform distribution, but a mature
characterization technique based on any of those models is not available. There is no standard technique that
resolves the problem of the variability of the slope in the 1/f-like spectra. However, some approaches are
popular. These are choice of frequency of interest, fitting of formal, semi-empirical or Monte Carlo model, and

post-measurement averaging.
Choice of frequency of interest

The approach of choosing a frequency of interest from the whole spectrum is suitable for volume noise
characterizations, e.g. industrial tests. This approach minimizes the time of measurement and compresses the
data into a small volume, so that comparisons between many samples and biasing regimes become feasible. The
approach is particularly suitable when the goal is to examine the evolution of the noise level with bias or to
obtain a statistics for the noise levels among devices on one or from several wafers. Due to its simplicity, the
approach of choosing a frequency of interest is widely used, almost in every single publication, and it allowed
verifying that the variation of the noise is a reciprocal function of the device area, as shown with one example
from [74] in Figure 11 for MOS transistors. However, the approach of choosing a single frequency from the

spectrum is vulnerable to large uncertainty owing to deviation of noise spectrum from 1/f slope, since the
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approach inherently assumes 1/f slope when estimating the normalized noise at 1Hz, as required for the noise
parameter Kg. A deviation 8=10-20% from 1/f slope causes error 10dBxd also multiplied by the number of the
frequency decades of extrapolation when referring the noise to 1Hz. A frequency 10Hz is typically chosen in
experiments to minimize the measurement time, and therefore, 10-20% (0.4-0.8dB) error is easily introduced for
the value of K. In addition, the randomness of the corner frequency f. of Lorentzian noise in sub-micrometer
area devices causes variation from high values for estimated Kg, if f.=10Hz, to low values, if f. is one-two
frequency decades apart from 10Hz. The uncertainty for the value of K in this case is very large — one and more
decades, as one can deduce from Figure 11, and one can estimate meaningless value for Kg, if only one
frequency point from the noise spectrum is used for the purpose. Therefore, one has to do statistical analysis of
many data obtained by the approach of choosing a frequency of interest in order to obtain representative value

for the normalized noise and the noise parameter Kg.
Fitting of formal, semi-empirical or Monte Carlo model

The other approach of fitting of formal, semi-empirical or Monte Carlo model to the measured noise spectra is
more reliable and less vulnerable to variations in the slope of the spectrum, and therefore is used often in the
research on low-frequency noise. The fitting model is chosen usually in the form of eq. (62), and it is enhanced

with two more parameters, resulting in

S1 = Shite * ok S +Z (79)
B 1+ (2TrfT 2’
where Bg=0.8...1.2 reflects the deviation of the flicker noise spectrum from the ideal 1/f slope, and Ag=1...2
reflects the bias dependence of the flicker noise. The approach of fitting a model, however, has several
drawbacks. The first drawback is that it cannot be formalized into algorithm, because the selection of values for
Ar, Br and number of Lorentzian components is not unique, and the selection is also dependent on the pre-
selected optimization criterion, the latter also chosen by preferences of the individual researcher. The second
drawback, which follows from the first, is that the fitting procedure requires intensive human assistance in an
interactive manner, which makes the approach very slow and vulnerable to human errors and individual
preferences and skills. The last, but not the least, drawback is that the value and the unit for Kg varies with
values of Br and Ar. As the consequence, the quantitative comparison for the level of the flicker noise from
different measurements and samples is almost impossible. Nevertheless, the first two terms of eq. (79) are
implemented in the device models for circuit simulations and the evaluation of the corresponding parameters K,
Ar and B helps in the design practice. Therefore, the approach of fitting a formal noise model for BJTs is taken

in [32, 34, 37]. Interestingly, persons from industry are co-authoring these publications.

111.4.3. Data processing

The third problem related to the experimental accuracy for the normalized noise is the data processing from
which K is evaluated. As mentioned above, the scattering in the measured noise spectra is about 2dB and the
variations between individual values from different measurements and devices can be larger than 1 decade — see
again Figure 11. In such situation, one has to perform post-measurement averaging in order to evaluate the noise

and to obtain a representative value for the normalized noise and Kg.

The simplest way to perform averaging of a noise spectrum is to plot the spectrum in a log-log scale and to draw

a line where the density of measured points is the highest. Form the intersect of the extrapolated line with the
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axis for noise level at 1Hz, one gets the power spectrum density S(1Hz) at frequency 1 Hz, then the normalized
noise and Kg are calculated. This approach is used very often, due to its simplicity, but it is vulnerable to human
errors. An example that demonstrates the range of errors by manual fitting of data from noise measurements is
given in Figure 12. The squares in this figure are the data reported by the authors in a numerical form in a table.
The diamonds are the same data, but reported in a graphical form. The discrepancy between numerical and
graphical data is apparent, although the manual fit of the data and the fitting of the two data series using least
mean square method yield equations, which result in almost overlapping lines when plotted together. Looking
closer at the numbers of the fitting equations, the values of the parameters vary about 5% both for the prefactor
and exponential coefficient. So, one expects at least 0.2dB uncertainty for the normalized noise when the data
from noise measurements are processed manually in a graphical form. This uncertainty could be much higher, if

the data scatter, as in Figure 10 or in Figure 11.

Another approach that is equivalent to averaging is to analyze the noise in a bandwidth, rather than at individual
frequencies. This is a standard procedure for resistors [75, 76, 77, 78], but rarely used for electronic devices,
perhaps because the noise in a bandwidth is an integral measure, the frequency slope of the noise is essentially
inaccessible from the noise in a bandwidth, and also the noise in a bandwidth is not implemented in device
models, since it is expected to be a result from simulations. An attempt for modeling the noise in a bandwidth is

presented in [72].
Numerical methods for averaging

The numerical methods for averaging of noise spectra can be divided into two groups — arithmetic (precisely,
root-mean-square RMS) and geometric averaging of power spectrum density (PSD) (or derivates of PSD, such
as fXPSDxArea/Ipc’).

For several power spectrum densities S;, with i=1, 2 ...iy.y, the arithmetic (RMS) averaging uses

1

1 max
S ave =T ZSi , for arithmetic (RMS) mean, (80)
max i
and
1 iIl’l'dX 2
o= |— Z (Si _Savg) , for arithmetic (RMS) standard deviation. (81)

Imax ~1 i

The geometric averaging [28, 29, 34, 36, 79] uses logarithm of the power spectrum densities, given by

Sgg,; =10dBxlog(S;), PSD in dB. (82)

Then,

1 iIl’l'ch
SdB, avg =T ZSdB,i , for geometric mean, (83)
max
and
1 iIl’l'dX 2

OdB =47 Z (SdB,i —SdB’an) , for geometric standard deviation. (84)

Imax 1 i
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When the variations between individual spectra S; are small, e.g. in large-area BJT, then both methods yield

similar results, that is
SdB.avg = 10dBx10g(S,yg ) and Syp avg +0gp =10dB xlog(S,y, +0). (85)

However, if the variations between individual spectra S; are spread over one decade or more, then the arithmetic
averaging results in variation larger than the average [72], 0>S,,, it becomes impractical (because the noise is
attributed to o rather than to S,,,), and the geometric averaging is more suitable for sub-micrometer area devices,
since the distribution of noise variation tends to log-normal distribution [28, 29, 79, 80]. Therefore, many
authors use geometric averaging [17, 28, 29, 34, 36, 66, 67, 79, 80, 81, 82]. Worth mentioning, it is empirically
observed that the noise variations are better described by log-normal distribution, and substantial work is
expected to explain the origin of this empirical observation [79, 80]. A reason is given later in section VIIL6.

“Consequences from statistical nature of LFN — distributions in spectra, techniques of averaging, data

volume and coordinates, instrumentation”. Interestingly, assuming Poisson distribution of threading

dislocations in strained silicon wafers, the geometric model of noise variation explains the data in [82].

However, one should be careful when using the equations for geometric averaging and modeling of noise, in
order to preserve the physical consistence of figures of merit (FOM). For example, defining FOM for relative

variation (in respect to mean level of noise), the arithmetic (RMS) averaging suggests [72, 79]

FOM,,; = 9 , for relative variation from arithmetic (RMS) averaging, (86)
avg
The FOM for relative variation from geometric averaging is actually og4g [28, 79, 80, 81], because it follows from
eq. (85) that [17, 66, 67]

(0] . .. . .
FOMge, =04gg > —*1= IO(OdB / IOdB), for relative variation from geometric averaging, (87)
avg
whereas the FOM=06p/|Sap ave| as attempted in [33, 34, 36] is just a number that will violate the rules for physical
units, if one tries to convert it to ratio of noise level. In the above equations, note again that ¢ is standard

deviation and S,,, is average of noise S, the latter being a variance (usually per unit frequency) in principle.

To provide impression for the noise variation in BJTs, we present in Figure 13 several views of the few data
available from literature. These data have been also obtained using geometric standard deviation according eq.
(84). The shaded areas in the figure represent cases when the variation of the noise is larger than the average
level, that is 6>Kp. The top-left plot in the figure shows the data vs. emitter area, as originally reported. One can
see that the noise variation increases in small-area BJT and in sub-micron area BJT the variation is dominating
over the average. The slope in this plot is somehow low, only -2.5dB/dec, but the bottom-left plot, obtained
using eq. (85) or eq. (87), clearly shows that the absolute variations are a strong function of the emitter area,
o0(Ap)™, and taking into account that KrO(Ag)", then one observes the aforementioned increase of (Ag)*” in
noise variation as function of decreasing device area, as predicted by Monte Carlo simulations [17, 66, 67] and
analytically in [72].

More interesting, and to the best of our knowledge not explored explicitly yet, are the observations that one can
make in the right-hand plots in Figure 13. The main observation is that the noise variation scales with the

average noise. This is clear in the bottom-right plot, where the slope 3:2 suggests a trend 6CI(Kg)' for the
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absolute variation o of the noise as function of the average noise Kg, and reassembles the corresponding slope -
3:2 for the dependence 6[J(Ag)"~. Owing to the limited number of experimental data points, it is difficult to
identify properly the factors that cause the relation between noise variation and average noise. For example,

there is no unique line that can be drawn in the top-right plot. The overall behavior in Figure 13 suggests

thato U K¢ / JAg U A]_El's , but the limited amount of experimental data does not allow parameterizing the

dependence reliably. Nevertheless, for BJTs with emitter area Ag<0.3um” and Kg>3x10, the noise variation
appears to be more important than the average noise, since the noise variation affects the repeatability in the
noise performance of the devices. Consequently, large discrepancy between simulations based only on average

noise and the real noise performance of the individual device is expected for nowadays BJT. More discussions

on averaging techniques are given in section VIIL “Outlook for the LFN” after eq.(469).

Summing all factors discussed above we estimate that the uncertainty of each data point in Figure 2 is about
3dB, owing to different measurement setups and techniques for model fitting and averaging. This uncertainty,
perhaps, contributes significantly to the value of o4p that is shown in the figure. Nevertheless, we use the data for
npn BJTs from Figure 2 as a benchmark in comparisons to other devices. When comparing the values for Kg, we
use the data which are within and close to the interval ApxKp=5.6%10" um2 +2045. When comparing the values
for input voltage noise Sy, the same reference data are referred as the base voltage noise using the relation

f><AE><SVB(f):AI.;XKFX((pJ2 from eq.(3), which applies when the noise in BJT is coupled from the emitter area to
the diffusion currents, according to the discussions on eq. (36).
Comparative study of noise in npn and pnp BJTs

Past publications , for example [83], conclude after comparative studies on devices from complementary
technologies (BiCMOS) that the noise in pnp BJTs is lower than the noise in their npn counterparts. We have
searched for published data for low-frequency noise in silicon pnp BJT. The data are collected from [12, 32, 83],
stored in numerical form in [84], and shown in Figure 14 together with data and trend for the noise in silicon npn
BJTs. The information for noise in silicon pnp BJTs is less available in the last two decades, as compared to the
data for silicon npn BJTs and the more recent interest on SiGe HBTs. In contrary to the above comparative
studies, we did not found data for the noise in pnp BJT, which could confirm the conclusion of the comparative
studies. This is illustrated in Figure 14. The open circles and gray lines are from Figure 2 and represent data and
trend for noise coefficient Kg in npn BJTs. The solid symbols and black lines in Figure 14 represent data and
trend for noise coefficient K in pnp BJTs, and they are above the trend for npn BJTs. Also, studies [34] on noise
in complementary SiGe HBTs indicate that the noise in pnp transistors is higher than the noise in npn transistors.
Interestingly, the data for pnp BJTs tends also to log-normal distribution, as shown in the insert of Figure 14.
Nevertheless, the difference in noise coefficients Kr between npn and pnp transistors is within the range of
scattering of the data for low-frequency noise, and it does not lend much confidence to make a general
conclusion whether the noise is lower in npn or in pnp BJTs. Some differences in the bias dependence of the
noise and for the impact of IFO in npn and pnp transistors are reported in [32], which makes the fair comparison

of the noise in these transistors difficult.

IV.Noise in MOS transistors

The low-frequency noise in MOS transistors is widely studied because of several reasons. First, a physical model

has been proposed in [85] long time ago and before any model for noise in BJT was accepted. Second, the MOS
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technologies are the driving force in the downscaling of electronic devices in the last decades. Third, the low-
frequency noise in MOS transistors is higher than the noise in BJTs, as one can see in Figure 15. In this figure,
the data are for 134 nMOS transistors from [22, 47, 48, 49, 50, 51, 72, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96,
97,98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115, 116, 117, 118, 119,
120, 121, 122, 123], and for 53 pMOS transistors from [47, 52, 86, 88, 95, 96, 97, 100, 102, 104, 105, 109, 123,
124, 125, 126, 127, 128, 129, 130, 131, 132]. Many data points overlap in Figure 15, the lowest levels for noise
in MOS transistors is higher than the highest levels of noise in BJT, and the data scatter about 3.5 decades for
MOS transistors, while the data scatter less than 2 decades for BJT. Owing to these observations in the figure, it
is clear that the control of the noise in MOS transistors is more difficult than it is in BJT. The main reason is that
the operation of the MOS transistor is governed by a surface current transport, which is exposed to interface
phenomena at the semiconductor-gate dielectric interface, while in BJT the current transport is mostly in the
bulk of the semiconductor and it is “less” sensitive to the surface of the semiconductor. The consequence is that
the current research on low-frequency noise in MOS transistors is focused on the fabrication of the gate stack at
the semiconductor surface and although important and studied, the variation of the noise with the channel size is
not dominant in the scope of many publications. Therefore, many researchers use samples of “standard” gate
area, e.g. around 2-3pum’, or 10-20 pm’, but different gate stacks, and unique trend in Figure 15 cannot be placed

accurately. Nevertheless, the product WXLxSy . for MOS transistors tends to log-normal distribution, as shown

in the insert of Figure 15, and the mean in this distribution is about 2.5 decades above the average noise in BJT,
which is in agreement with past ITRS predictions about the difference in the noise between MOS and bipolar

transistors [3] — see again Figure la. Interestingly, when looking at the distributions for the product WXLxSy, .

separately for nMOS and pMOS transistors in Figure 16, the average noise in pMOS transistors is about 3dB (2
times) lower than the noise in nMOS transistors, but at the same time, the distribution of the noise values is
broader for pMOS transistors, which practically does not lend much confidence to conclude which type of MOS
transistors is with lower levels of noise. Comparisons for noise in pMOS and nMOS transistors report opposite
observations — noise in pMOS transistors is lower [95] and higher [83, 98] than in nMOS transistors. Having the
above observations in mind, and the data for noise available, we begin the discussion on the physics and models

underneath these observations and the scattered data of low-frequency noise in MOS transistors.

IV.1. Models and predictability

It is widely accepted that the low-frequency noise in the drain current of the MOS transistor is coupled by the
charge and mobility fluctuations related to the interface between semiconductor and gate dielectric. The
approach of intrinsic and coupled noise allows comparing the low-frequency noise of MOS transistors to other
devices, e.g. bipolar junction transistors, as it is discussed in the previous section. So, with the obvious for MOS

transistor notations, we rewrite eqs. (11) and (12) as

Sy 2 a
s :K(g—mj Sy, *+—1, (88)
Ip Ip Negrf

for the purpose of comparing input referred voltages, and

S1 ? ? o
il
Ip D ox Deff
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for the purpose of analyses of charge trapping at interface between semiconductor and gate dielectric. Here, Ip

[A] is the DC drain current, Sy | [A*/Hz] is the power spectrum density (PSD) of the output drain current noise.
For the coupled portion of noise, popular as noise from number fluctuation An, the relevant quantities are
transconductance gn=0Ip/0V¢ [A/V=S], PSD of input referred (gate) voltage noise Sy [V*/Hz], gate capacitance
per unit area C,, [F/cm’], PSD of trapped charge per unit area Sk, [cm™/Hz], and K is coupling parameter which
depends on many factors, including bias, according to different physical models, but practically it is taken K=1.

IV.1.1. Intrinsic noise (mobility fluctuation)

For the intrinsic portion of noise, popular as noise from mobility fluctuation Ay, oy is the Hooge parameter and
nes 18 effective number of carriers in the channel [9]. The effective number n.s <n takes into account the non-
uniform distribution of the total number n of carriers in the channel, when the drain voltage is not zero, and can
be deduced by using eq. (13), but the procedure of evaluation is complicated, and one usually takes n.¢ =n when
investigating the low-frequency noise in MOS transistors in strong inversion regime at gate biasing Vgs>Vr
above the threshold voltage Vr, especially when the transistor operates in linear (ohmic) mode at low drain bias
Vps~50mV<Vgs-Vr. Evidently, even before assuming any physics for the noise, quite a lot approximations and
assumptions can be taken differently by different researchers in the equations for the low-frequency noise in
MOS transistor, and this causes large spread in the values reported for the parameters related to the noise, and
sometimes even to controversial conclusions. We illustrate this with one example for the intrinsic component of

the noise.

Assume that Vgs-V120.1V and 0<Vps< Vgs-V1-0.05V. Such biasing of MOS transistor is usually regarded as
operation in ohmic mode, and one takes n=WLC(Vgs-V1)/q, neglecting that the charge concentration is lower
at the drain side of the channel. Assume also that the intrinsic (Hooge) low-frequency noise is dominant (e.g.

pMOS transistor), so that the Hooge parameter is estimated from eq. (88) as

I St, WLC o (Vs = V-
oy @n=f —Dz n=f—2L ox ( GS T ) , at approximation n=WLC,,(Vgs-V1)/q. (90)

Ip Ip> q
Now, let us increase the “accuracy” of the calculation of the total number of carriers, assuming gradual

approximation for charge concentration. The average number of carriers n,y, is the mean value of the number of

carriers at source and drain sides, Nuyg=(NsourceNdrain)/2, and n,y, becomes
0 = l[WLCox (Vas = V1) , WLCo, (Vs =V _VDS)} _ WLC
q q q

Vbs
avg =7 OX (VGS -Vr Y J 1)

Accordingly, the Hooge parameter is estimated as

S S, WLC
C(H @)Ilan =f—IDz Ilavg = —ID — —ToX

v
2 (VGS - VT — DS j , at navg:(nsource+ndrain)/2- 92)
ID ID q 2

Let us increase further the “accuracy” of the calculation using the integral for current crowding given by eq.
(13), rewritten for 1D case, by assuming constant current density J, charge sheet approximation (the thickness of

inversion layer T=Dirac function, yet not accurate for sub-100nm MOS transistors) and thus WTJ=constant.
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_Sy, _ayfodx
Snorm =  ~ RN , (93)
Ip L fL” n'(x)
[(wTr)*dx
0
where the coordinate x=0...L is along the channel length, and
WwC
n(x)= 20 = Weox (VGS ~Vp = Vpg 3). (94)
0x q L
Then,
L L
J~ dx _ J~ dx _ qL ln[ Vgs = V7 } ©5)
0 n'(x) 0 WCx (VGS -V = Vps Xj WCox Vps VGs = V1 ~ Vps
q L
So, one gets the following expression for the Hooge parameter
S WLC, V WLC,, V
Oy @nggy =f—2 ox DS Gith ng = ox*DS (96
Ip qln( Vs =Vt j qh{ Vs =Vt j
Vs = V1 ~ Vps Vs = V1 ~ Vps

where the effective number of carriers in the channel, n.s [9], is lower than the above approximations
n=WLC(Vgs—V1)/q and n,,;=WLC,(Vss—V1—Vps/2)/q. Provided that one processes the same data from one
sample, but using different assumptions for number of carriers, Figure 17 illustrates possible discrepancies in the
values estimated for Hooge parameter, since the value of ay is proportional to the estimated number of carriers
in egs. (90), (92) and (96).

One can see from Figure 17 that 20% to 50% variations (1dB to 3dB) in the estimated values for oy can be easily
introduced by changing only the characterization model. Similar vulnerability is discussed in [133] for the
coupled part of the low-frequency noise in MOS transistors (popular also as number fluctuation An) when the
drain bias is not low, and brings the transistor in saturation mode, resulting in doubling the noise levels (3dB
increase). Thus, Y2 decade in the scattering of the data in Figure 15 we attribute to the use of different

characterization models and procedures, since no standard method is currently accepted for MOS transistors.

IV.1.2. Coupled noise component (number fluctuation)

The coupled noise component in MOS transistors is widely studied in terms of trapping at semiconductor-oxide
interface states [134] or charge trapping in gate oxide, as originally suggested in [85]. These approaches are
known as random walk and tunneling An models for 1/f noise in MOS transistors, respectively. They are
illustrated in Figure 18 and discussed below.

Another possibility for charge trapping and associated coupled noise component is when the traps are in the
semiconductor [135], either in the inversion or/and in the depletion layer of the MOS transistor channel. The
exploration of this possibility is feasible, when Lorentzian noise spectra are present, but random-telegraph signal

(RTS) noise waveforms are not observed, and the noise is attributed to traps with particular energy, in contrary
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to the expectation for uniformly distributed in energy and space traps in gate dielectrics. This possibility of
trapping in the semiconductor of the MOS transistors is rarely addressed in the literature, since the interface

effects are dominant in the MOS transistors, and not discussed below.
Random walk model

The random walk model [134] assumes that a charge carrier is captured at an interface state and after a time T it
moves to a neighboring interface state. The mean free path of the charges “walking” at the semiconductor-
insulator interface is taken as atomic distance /=0.2nm and the cross-section of charge trapping is taken 6=10"°
cm’=(0.1nm)’. For charge sheet (2D) approximation of the inversion layer in MOS channel, the distribution of
time constants is

g(T) _ \/E 1_0.1

=N 97
21 T T on

For the random walk, it is derived in [134] from superposition of Lorentzian spectra (see eqs. (73), (74) and (75)

earlier) that the gate referred voltage noise in eq. (88) is

2 2
Sy. = 11 a Lﬁl{TDit 14 k—TO.lDit, for random walk, (98)
G f{Cy ) WL2M flCox /] WL

where the interface states are assumed to be distributed uniformly with density Dy[cm eV ']=constant.
Tunneling model

The tunneling An model for 1/f noise in MOS transistors, which was originally suggested in [85], has been
followed up widely [47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 72, 74, 80, 82, 83, 87, 89, 91, 95, 101, 103, 106, 107,
110, 124, 126, 127, 128, 136, 137, 138, 139, 140, 141, 142, 143, 144, 145]. It assumes that some charge carriers
are trapped in the depth of the gate oxide. The tunneling probability is exponentially decaying function of the
distance x,; from semiconductor-insulator interface to the position of the trap in the oxide. Therefore, the rate 1/1

of tunneling events is
1_ 1 X
—=— exp(— JJ , (99)
T T

where 1/1, is attempt rate (frequency) taken by different assumptions in the range of from 10’s™' [134] to 10"%s™
[49, 55, 140], and A is tunneling (electron wave) attenuation distance, given by eq. (23). The values for A range
between 0.06 nm and 0.22 nm for different semiconductor-insulator pairs, electrons and holes — see Table 2,
because A is function of the product of effective mass of the carrier in the insulator and the energy offset between
the bands in semiconductor and insulator, according to Wentzel-Kramer-Brillouin (WKB) approximation. For

Si-Si0, and electrons, one usually takes A=0.1nm — see [146], for example.
At an assumption for uniformly distributed traps in the oxide depth, ON/Ox=constant, as shown in many

publications, for example in [70], it follows from eq. (99) that In(T)x/A=01/T1=0x,/A, and the distribution of

the traps vs. their time constants becomes

( )= GNt aNt aXti _

g\t = = constant

100
ot 0xy Ot (10

- | >
— | o
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Then, the superposition of Lorentzian spectra of the individual traps in the oxide produces 1/f noise — see again
the procedure by eqs. (72), (73), (74) and (75). In this way (see [28] for example), the gate referred voltage noise

in eq. (88) becomes as

2
1 kT
Sy. =— 4 ——AN,, for tunneling in gate insulator, (101)
G Cox /] WL

where the traps in the oxide are assumed to be distributed uniformly with density N[cm™eV']=constant.
Comparison of random walk and tunneling models

Comparing eqs. (98) and (101), one sees that the random walk and tunneling models converge, although the
physical assumptions behind these models are different. The reason is that D in the random walk model and N,
in the tunneling model are assumed uniformly distributed both in space and energy, in order to obtain 1/t
distribution for the time constants of the traps, and from this — 1/f noise. This is discussed in more detail in [28,
147], where also is observed that D; from the low-frequency noise technique converges with charge pumping
technique in the frequency range 10kHz to 100kHz that is accessible by both techniques. The deduction in [147,
148] is that the 1/t distribution arises from traps’ effective cross-section o apparent at semiconductor-dielectric
interface, and o is exponential function from both activation energy Eg of interface states and distance x; from

semiconductor-insulator interface, given by

—-do O -— -—— . 102

I eff eXP( T jexp( A\ J (102)
Accordingly,

dlln(t)|=—=—RP+—, 103

[n( )] T kT A (103)

and following the procedure in eq. (100), one sees that the 1/T distribution can be achieved either or both
assuming uniform distribution for the activation energy at the interface, 0D;/0Eg=constant, or uniform spatial
distribution of the traps in the depth of the gate insulator, ON/Ox;=constant. Figure 19 illustrates how the
uniform distributions in trap energy Eg=0.2...0.6eV and tunneling distance x;=0.8...2.3 nm produce 1/f noise.
Therefore, one can quite arbitrary attribute the 1/f noise to interface states or oxide traps, and this demonstrates

the convergence between random walk and tunneling models for the gate referred 1/f noise voltage Sy . in MOS

transistors. In fact, both trapping mechanisms can superimpose, one can combine tunneling and random walk

models, and we write for SVG in eq. (88) that

2
I{ q kT
Svg :_(c_j — (AN, +0.1D;,). (104)

f (00,4

Rewritten in terms of charge fluctuation, Sy, in eq. (89) is then given by

1 kT
S, :FW()\Nt +0.1D;, ). (105)

One can assume even a two-step process: first carrier capture in interface state and then random walk and

tunneling. Perhaps, this is the reason why the range for T, in eq. (99) is taken with values in several decades by
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different researchers. There are also other issues with the model for SVG in eq. (104), which we will discuss

below, but before that, we will inspect the variation of the data in Figure 15 caused by the term (C,,)” in the

denominator of eq. (104).

Effect of the oxide capacitance, C,,

For the purpose, we plot the ITRS [3] figure of merit for Sy . (FOMs, ) against the equivalent oxide thickness
EOT of gate insulator, with EOT=85102/COX, where z?,5102=3.45><10_13 F/cm is the permittivity of SiO, and C,, is the
gate insulator capacitance per unit area. From eq. (104), FOMs, . is given by

2
+ .
f WL _q°kT(AN, O.IDH)D L 0EoT?. (106

(Vgs - V) = 0.1V} 1HZ {yym? c2 c2

and FOM;, . represents input referred gate voltage PSD at 1Hz of MOS transistor of unit gate area

FOMg, = = {mmstG

(WL),i=1pum? at low gate overdrive voltage (Vgs-V1)=0.1V. According to scaling rules, one expects that

FOMs,, GD(Cox)_ZDEOTZ, and the deviation from this proportionality can be attributed to material and technology
variations via N, or D;,.

We have collected data from [22, 47, 48, 49, 50, 51, 72, 82, 86, 87, 88, 89, 90, 91, 92, 93, 95, 96, 97, 98, 99, 100,
101, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111, 112, 149] for nMOS transistors and from [47, 52, 86, 88,
94, 95, 96, 97, 100, 102, 104, 105, 109, 124, 125, 126, 128] for pMOS transistors, and plot the result for FOMSVG

in Figure 20. The data are stored in numerical form in [150]. Many data points overlap in Figure 20 and the
scattering in the data is large — about 4 decades. No trend can be estimated directly form the data points in the
figure. The trend line for the average and variations +64g in this figure are obtained from statistical analysis of
the data according to FOM;, . of eq. (106), following the procedure of eqs. (83), (84) and (85), and using

geometric averaging of the quantity Xy, where Xyp is given by

FOMs,, _ WLSy, (1Hz) v 1o
EOT? EOT?

10Xds/10dB _

The distributions obtained from the statistical analysis are shown in Figure 21. The histogram in Figure 21a
illustrates that the overall distribution tends to log-normal distribution with an average 6x10° V*/Hz and
standard deviation 645=10 dB (1 decade). These values are obtained when using 106+38 data points shown in
Figure 20 for nMOS+pMOS silicon transistors, 13+12 data points shown later in Figure 22 for MOS transistors
with strained lattice and germanium content in the channel, and 16+5 data points from ITRS predictions made
for the period 2006-2020 [3] for RF and Analog MOS.

The trend line “Average” and the margins +2c45 for MOS transistors in Figure 20 correspond to the above stated
values. For a comparison, the data and the trend for BJT vs. IFO thickness from Figure 4 are referred as input
voltage noise, using AEXSVB(IHZ):AEXKFX(q)t)Z/ 1Hz according to eq. (3), and added to Figure 20. Two
speculative observations can be made in Figure 20. One is that the noise in MOS transistors is, on average, what
was expected in past ITRS predictions [3]. The second is that the noise levels (and LFN models) in MOS
transistors and BJT converge. The crossover between the noise in these transistors corresponds to the minimum
EOT and the maximum IFO, which is about 0.8nm equivalent thickness of SiO,. Although the crossover is
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apparent at the boundary between conduction and insulation of thin dielectrics, these observations are
speculative, because the physical assumptions in the models are different and the scattering of the data is large.
For example, the distributions of noise in nMOS and pMOS transistors have different statistical modes, two
decades apart from each other, as shown in Figure 21b, while at the same time, the data for these devices scatter
in the same range of 5 decades in a very similar manner. The latter implies that the type of conduction, electron
or hole, in MOS transistors might not be the major concern for the noise in these devices in the same way as the
channel area and dielectric thickness are unable to capture the noise levels in different MOS transistors. So, the
major factor for the LEN level in MOS transistors appears to be the fabrication of the gate stack, rather than the
thickness of the gate insulator; and the current research is mostly focused on this issue. However, this research is
quite empirical, since no model is available to explain physically 3 and more decades of variations. For example,
there are reports with oxide trap density N;>10” cm™eV™', which should result into degeneration of insulator
band-gap, since, for example, the band gap of HfO, is about 6eV (Table 2), then the oxide trap concentration

becomes in the range of 6eVxN~10*' cm™, while the atomic density is in the range 10* cm™.

1V.1.3. Empirical factors that impact the scattering of data in noise measurements

To illustrate the empirical nature of the current research on low-frequency noise in MOS transistors we use
Figure 20 as the template on which we project the impact of several factors. The impact of fabrication factors is
usually investigated using a bottom-up approach by varying the factors in otherwise identical or similar
structures. Since we have the data from many publications collected, we present here the alternative top-down
case study on the impact of the factors on the values of the noise level, by intentionally breaking the link

between the samples and formally using only the scaling rule WLSVGDEOT2 of eq. (106), in order to see the

overall picture for the low-frequency noise in MOS transistors, which is with large scattering in the values, as
discussed above. We pick three factors, for which the bottom-up studies made strong cases. These are: noise in
pMOS transistors is lower than in nMOS; noise in MOS transistors with metal gates is lower than in transistors
with polysilicon gates; strain engineering (mechanical stress) increases the noise, whereas noise in SiGe
transistors is lower. We will add one more factor — the fabricator. Our top-down study on published data is

illustrated in Figure 22.
(i) pMOS versus NMOS.

Several studies of CMOS technology nodes suggested that pMOS transistors are less noisy than their nMOS

counterparts from the same technology [95]. This has been observed earlier for Sy, at lower gate bias voltages

[91], while at higher bias, the noise levels were similar. In contrast, researchers observe the opposite situation —
pMOS transistors are noisier [83, 98]. We collected published data in [150] and put the data together in the top-
left plot of Figure 22. From this plot we observe only that the data for pMOS and nMOS transistor scatter in the

same range, and the histograms earlier in Figure 21b do not argue much in favor of any of these transistors.
(ii) Gate material effect.

In an effort to reduce EOT, past investigations attempted metal and metal nitrides [50, 52, 57, 94, 99, 100, 109,
126, 128] and metal silicides [96, 106, 108, 128] for the gate conductor, in order to overcome the unavoidable
depletion in polysilicon gates [151, 152]. Cumulative experimental research also indicates that there might be
noise due to tunneling from polysilicon gate into high-k dielectrics or charge trapping and defects at this

interface [97, 99, 126, 153, 154], or remote scattering caused by Coulomb coupling between gate trap and MOS
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channel (oxide is thin and single excess charge at gate side of the oxide is “visible” as a local, e.g. 2-5 nm in
diameter, potential “bump” in conduction channel on the other side of oxide). Therefore, the metal gate would
probably reduce these effects (not yet theoretically explored for low-frequency noise, only qualitatively used in
the so called N-profiling with LEN that we will discuss later in section IV.2). So, from the collected in [150]
published data for noise in MOS transistors with metal and metal nitride gates [50, 52, 57, 94, 99, 100, 109, 126,
128] we have drawn the top-right plot in Figure 22, and we observe that the metal gate MOS transistors
correspond to polysilicon gate transistors with higher noise, in contrast to the expectations deduced in the
individual publications for metal gates.

(iii) Mobility degradation.

Another issue related to thin oxides and corresponding high electric fields in sub-100nm MOS transistors is the
mobility degradation. Two approaches are taken to remedy the problem — introduction of strain (mechanical
stress) in the surface lattice of the MOS transistor channel or addition of germanium Ge in the channel. The
effect of the strain on the low-frequency noise was addressed in [82, 108, 126, 127, 155], since it is expected an
increase of lattice defects and, therefore, increase of the noise levels. The addition of Ge in the channel of pMOS
transistors is expected to increase the mobility [52, 57, 109], thus reducing the scattering and the noise. From the
collected in [150] published data for noise in MOS transistors with strained lattice and Ge content in the channel
we have drawn the bottom-left plot in Figure 22. We see in this plot that the noise is virtually unaffected in
strained MOS transistors, as observed for nMOS transistors in [108, 126, 127, 155], since the diamonds are in
the bottom half of the distribution, while an occurrence of Ge in the channel (or in the drain or source regions

[126]) results in increase of the noise, since the triangles are in the upper half of the noise distribution.
(iv) The fabricator effect.

At this point we would like to make a comment. The model of eq. (104) is based on certain assumptions in a
simple structure of Si-SiO, interface, while stacking, stretching and mixing of the materials in nm-scale is
neglected in the model and violates the assumptions for uniformity and large statistical populations. The
extrapolation of the model in empirical studies, as we did above using the scaling rule, is questionable and
resulted in the large scattering of data from research samples, as shown with squares in the bottom-right plot of
Figure 22. Fortunately, the constructive conservatism in commercial technologies prevents from the randomness
in the empirical research and keeps the noise in the desired lower half of the distribution, as illustrated with
diamonds in this plot. However, this conservatism results in a slowdown of device scaling [152], as was
predicted in the past [3], because the costs of modifications for using metal gates are high and the predictability
and repeatability of multilayer gate stacks are not certain, since no scalable model is currently available for these
gate stacks. Thus, the risk is mostly moved in the research, and the commercial fabricators implement the
modifications gradually and very carefully, as one can see in [152] for Fujitsu, for example, although the main

reason is not the low-frequency noise, actually.

1V.1.4. Modeling factors to interpret the scattering of data in noise measurements

It is worth mentioning the conditions and assumptions at which the model for Sy, in eq. (104) is derived. These
are discussed in [56] and listed below.

i.  Charge carriers only from surface channel of the MOS transistor are trapped in oxide or at
semiconductor-dielectric interface. Bulk traps in semiconductor, trapping from gate or at any other

interface (such as buried oxide in SOI) are neglected at assumption that they are “far” from the
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conduction channel.

ii. The additional scatter around the trapped charge is small. This is remedied in the models with correlated

mobility fluctuation.

iii. Charge exchange between channel, interface states and oxide traps occurs only at Fermi level, and other
transitions, e.g. interchange with gate, bulk, between different energy levels, are neglected. This allows

for using the Fermi-Dirac statistics in Shockley—Read—Hall process.

iv. The distributions are uniform and the populations of traps and carriers are large enough. This means that
the traps are uniformly distributed both in space and energy, the conduction channel in MOS transistor is
uniform (e.g. Vps is low), the mobility and electric field are constant along the channel, they do not

fluctuate, and the device sizes are large enough to have the approximation with averages valid.

v. The energy barrier for tunneling is constant and it is not affected by the electric field. The barrier is at
the semiconductor-dielectric interface and the channel carriers are at this interface too. (For random

walk model, the distance from carrier to interface state is constant)

vi. The charge captured in the oxide is approximately at the semiconductor-dielectric interface. The distance
X from interface, where the charge is trapped, is negligible as compared to the thickness t, of gate
dielectric.

At these conditions, the trapping of one charge carrier causes an equivalent change in the gate voltage, with a

magnitude given by

-9 _

= =3y, , 108
WLC,, '/ (109

v,
and the fluctuation in the number and rate of charge trapping can be referred to the gate and attributed to noise in
flat-band voltage Vgg, according to [156]

1 2 kT
_ _ q e e o
Svg =Svg = F{EJ — ()\Nt + O.IDit) at conditions i, ii, ii, iv, v, and vi satisfied, (109)
X
since the threshold voltage of MOS transistor is a linear function of Vgg. In modern MOS transistors from sub-
100nm technology nodes, however, none of the above conditions is strictly valid anymore. Some of the

deviations from these conditions are resolved, other — still not. This is now discussed.
Issues with condition i.
The oxides are very thin in modern MOS transistors and the tunneling of carriers from both sides of the oxide is

observed [97, 99, 126, 153, 154]. The channel carriers are reasonable to be assumed as the source of charge

trapping in the oxide, resulting in a capture rate of
1 1 X
— =—exp — =4 |. (110)
. T, A

However, as shown in Figure 23a, the emission of the trapped charge can be arbitrary back to the channel or out
to the gate depending on several factors. By taking the distance as the dominant factor in the tunneling, the
emission probability is the sum of the probabilities for tunneling back to the channel and forth to the gate.

Therefore, the emission rate is
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where t,, is the physical thickness of the gate insulator (not EOT), and 1/T. ¢ and 1/1. 4 are the emission rates to

the channel and to the gate, respectively. In this way, the charge exchange rate with the oxide trap becomes as

T. To T, A A

and the maximum value for the tunneling time constant is

T

t
< Tiax 70 exp(%) , when the trap is in the middle of the oxide. (113)

To illustrate the impact of tunneling to the gate, we assume a conservative high value for T,=10 s (see after eq.
(99)) and plot in Figure 23b the evolution of tunneling time constant T with the position of the trap in the oxide
for several cases relevant to current research of physical oxide thicknesses t,,=3, 4 and 5 nm and A=0.1nm and

0.21 nm for silicon and hafnium oxides, respectively.

The straight lines in Figure 23b are for very thick oxide (1000nm), for which the gate tunneling is negligible, as

it is assumed in the derivations [28, 56, 156] of the model in eq. (109). These lines correspond to the equation

2
1220 oxp| - Xt | fox TXii | (114)
2 A tox

where the last term is for the correction that takes into account the reduced amplitude when the trap is far from

the channel and close to the gate [56]. The correction is insignificant for thick oxides.

The peaking lines in Figure 23b are for the tunneling time T constant in thin oxides, according to the equation

)
exp 2
2+ exp( 2Xti)\_‘[ox J Lox

1=1,

as follows from eq. (112) and also having the correction term for amplitude. The symbols are for the frequency
f=1/(2nT). One can see that the rising and falling slopes coincide well with exponential functions, and so, the
distributions are close to 1/1, and will produce 1/f noise for f<1/(2nT,,,x) — see again the discussion on egs. (99),
(100) and (101). However, the values for T,,,x decrease when the oxide is thinner and the tunneling attenuation
distance A is larger. The silicon oxides with thickness t.,>3nm still can produce 1/f noise down to 1Hz, but the
high-k HfO, with a typical thickness of 4-5 nm cannot produce 1/f noise in the frequency range below 1kHz. On
the other hand, there is no report that the noise in such samples levels off even at much lower frequencies of
10Hz [47, 49, 50, 87, 92, 99, 100, 109, 126, 128]. The discrepancy between the model prediction and
experimental results is evident, and the physical interpretations of the values for N; or application of scaling rules
based on this model, are questionable for MOS transistors with thin high-k oxides.

Issues with condition ii.

The oxide trapping and random walk models neglect the carrier scattering as the source of noise. Therefore, eq.

45 of 286



(109) is for pure An fluctuation in carrier number n in the channel of MOS transistors — see again the discussion
after eq. (5). At the increased electric fields in modern MOS transistors, however, it is observed that the mobility
decreases, which is explained with intensive carrier scattering. So, the trapping in oxide and in interface states
was recognized as factor that couples noise via changing the mobility, and the coupling coefficient K in eqs. (88)
and (89) is different from 1. In most cases K>1, and varies with the bias of MOS transistor too.

The general assumption is that the trap occupancy changes the number n of charge carriers and their mobility
simultaneously. Since the origin of the fluctuation is the same, the An and Al noise are correlated. It has been
shown in [59] that the correlation can be derived from first principles and the trap screening due to high charge
concentration in the inversion layer also takes place in mobility fluctuation, basically reducing it at higher gate
bias in strong inversion. There are several equivalent forms for the equations for oxide trap noise with correlated
mobility fluctuation.

One form is derived in [156] at the assumption that the An noise can be regarded as noise Sy, =constant in flat

band voltage, as given by eq. (109). The derivation uses the following approach. It assumes that the drain current
Ip can be written as the product of two functions, one for carrier mobility U(Vg—Vgg) and another for the number

of carriers F,(Vs—Vgp) independent of mobility. That is

— M P
- - Flv.-v. J=——"  _F(V.-V_),
1+F/1(VG _VFB) n( G FB) 1+0(VG _VFB) n( G FB) (116)

ID = /'IFn

where F,(V6—Vr)=0(Vc—Ves)+F2(V6—Vis)=0(Vs—Veg) is a function that describes the mobility dependence,
mostly degradation, when increasing the bias in the MOS transistor, 6~0.3-3 V"', but to the first order of
approximation, F,/0(Vg—Vpp)=0 and |F,|<1. Then, for the number fluctuation

dl =—=—1 dVpg = N dVpg =- L dVpg =——=dVgg = -2,dVER. 117
Dln OF, aVpp B H Ve | TB T gy, 4VFB T gy VB gmdVrB (117)
and for mobility fluctuation
ol F
dIp|, _dp ou dVgg =F, a—udVFB = _uo—nza—deFB
Ol OVEp 0VEg (1 +F, ) Vg
IDe IDeuo M
= - dVFB =- dVFB = —IDS—dVFB (118)
1+E, ‘1+Fu ilo Ho
= —1p0dVgg, assuming Y = .
Combining the two components, one gets
dID dl dID
o _dInla , v = Em oM lgvpg = Em g lavpg. (119)
I I I Ip Mo Ip

D D D

and writes for the noise in MOS transistors with correlated An-Al fluctuation

Stp |+ (1 o 1 In Jz(gmfs (1 o 1D ﬂgmfs
——=[1+0—— | |2 Sy =|1+0—| || Sy_ . (120)
12D Ho 8m Ip B €m Ip B

So, the coupling coefficient in eqgs. (1), (4), (11), (125), (88) and (89) becomes
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2 2
K= (1 + GL I—DJ = (1 + GI—DJ , for MOS transistors with correlated An-Ap fluctuation, (121)
Ho €m gm
where the mobility degradation parameter 6 may vary in sign, magnitude and with bias, depending on type of
trapping and scattering mechanism in MOS transistor, e.g. Coulomb, remote, surface, phonon scattering and
screening of charge of the inversion layer [47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 72, 89, 110, 124, 137],
but 0 is usually taken as a constant in one transistor, because of the following reasons. At low gate bias, Vg-
V1<0.1V, the contribution of the correlated mobility fluctuation is low, because the ratio Ip/g,<0.1, and since
0<1V™, then K=1. At high gate bias, Ip/g,,[JJ(Vs—V1)>0.5V, K becomes a nearly quadratic function of (Vg—Vr),
but the product 8(V—Vr) is usually less than 1, and variations in 0 are difficult to inspect reliably from noise
measurements data with an experimental uncertainty 1-3dB — see for example fig.4 in [89]. So, the experimental

characterizations assume B=constant; and the model of eq. (120) is very attractive since all quantities (SID’ Ip, gm)

can be estimated directly from the measured data without a need of device modeling. For example, the product

(SID/IDZ)(ID/ gm)2 at low gate bias (Vg—V1)<0.1V directly estimates Sgg, and then at higher gate bias
(Vg—V1)>0.5V, the value for 0 can be obtain from the slope of the graph SVG vs. Vg, see for example [89],

again using (SID/IDZ)(ID/ gm)2=SV & since Ip/g,00(Vg—V1). The direct parameter extraction by using the model of

eq. (120) is a routine approach in noise characterization and most of the results presented here were obtained

using this approach. Actually, it is argued in [133] that assuming An noise being regarded as noise Sy, ~constant

in flat band voltage, there is inherent error in the model that underestimates the noise level when the transistor is
in saturation regime. The error is about 3dB, it is small, it is in the range of experimental inaccuracy, and using
approximations for charge concentrations would cause similar uncertainty. So the model of eq. (120) is very

attractive in experimental characterizations and it is widely used.

The situation, however, has changed when high-k dielectrics and high doping of the channel are used in order to
reduce the channel length of the transistors below 100nm. The electric fields and scattering increased in these
devices and the correlated mobility fluctuation becomes an issue not only because the contribution from the
scattering reduces significantly the effective mobility in MOS transistors, but also because the noise models are
developed at an assumption of dominant phonon scattering, while Coulomb screening by the inversion layer and
roughness scattering [157, 158] also take place. Therefore, the alternative forms of the model with correlated An-
Ap fluctuations for MOS transistors are discussed below, because they are derived at physical assumptions for
charge transport in MOS transistors, while the model of eq. (120) above was introduced formally by using the
concept for coupled noise at the assumption that the oxide charge trapping can be referred as noise in the flat
band voltage. These models are known as “unified” model for 1/f noise in MOS transistors and use charge
fluctuation due to trapping in gate oxide accompanied with scattering due to Coulomb interaction around the
trapped charge.

Unified model. The starting point in deriving the unified model is that in event of charge trapping in the oxide at
distance x,; from semiconductor interface at coordinate (w,l) in the channel region, in which the carrier areal

concentration is n’=9"n/0wdl, the drain current changes as [54, 55, 56]
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dl '
dlp O (udn'+qdn'dp)dwdl  —2 = —(d—“ + %j , (122)
ID n' M

where dn’ and d are functions of trap occupancy, given by
dn'=9" 4N, = RdN, withR =—"—
ON, n'+n *

dp :ﬂdl\jt = o MdN, withl :L+0(5Nt,

where C,4 and C;, are the capacitance per unit gate area due to depletion under the conductive channel in the MOS

n* = ﬂ(Cox +Cd +Cit )’ and
d (123)

transistor and fixed interface states at the semiconductor-insulator interface, respectively, and o is a scattering
coefficient, which takes into account for Coulomb interaction between oxide trapped charge and thus changing
the mobility of the carriers in the inversion layer. In order to solve the integrals, several assumptions are made:
the oxide trapping dN; is negligible as compared to n’, N, o, and [ can be replaced with constants, and
d(Nosl)=—d(n’ ax)/R). In this way, the general equation for the unified 1/f noise model for MOS transistor is
written in several equivalent forms, one of which is

Vp 2
SID at constant Vg and Vg =)\k’§11% _[ N*%dv, (124)

Vg =0

where Vg, Vg, Vs and Vp (on which the areal carrier concentration n’ in the channel of MOS transistor depends
on) are the potentials of the gate, body, source and drain terminals, respectively, all other quantities are related to

n’, and also by using the approximation
N*= A +Bn+C(n')> =N, (1 a,un'/R)?, (125)

where the parameters A=NOIA, B=NOIB and C=NOIC (being assumed constant fitting parameters in BSIM3
model) are approximately corresponding to A=N,, B=2aUN/R=20,UN, and C=((xsu/R)2’~‘(asu)2. The sign + is
chosen by whether the trap is repulsive or attracting for the carriers in the channel, as mentioned in [48]. In the
next step, the unified model is split into three integrals, which always have analytical solutions at A, B and C
constant. These solutions are appropriate for compact modeling, since they capture the coupling of noise in the
MOS channel by the non-uniform carrier concentration at various drain biasing, depending only on n’ at drain
and source sides, where the overdrive (Vg-Vr-V) with V=V or Vp, are known from the biasing. The model,
however is slightly inconvenient for experimental characterizations, because it requires additional estimates for
capacitances, the equations are long, see [48, 54, 55], and cannot be rewritten in a form so that A, B and C do not
depend on each other. Nevertheless, the unified model converges to the flat band model of eq. (120) above in

ohmic and sub-threshold operation of MOS transistor, and the derivations established for linear regime that

OX(VG _VT)+¢t(Cox +Cd +Cit)
q

8(Vg —Vr)=agun'/R = (xsuc
(126)

= a Cox (VE _VT),if (Vg = Vr)>(2..3)0,

Therefore, since 0 is directly obtained from measurements as discussed above, a; can be easily evaluated from
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o S CANRTRERA (127)
MC (0,4
taking typical values for 180nm nMOS (Co~0.8 UF/cm?, 6~1 V™', u~200 cm?/Vs).

Effects of different scattering mechanisms. The issue with correlated mobility is now addressed. It is due to
the fact that neither oy or [l are constants. This is because changing the gate bias, the electric field changes and
there are several crossovers between different scattering mechanisms [157, 158]. These are illustrated in Figure
24.

The mobility is given by the Matthiessen rule, as

LR S BN B 12%)

M Hph Hr Hig Hp
where W, is due to phonon scattering, L, is due to surface roughness scattering, [ is due to Coulomb scattering
caused by interface states and oxide traps and |, is due to scattering with ionized impurities in the
semiconductor. The investigations in [157, 158] have established that the different components have different

dependences with the biasing of the MOS transistor.

- The phonon scattering mobility is given by

1 0.3/ N 0.3
—a TSEY3 =4 T1.75(anj ( dpl +n,] , (129)
ph G ph
Hph €si Ng

with T being the absolute temperature, ay,, €, Ng=0.5....0.3 being constants, &; being the permittivity of
semiconductor (~ 1.04x10™"* F/em for silicon), Eg being the gate electric field, Eg=q(Ngp+Nen’)/€si, and Ngp

being the depletion charge per unit area, according to

4 N
Ngp1 = \/_qNsubq)t h{ sub ) ; (130)
€gi n

i

where Ny, is the volume impurity concentration in semiconductor and n; is the free charge concentration of
intrinsic semiconductor (~10" cm™ for silicon at room temperature). The line labeled with “phonon scattering”
in Figure 24 illustrates Uyn. At fixed temperature, one can combine the constants into the phonon scattering

parameter a,,, and rewrite eq. (129) as

| N o1 0.3
— p ' — 110.3
——Gph( +nJ —O(ph(nn +n) , (131)
Mph NE

where n,, is a scaled version of Ngj,.

- The surface roughness scattering mobility is given by

e (211)
(N
L = arEEr = ar{qn—Ej (ﬂ + n'j , (132)
My Esi NE

where a, and e, are approximately constants. The line labeled with “surface roughness scattering” in Figure 24

illustrates ,, showing that this mobility degradation is observed when the electric field is high, e.g. above
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0.5MV/cm. Again combining the constants into a scattering parameter o,, one writes

N or
i:ar( dpl+n'} =, g + )21, (133)

My Ne

- The Coulomb scattering is prominent when the inversion layer is with low concentration of carriers.
The inversion layer screens the Coulomb scattering at higher gate bias. For the Coulomb scattering due to

ionized impurities in the semiconductor, the mobility W, is given by

1 - a, Newb _ 9b
Hp n n

, (134)
where a, is the corresponding scattering parameter. The curve labeled with “impurity screening” in Figure 24
illustrates [y, showing that this mobility degradation is observed when the electric field is low, e.g. below

0.2MV/cm. At a little higher gate biasing, as shown with the curve “interface screening” in Figure 24, the

Coulomb scattering caused by interface states and oxide traps takes place. Respectively, the mobility [ is

1 Dj¢ +bi Ny _ O

(135)

— = )
Hit vn' vn'
where a is the corresponding scattering parameter and b, refers the oxide traps as apparent areal density at the

semiconductor-oxide interface.

- Combining all scattering mechanisms, one gets

1 _«a o 1

— = _‘? Tl | ST O ph (nf] + n')0'3 +a, (nf] + n')(Zil) =—+0a,(n")xNy, (136)

V1 n \/; Ho
where the terms are written in a sequence as they are dominant from low to high gate biasing, resulting in a bell-
shaped curve for |, labeled with “effective mobility” in Figure 24. The last equation implies that the effective
scattering parameter oy varies with the gate biasing, and oy is high at low and high areal carrier density n’ in the

inversion layer in MOS transistor channel, as shown with circles in Figure 24. Despite these variations, the term

1+G(VG—VT):1+asun'/R:1+cxsuC°"(V2_VT) (137)

for correlated mobility fluctuation does not change very much, as shown with squares in Figure 24, because the

product ol is constant, if one scattering mechanism is dominant. This can be seen from eq. (136) by neglecting
1/W,. Usually, the term [1+0(Vs—V1)]=[1+0Ip/g,] can be fitted approximately with a linear function within the
experimental inaccuracy, especially in silicon MOS transistors with not very thin (>4nm) and well processed
SiO, for gate insulator. In these transistors, since the transistor channel is L>0.3 pim, then the phonon scattering
usually dominates, because Naub<3%10" cm™ and Eg<0.6 MV/cm.

A solution at dominant Coulomb scattering due to interface states and oxide traps is deduced in [159], proposing

a modification of egs. (124) and (125). The modified equation is

2 2
SID _ KTAN, l+ V1 _ KTAN, l_'_M (138)
IZD fWL (n' HCO\/; fWL (n' Nt\/;
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where the parameter Pcp=N/oy reflects the parameter for screened Coulomb scattering at interface states and
oxide traps in eq. (135). This scattering mechanism would be pronounced in sub-100 nm MOS transistors, since
Nowv=5%10"" cm™, and Eg<0.8MV/cm. Assuming PU=|; in eq. (136), then ocituit(n’)'o'5 =constant=1/N,, which is a

paradox of cancelling the mobility when the other scattering mechanisms are neglected.

In fact, the identification of scattering coefficients for MOS transistors from sub-100nm MOS is difficult,
because Ny,p>7%10' cm™ in these transistors in order to compensate for DIBL (drain induced barrier lowering
that affects the threshold voltage V1), resulting in Eg>0.6 MV/cm necessary to invert the channel conductance
and control the inversion layer. These are accompanied with crossover between different scattering mechanisms,
and the linear approximation is not precise anymore. Two examples for crossover are shown in Figure 25. In
both examples, the correlated mobility noise due to Coulomb scattering is screened and ceases with increasing
the gate overdrive voltage. In the second example in Figure 25b, the noise of phonon or roughens scattering
causes a rising correlated mobility noise. These data have been explained in other manner in [57], and the
crossover between different scattering mechanisms is not analyzed in details for the case of low-frequency noise,

although some suggestions are available in [58, 159].
Issues with condition iii.

This condition states that the charge exchange between channel, interface states and oxide traps occurs only at
Fermi level and the charge trapping is a Shockley—Read—Hall (SRH) process. The assumption allows using
Fermi-Dirac statistics in the superposition of the fluctuations of individual traps, by integration over energy. For
example, the gate referred noise voltage is obtained in [54, 55, 56] from

2 tox | +o0

4N
Sv,, :% [ H(—trzf(E)(l—f(E))dE dx , (139)
WL oX (0 [— w[)

using the probability function f(E) of Fermi-Dirac statistics, given by

f(E) :;, (140)

-E
1+exp kTF

where Ep is the quasi Fermi level in the inversion layer of MOS transistor channel. So, the factor f(1-f) provides

the term T.T/(T+T.)° of the emission and capture time constants of charge trapping in the limit of Shockley—
Read-Hall process. The term T.T./(T.+T.)” participates in the expression for Lorentzian spectrum of a generation-
recombination process. The factor f(1-f) is sharply peaking function of E, which allows the inner integral of eq.
(139) to be solved assuming all other quantities unchanged. Since,

+00

jf(E)(l—f(E))dE =T, (141)

-0
then the absolute temperature T occurs in the final expressions for the noise, as given by eqgs. (104), (105), (109),
(124), (138) and other derived from them. These equations suggest that the 1/f noise in MOS transistors should
be proportional to the absolute temperature even assuming tunneling in gate oxides. The issue is that this
proportionality is not observed experimentally [160], rather, the 1/f noise is found to be temperature independent

in nMOS transistors [91] (with a small variation in the slope of the spectrum), while the tunneling model for
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noise should be valid for nMOS transistors. Thus, the use of Shockley—Read—Hall process might be incorrect for
the tunneling noise from oxide traps, since it is questionable whether the traps are in equilibrium. On the other
hand, the capture and emission time constants in RTS noise in MOS transistors are found to follow Shockley—
Read—Hall process [68, 74, 107, 112, 148, 161, 162]. Other issues related to the assumptions for superposition of

tunneling events in gate oxide in creating 1/f noise are discussed in [4].
Issues with condition iv.

This condition for An models of MOS transistors states that the trapping centers are uniformly distributed both in
space and energy, the populations of traps and carriers are large enough to be assumed continuous and

approximated with averages, and the mobility and electric field do not fluctuate.

Let us inspect the numbers for a sub-100 plm MOS transistor from the L=65nm technology. Assume
W=3L=195nm, WL=2.1x10"" cm? EOT=2nm, Co=1.8pF/cm’, (V5-V1)=0.5V, inversion layer carrier density
1n°=Co(V-V1)/q=5.5%10"* cm ™, number of carriers WLn’=700. Using ITRS past predictions for the 65nm
technology node [3], we would have WLSy(at 1 Hz)=FOMs,, =1.6x10""" um*V*/Hz, which would result in

N=3.68x10"" cm™eV ™", assuming tunneling attenuation distance A=0.2nm close to that of HfO,. The traps only
within +3kT around quasi Fermi level fluctuate, the other are either occupied or empty. For a noise measurement
in 3 frequency decades, the traps are located in a slice of oxide thickness At,,=Aln(10%)=1.38nm. So, the number

of traps observed in the measurement would be

6kTAt ,, N WL =1.01, for W/L=195/65 nm transistor in 3 decades of frequency. (142)

Evidently, the population of traps is small in sub-100nm MOS transistors and the assumption in the An models
for 1/f noise in MOS transistors for continuous distributions approximated with averages is not valid. One should
(and do) observe Lorentzian spectra and RTS noise, instead of 1/f noise, in these devices. However, 1/f noise is
still present in sub-100nm devices, and it is perhaps from the intrinsic (Hooge or mobility) noise, because the
number of carriers is in the range of several hundred carriers, which are at least 10 carriers per frequency decade.
So, the assumption, as made in the An models for 1/f noise in MOS transistors, that the mobility (electric field or
other quantity related to the intrinsic properties of carrier transport) can be neglected, is not valid for sub-100nm
MOS transistors. Nevertheless, the An model converges well with the observed RTS in small-area MOS
transistors, as it will be shown later in section IV.3 , and the model should not be “retired”; rather, the model will
be properly analyzed and extended to describe the noise variation when the populations of traps and carriers are
small.

In fact, the statistical modeling of noise based on the An model has begun, both empirically, analytically and by
means of simulations. In this paper, we introduced the problem of statistical noise modeling in the section for
BJT — please see again egs. (80), (81), (82), (83), (84), (85) and the discussion after eq. (85). More discussions

on averaging techniques are given in section VIIL “Outlook for the LFN” after eq.(469).
Issues with condition v.

This condition for An models of 1/f noise in MOS transistors states that the barrier for tunneling in the oxide (or
for trapping in random walk model) is constant and not affected by the electric field. Also, the barrier is at the

semiconductor-dielectric interface and the channel carriers are at this interface too.

Certainly, these assumptions were good for gate oxides with thickness t,,>10nm until the gate electric field was
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less than Eg=(Vg-V1)/tox<1V/10nm=1MV/cm, c.f. nodes with minimum gate length L;,>0.35um, which was the
case when the An models were developed. In a thin insulator and at high fields, however, the approximations
with constant parameters become rough. Consider Figure 26 for a MOS transistor with gate insulator stack, such
as HfO, with interfacial layer of SiO,. The steep slope of the potential in the semiconductor creates a potential
well near the dielectric. Owing to quantum effects, the energy levels of electrons increase with approximately
AD~0.2eV at electric field greater than 0.5MV/cm [51, 163]. One effect is that the tunneling barrier effectively
decreases with A®,, which is also accompanied with a departure from rectangular barrier, leading to another
barrier lowering with A®., especially when the oxide is thinner than 1.5 nm [164]. Consequently, the tunneling
attenuation distance A increases according to from Wentzel-Kramer-Brillouin (WKB) approximation of eq. (23).
The barrier lowering was modeled in [51] using the Schottky limit for emission over barrier, given by

AD = & , (143)

4T o

Other quantum effect at high electric field is that the centroid of the inversion layer is moved 1.5-2.5 nm in the
depth of semiconductor, as shown with Ax, in Figure 26, which is 2-3 times deeper than for the case of using
Poisson equation alone, without considering quantum effects. Similar effect due to depletion of polysilicon gates
occurs at the gate side [151], shown with Axq~2mn in Figure 26. There are consequences for An model of 1/f

noise in MOS transistors.
The first consequence is that Ax, and Axq result in potential drops. For Ax, the increase of the surface potential is
n'Axg n'
€si  3x103cm?
The order of magnitudes is similar for Axy. Thus, the voltage across gate dielectric is approximately
Vox = Vg = Vr =AW, = A, = Vg - Vp - LAY,
n'Ax n' (145)

L=Vg -Vr ———5—51V ~ Vg ~Vr —(02..05V
€si 2x107cm

AP =q 1V ~0.1-0.3V in strong inversion. (144)

~ VG —VT —15q

For transistors with thin oxide, e.g. nodes 90nm and below, the supply voltage is about 1V, V1~0.2V, and 5 to 12
of overdrive voltage (Vg-Vr) is “lost” in quantum effects and depletion of polysilicon gate. For overdrive in the
range of 0.8V, the corresponding Eox=V ox/t0x<0.6V/3nm~2MV/cm, and the barrier lowering A® due to E is in
the range 0.2-0.25eV, according to eq. (143). This is about 6% barrier lowering for electrons at SiO, interface,
which would result in small increase of 3% for the tunneling attenuation distance A, according to Wentzel-
Kramer-Brillouin (WKB) approximation by eq. (23). So, the 1/f noise Sy Ll A due to An fluctuation would not be
affected hardly by barrier lowering, when the gate dielectric is SiO,. Taking an average number from Table 2,
the same calculation for HfO, suggests a barrier lowering of about 0.25eV/1.25eV~20%, or increase of 10% for
Sv,U A. On the other hand, the barrier lowering is found pronounced in thin dielectrics, suggesting that WKB
approximation is not accurate for these dielectrics [164], and the noise in MOS transistors with high-k dielectrics
is relatively high. We see here an open question on how to implement the barrier lowering into An fluctuation
model for 1/f noise in MOS transistors. The use of constant value for tunneling attenuation distance A estimated

from WKB in An fluctuation model is not precise when the physical oxide thickness is less than Snm. Also, for
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the case of stacking several dielectrics in the gate insulator, the assumption for one value for A is rough. A
suggestion is given in [49] for how one can modify the An fluctuation model when two materials are used in the

gate insulator stack. The suggested modification uses weighting functions A and B, and it is given by

(AN op = A, tox DA N +B(f, toyg.tox2)A N, (146)

where for each dielectric layer in the stack, A; and A, are the corresponding tunneling attenuation distances, and
Ny, and Ny, are the corresponding oxide trap densities. The functions A and B depend both on the thicknesses
tox1»> tox2 Of the dielectric layers and the frequency f. More details will be given shortly in section IV.2 when

discussing the gate dielectric profiling.

The second consequence for An fluctuation model, owing to Ax, and Axg, is that the gate capacitance is bias
dependent and it is less than the capacitance Cox of gate insulator stack. Thus, the derivation for Sy based on
egs. (139), c.f. egs. (89), (98), (101), (104) and (109), and the assumption R=n’/(n’+n*) in eq. (123) become
approximate, since the depletion capacitance of polysilicon gate and the “capacitance” arisen from the distance
of the inversion layer centroid are not very large (es/1nm~10uF/cm?) when compared to the gate insulator

capacitance larger than 1pF/cm® This consequence also reflects in the next issue.
Issues with condition vi.

This condition for An models of 1/f noise in MOS transistors states that the charge captured in the oxide is
approximately at the semiconductor-dielectric interface. The distance x; from interface, where the charge is
trapped, is negligible as compared to dielectric thickness. This condition is clearly stated in [56], where also is

given that

n = (MJESN . (147)
tOX

where t. is the physical thickness of the gate insulator, X is the distance from semiconductor-insulator interface
to the position of the trap in the oxide, dN; is variation in the number of trapped charges at x; and dn is the
change in the number of carriers in the channel of MOS transistor. Eq. (147) arises from Coulomb (“image
charge”) balancing of the trapped charge between capacitances from the position of the trap to inversion layer
and gate, where the charge is “mirrored”. Consider that the charge is trapped between the two dielectric layers in
the gate stack in Figure 26, where the right-hand layer is SiO; interfacial layer with thickness x; and permittivity

€si0,» and the left-hand layer is HfO, with thickness (t,x—Xy;) and permittivity EHro,- The capacitance (per unit

area) Cyy from the trap to the inversion layer is

o Ax .
1 Lol _oxg  Bxq o oxg 1 (148)

Csixq €si0, &si  €si0, 10pF/cm?

Cxi  Csio,
including the capacitance Cg;q due to the displacement of the inversion layer centroid from the semiconductor-

insulator interface. The corresponding capacitance to the gate conductor is

1 1 1 _tOX_Xti_'_AXd :tox_xti_'_ 1

N (149)

Cei Cnfo, Csixd €Hfo, i Eufo, 10pF/cm?

including the capacitance Cg; xq due to depletion of polysilicon gate. From the Coulomb balancing, we have
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qONy  _gdn _ qon, (150)
Cxti *Cati Cxi  Cgi
The fluctuation in the channel charge, therefore, is
Cxti
C.; +C;
xt1 gt1

where R,; has the same meaning as R in egs. (123) and (124) of coupling between oxide trap and channel
charges, but R,; depends on the position of the oxide trap, and therefore, from the time constant T of the trap,

since T=T,exp(Xy/A), according to eq. (99). For the example taken above, we have

€nyo0,
lox =X ¥ ———
R .= Cxti - 1/Cgti — ” 10|-1F/Cm2 (152)
xti ’
Cyi tCyy 1/ Coi +1/C,, P €0, N €nro,
R 5i0, 10UF /cm?

which reduces to the expression in the brackets of eq. (147), neglecting the depletion in polysilicon gate and

quantum effects in the channel and taking uniform dielectric (aﬂfo2: SSioz). The actual expression for Ry, is more

complicated, if one considers that the trap is not at the boundary between dielectrics in the gate insulator stack.
Also, Ry is a function of bias and tunneling time constant. For the simple case of uniform dielectric and

depletion in polysilicon gate and quantum effects neglected, one has

Cxti _1_)‘ln(T/T0)

= ) (153)
Cxti + Cgyi t

Ry (T) =
(0):€
and R, has to be included in the evaluation of the integral for superposition of Lorentzian spectra, since it

multiplies R in the general expression, c.f. eq.(124) of the unified 1/f noise model for MOS transistor. Thus,

V max
_ AKTqIpp ID N*R—2 TI 4R dT d
2 1+ (2mtt)

o

S v, (154)

D

L y=0 "
but the integral in the square brackets is solved analytically only for the case Ry;=1, to the best of our
knowledge. Provided that the position of x;~2 nm of the slow traps inside the oxide is a significant portion of
thin oxides t,,~3-5nm, and also the depletion of polysilicon gate and quantum effects are not explicitly
considered in the coupling parameters of the unified model, then an issue arises that these has to be included, in
order to preserve the physical consistence of the model when applied to aggressively down-scaled MOS

transistors.

Conclusions to issues (i)-(vi).

Owing to the above issues, the accuracy of the An-Apl model for 1/f noise in modern transistors with thin and
stacked gate dielectrics is not very large. However, when carefully calibrated, the model is convenient for
compact modeling, circuit simulation, and it is vital in providing information for comparisons in a qualitative
manner for the properties and quality of gate stacks. One interesting class of techniques based on An model for

characterization of the oxide trap profile is now discussed.
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IV.2. Charge trap profiling of gate dielectrics

The An model for 1/f noise in MOS transistors, see eqgs. (104) and (105), uses approximation with uniform
distributions, both in energy and space, for oxide traps and interface states. Such distributions result in g(T)J1/t
distribution for the time constants of the traps, e.g. eq. (100) for oxide traps, and produce 1/f noise from
superposition of the Lorentzian spectra of the fluctuation of the individual traps — see again eqs. (72) to (75) and
Figure 19. The deviation of noise power spectrum density from 1/f is used to evaluate the departure from
uniform trap distribution, and in this way, provides profiling of the traps, by means of energy or distance, since
either of them modifies the 1/T distribution for the time constants of the traps [73]. The duality of capture energy
and tunneling distance is addressed in [147] and earlier by egs. (102) and (103), and the separation of spatial and
energy profiles of the traps is made at assumptions for physical consistence at pre-determined characterization
model [73].

IV.2.1. Spatial profiling of trap density

Simple approach

The simplest approach for spatial profiling of trap density N¢(Xy) in the oxide depth at distance x,; from
semiconductor-insulator interface is used in [140] for a MOS transistor with gate stack of 2.1nm SiO, interfacial
layer at semiconductor interface and Snm HfO, on top of it. The assumption is that at given frequency f=f;, the
traps with time constant T;=1/(2xnf;) are dominant in the 1/f noise S(f), since the Lorentzian spectrum of these
traps has maximum contribution in the quantity f;xS(f}). At this assumption, one writes from eqgs. (99) and (101)
that

T, exp Xd =T :L:x - =Aln ! , with 2nf1,)<<1, (155)
© A b2, ! 21T,
2 2
1 KT c.. 2 wL fiSv,. (f;)
svo =[] i ulua) = ) = Sox | I 150
i 0x q T

and taking A=constant=0.1nm, both x; and N(x,;) can be obtained, as shown in Figure 27 for the abovementioned
MOS transistor. Note that the oxide trap profiling by using this simple approach is qualitative, as mentioned in
[140], since details are not elaborated when N, is not uniform, when two materials with different tunneling

attenuation distances 7»5i02¢7bﬂfo2 are used, and when the overlap in the spectra of traps with different time

constants is neglected. The later caused that the increase of N, in Figure 27 is detected at x;=1.8nm rather than at
2.1nm, where the interface SiO,-HfO, was. This is similar to the broadening of step changes in trap densities
when measured by charge pumping techniques [147]. In the origin of this broadening is the integral form that
describes the superposition of Lorentzian spectra of individual traps with similar time constants, c.f. egs. (72) to
(75). It is shown in [68] that the superposition integrals are equivalent to a convolution between the trap
distributions in space and energy, since both distributions affect the distribution of trap time constants, which is
used as integration variable. The effect of the convolution is that the slope of 1/f noise in respect to the frequency
may vary, rather than a step in the level of 1/f noise magnitude at particular frequency to be observable [2, 56,
68]. Mathematically, the reason is that the function f1/[ 1+(2nfT)?] is not sharply peaking at 2nf=1/T, in order to

produce a step when integrating it. To demonstrate the problem, we adopt the approach from [49], as follows.

Gate stacks
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In the approach for spatial trap profiling in [49], one from the assumptions above is not postulated, in particular,
that the traps with time constant T;=1/(2xnf;) are dominant in the 1/f noise at f=f;. This allows inspecting the
evolution of 1/f noise in gate stacks made of different materials, with different trap densities (N, N¢ux) and
different tunneling attenuation distances (A, Amx) at relaxed assumption that the materials are otherwise uniform.
The index “IL” stands for interfacial dielectric layer of thickness t;; between semiconductor and main dielectric
of thickness tyy. The index “Hk” stands for the main gate dielectric, which is usually with high permittivity
(high-k). We also make an approximation that the interface states are at semiconductor-insulator boundary and
have narrow distributions (delta functions) for the cross-section and barrier energy, so that the prefactor T, for
the tunneling time is constant for the entire gate stack. Consequently, we assume that the conditions i, ii, iii, 1v,
v, and vi for number fluctuation model, which are discussed above, are satisfied. Therefore, we can split the
superposition integral for the gate referred voltage noise into two parts corresponding to interfacial layer and

main dielectric, resulting in

Mo N 4T HTUL N 4t
Svg =Svg =2 | 1+(;;)2 (2) x+ | t’sz (2X) dx (157
0 % (x) tr 1+ (2nf )% 1% (x)

where a=(q/Cox)%(kT)/(WL) is regarded as device constant at particular temperature T, and the tunneling time

constant T(x) increases exponentially with the distance x from semiconductor-dielectric interface as

T, exp(ij, for x <ty inIL
AL
t .
T(X) =T, exp(%j =Ty, for x =ty atIL - Hk interface (158)
IL
-t . . . .
Ty exp( X)\ kIL j for t;;, < x in main Hk dielectric
H
The solution of the integrals in eq. (157) gives
_2a X ||t Y ||l tHk
SVG =— )\ILNt’ILartg ZTEfTO exp| — _ + )\Hth’Hkartg ZTEfTIL exp| — _ (159)
Tt )\IL x=0 )\Hk y= 0

For a low-frequency noise measurement in a bandwidth (fy.x—fmin)~(100kHz—1Hz), assume that 2xf,,,T,<<1, so
that artg(2nf,,,.xT,)=0, and the thickness t,,=(ty+t) of the gate oxide stack is much larger than the tunneling
attenuation distance Ay >y, so that [27f, Toexp(t /A )exp(tmd/Am) 1>10>>1 even for the minimum frequency of
interest f,;,~1Hz [see after eq. (115) for critical discussion on this assumption]. Then, the substitution of the

limits in eq. (159) provides

Ak Nk — ANy,
2

Evidently from this equation, the 1/f noise in MOS transistors with stack of gate dielectrics depends not only on

1L artg(2TrfTIL )j|, with T =T, exp(;\ij (160)

a
Svg = ?{)‘Hth,Hk -
L

the properties of the materials via the products AN,, but also the 1/f noise magnitude is a function of the thickness
of the layers and the frequency of measurement via the term artg[2nfT,exp(ti/A)]. At low frequency,

2nfiowTeeXp(ti/Ar)=0, the 1/f noise depends on the main gate dielectric, with Sy GzaXHth,Hk/f. At high frequency,
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in contrast, 27fy;T,exp(ty/A)>10>>1, and the interfacial layer dielectric determines the 1/f noise with

Sv G‘-:a}»ILNt,IL/f, since artg[2nf,T.exp(t/Ar)]=n/2. At intermediate frequencies around 27f,.qToeXp(tr /Ar)~1,

both dielectrics contribute to the 1/f noise, causing a transition region in the noise spectrum with a slope different
from 1/f, as shown in Figure 28. Usually AuN; pi>M Ny g (solid symbols in the figure), and one observes noise
spectrum with a slope steeper than 1/f in a range of about two frequency decades, which corresponds to
dielectric thickness of about (4—5)A~1nm around the IL-Hk interface. In contrast, if AgN; g <A Ny (open
symbols in the figure), then noise spectrum levels off in the transition region with a slope less than 1/f. The
width of the transition region is proportional to the ratio AgN, /A N y. Thus, one would characterize a gradual
change in N, if applying the simplest approach of using eqs. (155) and (156). The tail of this gradual change is
seen in Figure 27, although the IL-Hk interface perhaps is much abrupt and located above 2nm. Nevertheless, by
comparing the results for the product fS(f) in 4-5 frequency decades, the simplest characterization approach of
egs. (155) and (156) can be useful to determine whether N; is higher in the main dielectric or in the interfacial
layer, since artg[2nft,exp(ty/Ar)] is either zero or 7/2 at the ends of the frequency range. Such spatial profiling
of oxide traps is demonstrated in [128], and it was estimated that the gate conductor also affects the low-
frequency noise, which generally leads to the issues with conditions i and vi for the An model of 1/f noise in
MOS transistors with thin gate dielectrics. These issues were discussed earlier by the help of egs. (110) to (115)
and (147) to (154), respectively.

In the above discussion, we have assumed the oxide trap density changes abruptly at a depth ;. in the oxide. This
would result in slopes 1/f2 or zero only in the transition region. However, one may observe in low-frequency
noise measurements a slope different from 1/f in the entire frequency range of 4-5 frequency decades, which
suggests that the trap density changes gradually either along the depth of the oxide or the traps have non-uniform
energy distribution. The effect of gradual trap distributions in the oxide depth was addressed in [56], and in [2]
an analytical model was suggested for the case when the energy distribution of the traps is broad. The slope of

the flicker noise power spectrum is affected in both cases, and it deviates from the 1/f slope [73].
Gradual oxide trap distribution

To inspect the effect of gradual oxide trap distribution on the slope Yy of the 1/f" flicker noise, we rewrite W=2nf

and §=x/A=0...&.x With &,.,.=tx/A>>1 in the superposition integral and integrate it by parts, as

tox TO exp(;j
Sy, =bKT | N(x) —dx
x=0 1+(w[0)2exp2()\j
&
e T, exp(§)
=bkTA [ N (A dg (161)
5 B Fen? )
N¢ ()‘E max )artg [(")To exp(E max )] - N, (O)artg ((")To )
_bKTA | g N _ bKTA
w |- —tq w
{ artg|wr , exp(§) %

where b=a/(kT)=(q/C.x)?(WL), and we denote the function in the large brackets with F={...}. Since the
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integration is not on the frequency, then we use the Leibniz rule for differentiating under the integral sign, and

obtain
0S
Vo = ka)\Fa(l/w) +@E with 6(1/(’0) — _L and
0w 0w W 0w 0w W
Nt ()\Emax )/O.)
T, exp (Emax ) o)
o _|_N(0),
0w W ©
_E“j-a" ON, T, exp (E) a&
0 0 1+ (wro )2 exp2 (E)

Here, we will use that WTexp(&m.x)>>1>>WT,=0, since the measurement frequency range is well within the
range between minimum and maximum values of tunneling time constants, and one can omit the first and second
terms in the last large brackets. By multiplying the nominator and denominator of the expression under the

integral sign with N,, we get

oSy, __l[ka)\ F}_ka)\E“ja" aIn(N,) N7, exp(E

- d¢
0w w W € 1+ ((,J[O)2 exp2(§)
3
S max
__ Vg _ aln(Nt)l bKTA J~ N,T, exp(E) d (163)
w € w 0 1+((JJ[0)2 exp2 (E)

Svg _9In(N{)Svg
W 0 W

where the expressions in the square brackets are the same as eq. (161), and we have assumed that
oln(Ny)/0&=constant, which suggests searching for exponential dependence of N, on the distance x from

semiconductor-insulator interface [73]. By dividing both sides of eq. (163) on Sy /w and using 0z/z=0ln(z), we
get for the slope y of the 1/f" flicker noise that

_aln(SVG)__aln(SVG)_ +6ln(Nt)_ +6ln(Nt)
dln(w)  oln(f) & d(x/A)

Y= (164)

Therefore, at constant slope Y of the 1/f" flicker noise, the oxide trap density evolves as an exponential function

of the distance x from semiconductor-insulator interface, given by

b osa) s

Nt(Xti) A (165)
ool 61n(SVG (fi))+1 X~ Xg '
P 31n(f) A

where x; and N(x;;) are the depth and trap density in the oxide, according to eq. (155) and (156), respectively,
probed by measuring the magnitude and slope Yy of the 1/f' flicker noise at frequency f;. Provided that the power
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spectrum density of the flicker noise in MOS transistor has a slope within y=1+£0.2, then the characteristic oxide

thickness t., for gradual variation of N is

t exp | | >5A~0.5 ... 1 nm, for A=0.1 nm (SiO») to 0.2nm (HfO,), see Table 2, (166)
which suggests that one decade change in N, for a distance larger than 2.3t,~1.15... 2.3 nm will produce 1/1-
like noise. The value for t.,, is somewhat small. Previous estimate reported in [73] is even smaller, t.,=0.154
nm, which is about two-three atomic distances for one decade change in N, and it is unrealistic number for
gradual variation of oxide trap density, since it suggests delta-like distribution for N; in contrary to the
assumption in the An model for uniform distribution of N,. Nevertheless, the ideas in [73] for dependence of 1/f
noise in MOS transistors simultaneously on energy and spatial distributions of oxide trap density are interesting

and have to be followed up.
General rules

To summarize the above three methods for trap density profiling in the depth of gate insulator by means of low-

frequency noise measurement, we provide the following rules.

The simple profiling of oxide trap density N, based eqs. (155) and (156) is accurate only for regions in flicker
noise spectrum with constant frequency slope, which is very close to 1/f. If the slope in the spectrum is constant,
but different from 1/f, then an exponential dependence of N, on oxide depth x is expected, as given by eqs. (164)
and (165). If a discontinuity in 1/f spectrum occurs, then an interface inside the gate insulator with abrupt change
of the product (AN,) at this interface is expected, and the noise spectrum is given by eq. (162). In this case, the
transition region in the low-frequency noise spectrum with slope different from 1/f begins at frequency f;
corresponding to the depth x; of the internal interface and the noise level [f;S(f)] is determined by the material
with higher value of product (AN)y;en. The frequency bandwidth of the transition region is a function of the ratio
(AN Dhigh/(AN1ow in the two materials. The above rules do not apply, if the spectrum is constant (slope zero) at
f<f; and the slope is 1/f2 at higher frequency >f,. In this case, the spectrum is dominated by a generation-
recombination or random telegraph noise with a specific time constant 1;=1/(2xf;), resulting in a Lorentzian
shape of low-frequency noise. Overall, the frequency range of flicker noise measurements is not large enough to
reliably separate uniform, gradual and step profiles for oxide trap density N,. This is mostly due to the
convolution inherent for the superposition integrals, on which the An models for noise in MOS transistors are

based on. A good de-convolution scheme is currently lacking.

1V.2.2. Energy profiling of trap density

We have mentioned several times that there is a duality (and convolution) between capture barrier energy Eg and
distance x, of the oxide traps — see again eqs. (102), (103) and (104). Above we have discussed the trap profiling
in terms of distance X, from semiconductor-dielectric interface. However, equations (155) and (156) can be
rewritten in terms of energy. At an assumption for (apparent at semiconductor-dielectric interface) areal trap
density D=0.1D;; or D=AN(x;=0), as follows from eq. (104), it is shown in [2, 73, 165] that one can deduce
energy profile D(Eg) in MOS transistor, given by

Ep
Tohexp —2 |=1; = L By = KT — |, with 2rfr)<<l, (167)
kT 2Tffi 2 iTph
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1( q ) kT (Cuy Sy, (f)
=—| ——| —D(|E D(({Er )= WL
Svg . (Cox] WL ((Eg)=D((Ep) ( . } T (168)

1

where Tph~10_15 —-107" s [2, 165] is the reciprocal of phonon attempt frequency at semiconductor-dielectric
interface. It is observed that D(Eg) is a peaking function at Eg~1eV in metal films, since many random processes
occur with activation energies around this energy value [2]. In MOS transistors, different peaks are observed in
the distribution of activation energies, which allows for the characterization of defects and traps that are the
origin of the noise [165]. Also, an interesting relation between the temperature dependence of the magnitude
S(f;,T) and the slope Y(f;,T) of the 1/f" flicker noise at given frequency f; and temperature T is deduced in [2].

This relation is

V6 T)=1 1 {6ln[S(fi,T)] _1} L kT {(ﬂn[s(fi,T)] _1}’ (169

ety ) | am(T) Eg | 0n(T)

and it is known as Dutta-Horn equation for the slope of flicker noise. The relation is valid at a condition that D,
varies slowly with Ep for an energy interval of kT, that is |0ln(D,)/0Eg[kT<<1, in order to neglect higher-order
derivatives in the expansion of D, in Taylor series. This condition is rarely checked in experiments, although is
noted in [165] that this is a mandatory step, and in contrast to the results in [165], it is argued in [70] that for
“regular” traps in silicon with a peak barrier energy of up to 0.3eV there might be not enough room to provide
broad distribution for D, varying slowly for many multiples of kT.

Now, we shall obtain the impact of barrier energy on the noise from traps located inside the gate insulator, in
order to analyze the temperature dependence of flicker noise in MOS transistors, in which the tunneling
mechanism for An noise is dominant. We will also show that the Dutta-Horn equation (169) follows from the
corresponding equation (164) for gradual trap profiles. So, with respect to eq. (102) that

T0exp(Ep/kT)xexp(x/N), we write the superposition integral in more general form of

X EB
2 41, exp| —+—
sv =( | i [ e )
Ve Tl ~ | W t
COX WL x,Eg 1+ (2Tlf'l'ph )2 expz(; + i?j

dx dEg (170)

Evidently, one cannot discriminate between distance x/A and energy Eg/kT, and the integral convolutes them.
However, one can define &g=xp/A=Eg/KT that transforms the energy and temperature into “apparent distance” xg.
Since &g and xg are not real distances, then they are constants by the integration in eq. (161) and scale the results
via T, and integration limits, but otherwise preserving the form of the results. So, we use eq. (164) to derive
Dutta-Horn equation.

The experimental conditions for the Dutta-Horn equation (169) are that the flicker noise of a device is measured
at different temperatures, that is, T is changed, but the frequency of noise measurement is fixed to f=fi=constant,
and all other conditions are repeated unchanged at each temperature, e.g. the biasing, device parameters and

experimental accuracy are virtually the same. According to eq. (104), Sy ,LkTNy/f. Therefore
ln(SVG ): ln(Nt)+ln(T)—ln(fi)+constant, 171)

where f; is also a constant in Dutta-Horn equation, as stated above. Therefore,
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dIn(N,)=aIn(Sy, )-an(T) . (172)

Since f; is a constant, then

=t expl 2+ EB ant (173)
=T. = —+— |=constant.
o, 0 PR LN kT
| TnexplE+Eg) T
As far as the function > > is peaking at f=f}, it is the main contribution in the
1+ (2TEprh) exp (E + EB)

superposition integral of eq. (161), and thus, in the spectrum of the flicker noise at f=f;, as explained after eq.
(156) and in [2]. Therefore,

X) o585 =98 =g EB|=EB
a()\] 0f = -9 a[ij kTaln(T), (174)

showing that the noise at f; is probed from another distance in the oxide, when the temperature is changed.
Substituting eqs. (172) and (174) into eq. (164)
dln(Sy. ) ~ dln(sy, )-an(r) [ KT [dln(SVG) 1}
- + =+ — ] ——" -1,
d1n(f) i? o1n(T) Eg| 0In(T)

y= (175)

which is the same as the Dutta-Horn equation (169). The difference from the Dutta-Horn equation, which is for
bulk materials and thin metal films, is following from the fact that for the case of oxide traps, the distance x from

the semiconductor-dielectric interface also takes place, according to eq. (173). In particular, when substituting

Eg _ X
T —ln{ZT[fiTph exp(xﬂ

:_aln(sVG)_ 1{0111(5%)_1} . 1 {aln(st)_l}

Y671 \
om(f)  Ep| oln(T) o1n(T)
kT

from eq. (155), one gets

T
—h{LhJ _and (176)
TO

a77)

(TO/Tph)

Since the tunneling time constant prefactor T, is in the range 107s7' [134] to 107"%™! [49, 55, 140], while
Tph~10_15 -10""* s [2, 165], then In(T,/Tpn)~9...18, and is not so large as compared the original estimate in [2] of
[In(2xfitph)|~35...40 for metals measured in frequency range between 10Hz and 10kHz. Thus, traps with barrier
capture energy Eg<0.3eV may actually cause variations of the slope of 1/f noise in MOS transistors via number
fluctuation, despite the concerns in [70] for limited room for the distribution of barrier energy of traps in silicon.
Indeed, when recalling the duality between tunneling distance and energy, the variation of 1/f noise slope can be
due to spatial non-uniformity of oxide trap density N, rather than in distribution in energy, although the former
will cause the temperature variation. The random telegraph noise in MOS transistors discussed in the next
section also leads to this conclusion. Furthermore, it is shown in [73] that the energy distribution can be
inspected by varying the gate bias, instead of temperature, although in a very narrow range of few meV and with

very low value for Eg~50meV.
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IV.3. RTS noise in MOS transistors

As the size of MOS transistors is becoming smaller and smaller, then the charge capture and emission process by
individual traps is increasingly distinguishable. This process results in a random bistable fluctuation in time
domain, such as Random Telegraph Signal (RTS), and therefore the random bistable fluctuation is also called
RTS noise. The RTS noise in the drain current of MOS transistors is usually measured and then referred to the
gate terminal as a voltage by using the transconductance g, of the transistor [74]. It is cumulatively observed
that the amplitude of the gate referred voltage from individual RTS noise matches well with addition and

removal of one elementary electronic charge q to the gate oxide capacitance [74], that is,

_AID: V, :g: 9

. 178
. 7 c” wLe,, (178)

IV.3.1. Time constants of RTS noise

The time constants of the two states of individual RTS match with the predictions of Shockley—Read—Hall theory
for generation-recombination process [68, 74, 107, 112, 148, 166]. Consequently, the superposition of larger
number of individual RTS, each of which having a Lorentzian spectrum, is found to coincide with 1/f noise in
larger-area MOS transistors [68, 74, 112, 148]. The above findings are made over a period of about 50 years and
has been reviewed in [68] at the time of entering the sub-micrometer technologies. In studies of MOS transistors

with very thin oxides, RTS noise is observed also in the gate leakage current [148].

The above summary of findings implies a coherent picture for RTS noise in MOS transistors. However, looking
at the details or individual measurements, one will observe significant deviations and will meet with difficulties
to manage long time records, and to link them to spectra and models for noise. In fact, there is no standard
procedure for analysis and compact model for RTS noise in MOS transistors. The RTS noise is also non-
monotonically bias- and temperature dependent [58, 68, 137, 161, 167], it varies between different time records
captured from one sample [68, 74], and between nominally identical samples [137, 166]. On the other hand, the
amplitudes of RTS noise can be large in sub-micron area MOS transistors [74, 112, 137] and RTS noise becomes

important issue that the designs have to overcome, e.g. in CMOS imagers with correlated double sampling [162].

Generally, three parameters describe the individual RTS noise component. For MOS transistors, these are
amplitude Alp (or AVg), and capture and emission time constants of the trapping GR center, respectively. The
studies in [68, 74, 107, 112, 148, 166] confirmed that the time constants follow very well the Shockley—Read—
Hall (SRH) statistics, which established eq. (63). In most cases, the emission time constant T, is a weak function
of the biasing (it increases when increasing Vg-Vr), whereas the capture time constant T, decreases when the
biasing (Vg-Vr) increases, owing to the increase of the carrier concentration n’ in the channel of the MOS
transistors. There is a possible exception in sub-threshold regime of operation of the MOS transistor when
charges from the bulk are trapped, and the bias dependence of the time constants can be inverted for this case
[161]. There are experimental difficulties by obtaining the values for time constants since a processing of long
records captured in time domain is necessary, especially when two or more RTS are present simultaneously [68,
74, 112], but overall there is no other significant issue with the RTS time constants. When the values are
obtained, they match well the predictions of the theory and with the corner frequency of Lorentzian spectrum

related to RTS, and given by
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Ip G

where F is the trap occupancy factor, given by Fermi-Dirac statistics. Therefore, we do not extend the discussion
for the time constants of RTS further.

1V.3.2. Amplitude of RTS noise

There are some discrepancies between values for the RTS amplitudes Alp and AV, measured in time domain,
estimated from spectrum using eq. (179) and predicted by eq. (178). We focus on this issue, because the
amplitudes of RTS noise will increase as the device size decreases with every next generation of technology
nodes of minimum feature gate length L,;,, since RTS due to individual traps will dominate the low-frequency
noise and, according to eq. (178), AV and Alp will increase as 1/(WL)U1/L;;,2, because C,, cannot be increased

proportionally furthermore [3].

The characterization of MOS transistors usually uses eq. (178) rewritten in normalized form for the RTS current,

given by

Ap _8mpy, =md _Em 4 (180)

Ip Ip Ip C Ip WLC,
where AV s=q/(WLCox)=AVgg is regarded as modulation flat band voltage Vgg in MOS transistor owing to
trapping of single electron at semiconductor-dielectric interface [58, 156]. This equation corresponds to the
generic expression for coupling of noise, being a square-rooted version of eq. (1) with coupling coefficient
VK=1. The direct application of this equation against measured data usually shows some discrepancies, as
illustrated in Figure 29. One can see in the figure that the overall evolution of the RTS amplitude is captured by
eq. (180), but the amplitude is underestimated at low bias, whereas it is overestimated at high bias. This implies
that the coupling between trap and conduction layer involves also other factors, and the coupling coefficient
VK#1 is also bias dependent. The reasons of this discrepancy correspond to the issues with the An model for 1/f

noise in MOS transistors, since the origin of the models is the same.

Correlation between mobility variation and trap occupancy

One effect neglected in eq. (180) is the mobility variation correlated to the trap occupancy. This correlation was
investigated in [58] for RTS amplitude, considering Coulomb and phonon scattering at lower and higher biasing
of MOS transistor. The essence of this investigation is that, increasing the bias from weak to strong inversion,
the channel carrier mobility [ increases at low bias, since Y is limited by Coulomb scattering [see eqs. (134) and
(135)], whereas the channel carrier mobility Y decreases at high bias, since Y is limited by phonon and roughness
scattering [see eqs. (131) and (133)]. Consequently, via the surface potential, at low bias the derivative
OWOAVgp>0 and adds to the change on’/OAVgg>0 in carrier concentration n’ in the MOS channel, causing the
RTS amplitude to be higher than that given by eq. (180), whereas at high bias the derivative OW/0AV <0 and
subtracts from on’/0AVg>0, causing the RTS amplitude to be lower than that given by eq. (180). At a crossover
bias (Vgers Ipers Emer)> When Op/0V =0, eq. (180) matches the measurement. Noticeably, we can observe
qualitatively exactly the same behavior in Figure 29, as well as in fig. 8 in [107], and to the first order of
approximation we can suggest an empirical expression for coupling coefficient \/K“ for correlated mobility

contribution to RTS amplitude that is in the form of eq. (121) for the coupling coefficient for 1/f noise in MOS
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transistors with correlated An-Ap fluctuation.

I
\/K_u=1+e(I—D—ﬂ} AIID—gmAVFB\/_ WLC —d_ K - AVG =AVeg Ky (181)

g€m Zm,cr

For physical justification, the ratio Ip ¢/gm JCox(Vger— V)’ corresponds to carrier concentration n’,, in the
channel at which crossover between Coulomb and phonon scattering occurs and Op/0V g=0.

Position of the trap along the channel and depth of the trap in the oxide

A second detail neglected in eq. (180) is the position of the trap in the oxide and in the channel.

Position of the trap along the channel. Considering the channel conduction at different spots under the gate, it
is deduced in [167] that the RTS amplitude is function not only on channel carrier concentration n’, but also on
the lateral electric field at the position of the trap along the channel. Assuming that one carrier is trapped at a

particular spot in the conductive channel of the MOS transistor, the relative RTS amplitude is then given by
[167]

2
AID - AGD - lJ.E l (182)
Ip Gp ’

2
H ang avg

where Gp=Ip/Vp is the channel conductance between drain and source terminals, Alp and AGp are the RTS
amplitudes, [ and E are local carrier mobility and lateral electric field in the channel at the spot of charge
trapping, M.y, and E,,, are average values for carrier mobility and lateral electric field carrier, and n is the total
number of carriers in the channel, respectively. By inspection of MOS transistor equations, it can be shown that
1/n~g,,q/(IpWLC,y). Therefore, eq. (182) can be rewritten in the form of eqs. (180) and (181), as

2 2
AID = /Kg gm = “Ez Em__ 9 i Ky = “E2 (183)
WLCOX p—anEan Ip WLCx MHavgEavg

being a coupling coefficient corresponding to variation of the lateral electric field E in MOS channel. Obviously,
the lateral electric field at the source side of the channel is lower than E,,, and traps located at this side will
produce RTS with amplitude lower than that predicted by eq. (180). In contrary, the lateral electric field at the
drain side of the channel is higher than E,,, and traps located at the drain side will produce RTS with amplitude
higher than that predicted by eq. (180), especially when the MOS transistor is in saturation mode of operation.
Perhaps this is the reason why the RTS amplitudes from different traps scatter in one sample and between

identical samples, as illustrated in Figure 30 from [68].

In this figure, 58 different RTS are shown from 12 nominally identical nMOS transistors biased at the same
condition (Vg—V1)=(3.8-1)V, Vp=0.1V, V=0, Ip=6.7lA. The transistors are from 2.5um technology node, but
the mask was W=L=2pim being below the minimum feature size. From DC measurements, it was estimated that
the effective size of the samples was W=0.5um and L=0.75pm, but tolerances are not reported in [68]. The
circles in Figure 30 present the relative RTS amplitudes Alp/I organized in [Fig. 16 in 68] in a scatter plot sorted
by increased values of Alp/Ip and formally numbered from 1 to 58, as shown in the bottom horizontal axis of
Figure 30. We assume that the traps are uniformly distributed along the channel length L, so number 0

corresponds to source edge of the channel and number 59 corresponds to drain edge of the channel. In this way,
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we scale the top horizontal axis of Figure 30, using z/L=(Number of RTS)/59, where (z) represents the position
of the trap along the channel length L. Next assumption is that the carrier concentration in the channel is nearly
constant, since (Vg—V1)=2.8V, while (Vp-V5)=Vp=0.1V and the transistors were operating deep in ohmic

regime. Therefore, we expect linear increase of lateral electric field E from source to drain with an average value
of Ey=V/L=1.3kV/cm. According to egs. (182) and (183), the square root /Al /I O E/EaVg , and by

multiplying with the value above for E,,, we obtain the lateral electric field E for each data point, as shown with
squares in Figure 30, which are fitted with the linear function E[Jz/L. This linear-fit function was used in eq.
(183) to calculate Alp/Ip(E/E,,)?, as shown with thick line passing through the circles in Figure 30, estimating
also C,=95nF/cm? and EOT=37nm, which are not stated in [68], but are reasonable for 2.5um technology node.
Apart from 4 data points of high RTS amplitudes on the right side of Figure 30, the agreement between
measured (circles) and calculated (thick line) from eq. (183) values for the relative RTS amplitudes Alp/Ip is
good, despite the many assumptions stated above. The agreement leads to the conclusion that the variation of
RTS amplitude in MOS transistors is vulnerable to the position of the trap along the channel, since the lateral
electric field is different at different positions. The 4 data points that deviate from the rest of the data in Figure
30 are probably from one of the 12 devices. The sizes of this device probably deviate 20%-30% from the
nominal values, which is reasonable for the case of transistors with effective sizes L and W being about 1/4-1/5
of the minimum feature size of the technology node. Unfortunately, the information in [68] is aggregated among

all 12 samples, and we cannot inspect the details further.

The analysis above for relation between trap position along the MOS transistor channel and amplitude of RTS
noise is in general agreement with other works. It is argued in [133] that the flat band perturbation, which is in
the origin of eq. (180) via AVs=q/(WLC,x)=AVpg, neglects the local perturbation in the surface potential and the
associated charge carrier density at a particular position in the channel, and thus underestimates both the RTS
amplitude and 1/f noise as a superposition of RTS, when the transistor operates in strong inversion and
saturation, i.e. inversion layer charge densities at source and drain sides are n’s>2¢,C,,/q and n’p<<n’s. At this
condition, as mentioned earlier, the 1/f noise magnitude is underestimated about 2 times by the flat band
perturbation model. For RTS amplitude, the difference can be larger, and this was used to locate positions of
traps in the channel in [166]. The methods in [166] require knowledge for details in the transistor and employ
formulation in terms of surface potential and numerical iterations. This approach, although accurate, is too
complicated for the purpose of experimental noise characterization, in which the measured data scatter, and in
this way, do not allow for obtaining very precise modeling. The advantage of the methods in [166] is that the
position of the trap along the channel can be found simultaneously with the depth of the trap in the oxide. Now

we discuss the latter.

Depth of the trap in the oxide. Based on earlier works [168], it is suggested in [112] that the relative RTS

amplitude Alp/Ip can be given as

Alp :r]g_m—q (1_ﬁ]’ (184)
Ip Ip WLC tox

where t,, is the physical thickness of the gate insulator, x,; is the distance from semiconductor-insulator interface
to the position of the trap in the oxide. The factor (1—Xg/tox)=(tox—X1)/tox 1 @ coupling coefficient \/Kﬁ and it is the

same as in eq. (147). The parameter n corresponds here to the product of coupling coefficients \/Kp\/KE in egs.
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(181) and (183) above, but it is left as a fitting parameter in [112]. Therefore, in order to obtain information for
(tox—X1)/tox, the ratio of the capture T, and emission T. time constants is used in [112], since T, and T. depend on
X4, see eq. (112), and on bias via Fermi level, see eq. (63). The explicit expressions are given in [166], but the

overall bias dependence is [112]

Oln(te/Te) _ _ 1 x4 _ 1 {l_ﬁj% (185)

Vg B b tox  O¢ Vg

where §=kT/q=0.026V is the thermal voltage at room temperature T=300K, Vg is the gate bias voltage and { is

tOX

the surface potential in the MOS channel. The surface potential ) is a complicated function of Vg (and other
biasing voltages applied to MOSFET), and the precise evaluation of the derivative dy/dV is inconvenient and
not necessary when the spread in the values for T. and T, is large, which is usually the case of noise
measurements. Therefore, for practical cases of characterization, one can obtain an approximate value for the
derivative d0y/0V g, using several general relations in MOS transistors from [169], as follows, in which inversion
charge Q;,, oxide capacitance C,x and depletion capacitance Cq are given per unit area.

Assume that the measurement was when the MOS transistor operated either in weak (sub-threshold) or in strong
(above threshold) inversion regimes, that is [Vg-V1[>0.1V.

In weak inversion, when Vg is below the threshold voltage Vr, the inversion charge Q,,, is negligible and the

gate bias is spread across the series connection of oxide capacitance C,, and depletion capacitance C4. Therefore
[pp.75 and 86 in 169]

V
AL =1+ Y - a=1 +& = constant =1...1.5, in weak inversion, (186)
al'IJS 2 l'IJS COX

neglecting the interface states’ capacitance C;.. The parameter o can be obtained from sub-threshold slope
OVa/dlog o(Ip)=2.3ad, [p.175 in 169] of the transfer characteristic In(Vg). The parameter Y is the body bias
coefficient and can be obtained from 0Vs/0Vg, where Vg is a bias voltage applied to the bulk (body) under the
MOS transistor channel. However, Y is not needed in this analysis.

At the same time, the ratio g,/Ip between transconductance g, and drain current I in MOSFET in weak

inversion also depends on 0, and it is given by [p. 173 in 169]

g_m:L (187)
Ip ad,

So, from eqs.(186) and (187), we get that

== = constant = (0.6...1, when the MOSFET is in weak inversion regime. (188)

anS =l=¢ gm
a 'lIp

For strong inversion regime, according to [p.87 in 169], we write

0Vg __ 0Vg  0In(Qyy) —Q,, Mo L (189)
aws aln(QinV) aLIJs aQinV 2¢t
al'IJS - 2¢t aQillV (190)

0Vg Qiny Vg
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in linear (ohmic) mode, when (Vp-Vs)<<(Vs-Vr1), and where Vps=(Vp-Vs) is drain-source bias voltage and Vr is
threshold voltage of MOS transistor. Also, the inversion layer charge Qi is approximately constant along the

channel, and it is
Ip L
o =C o\ Ve =V )=——. 191
anV ox( G T) u W ( )

where | is the carrier mobility in the transistor channel of length L and width W. So, eq. (190) becomes

oy _ 20 0 (IpL)_2¢,0lp (192)
aVG 17D L aVG H W ID 6VG
nw
o =20, Em P, 2 , in strong inversion and ohmic mode. (193)
AYe! Ip VG = Vr

To obtain an expression for dY/0Vg in at strong inversion regime saturation mode, we look closer at the charge
sheet model for the drain (to source) current I, with neglected diffusion, given by [p.157 in 169]
W i

Ip =—
b L 2aCx

(QiznV,S - Q?nV,D) ; (194)

in which the inversion layer charge densities Qy,ys and Q;,,p are at the source and drain sides of the channel,
respectively, and Qy,ys and Qi p are given with the bias voltages Vg and Vp applied to these sides, as [p.121 in
169]

Qiny.s = 0Cox (Vp = Vg).if Vg < Vp, otherwise Q.5 =0, and

. . (195)
Qiny.p =0Cox (Vp = Vp ).if Vp < Vp, otherwise Qjpy.p =0.
The obvious approximation for the pinch-off voltage Vp in the equation above is given by [p.158 in 169]
Vg -V
vp=—8 T (196)
a

The transistor is in saturation mode, if Vp>Vp, and in ohmic mode, if Vp<Vp. Note, Ip, Qinys and Qi p depend
on Vg only via Vp, and a is assumed constant, because the depletion capacitance C4 in eq.(186) does not change

significantly with Vg, especially in strong inversion.

In saturation mode, (Vp>Vp) and Qjuy.s>>Qiny.p=0. Therefore, eq. (194) is reduced, and using Vs=0, which is the

normal case when the body and source of MOSFET are tied together, one gets

}I L
Qinv = Qinv,S = TDWZGCOX > (197)

0Qiny _ 0 I—D£2O(C0x _1 [2aCox L dlp _8m ZGCOXL’ (198)
6VG GVG V1 W 2 MID W GVG 2 MID W
and aQﬂ = 8m I_DLQO(COX = g_innv_ (199)
GVG ZID p W 2ID
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This means that one can substitute in eq. (190) the quantity

1 0Qiny — &m

, (200)
Qiny Vg 2Ip
and to obtain
0 2
oW - 20, Em _ d; Em ~ ¢, —————, in strong inversion and saturation mode. (201)
6VG 2ID ID VG - VT
By comparing eqs.(188), (193) and (201), one can summarize that
0
s =, g—m, in any mode of operation of MOSFET, (202)
oVg Ip
% = 0.6...1, in weak inversion regime (sub-threshold, V¢ is below V1), (203)
G
and 0Y/0V¢ gradually decreases at gate biasing above threshold, as
0 2
Ws = ¢t , in strong inversion regime (above threshold, Vg above Vr). (204)
o0Vg Vg -Vr

The accuracy of egs. (202), (203) and (204) is within a factor of 2 (6dB), which is sufficient for analysis of RTS
noise measurement data, which scatter usually more. So, eq. (185) can be rewritten to useful for experimental
characterization forms of

dln(t. /1 1 Xy ~
M = i (1 - &jg—m , in any mode of operation of MOSFET, or  (205)

aVG ¢ t Lox D

tOX

M = —iﬁ —L(l —&}l = —i(l + ZE}, in weak inversion, and (206)
aVG ¢t tox ¢t tox ) O ¢t tox

Oln(t, /T - ;
M = —L X _ {1 - i j 2 , in strong inversion. 207)
aVG ¢t Lox tox ) Vo = V1

The equations include parameters that can be easily obtained from DC measurements of the MOSFET transfer

characteristic (Vr, gm, 0 from sub-threshold slope). So, once the capture and emission times are characterized
from RTS noise measurements at several bias points for Vg, then the derivatives in the left-hand side of the
equations can be found by a simple fitting of slopes in semi-log plot of In(T./T.) vs. V. Then, by substituting in
one of egs. (205), (206) or (207), the ratio x,/t.x of the distance x; from the trap to semiconductor-insulator
interface to the physical thickness t, of the gate insulator can be estimated, and the coupling coefficient VK for

the trap position in the oxide can be found as
X .
K = (1 —ﬁj : (208)
tOX

Note that the above equations are appropriate for approximate experimental characterization and volume tests
when the scattering in the data is large. If a precision analysis of few samples is required, one should use

rigorous models, such as this in [166], which can also locate the position of the trap along the channel of
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MOSFET. The price is, of course, that the surface potential {J; has to be obtained prior to analysis of the oxide
trap, and this requires specific information, numerical simulations and optimizations, which might be not always

available, or affordable, owing to time, expertise or other constraint in the experimental practice.

Amplitude of RTS (concluding remarks). To summarize, the analysis of amplitude of RTS noise in MOS
transistor requires large number of waveforms captured in time domain, from several samples and various
biasing. The waveforms need to be processed so that the evolution of the amplitudes and time constants of RTS

from individual traps with biasing and over the samples is observed. Then, the data have to be fitted to

Ap _ i Em =VK- 209)
Ip Ip WLC ox
where the coupling coefficient \/K:\/K“\/KE\/KH accommodates several dependences, and n is the total number of
carriers in the channel of the MOS transistor, with n<WLC,(Vs—V1)/q in the ohmic regime of operation of the
MOS transistor at Vp<<(Vs—Vr), and twice smaller n=/2WLC,,(Vs—V1)/q in the saturation regime of operation
of the MOS transistor at Vp>(Vg—Vr1).

The coupling coefficient \/K“ takes into account for the contribution of mobility variation, \/K“ is given by eq.
(181) and the parameters in this equation should be chosen so that the modeled and measured relative RTS
amplitudes Alp/Ip are proportional when the gate bias voltage Vg is varied. As the initial values in eq. (181), one
can use the first order mobility degradation coefficient 6~0.3...1 V! and the ratio Ipe/ EmerUCox(Voa—Vr) of the
current to transconductance at gate bias corresponding to maximum mobility in strong inversion regime (Vg,,
above threshold Vr).

The coupling coefficient VK, takes into account for the variation of the lateral electric field and carrier velocity
in the channel of MOS transistor, and VK is given by eq. (183). If data from many samples measured in strong
inversion and ohmic modes are available, then the value for VK can be obtained from a scatter plot of relative
RTS amplitudes Alp/Ip as discussed above, and the position of the traps along the channel length can be
estimated. Otherwise, knowledge for the lateral electric field and mobility has to be provided by other means,
e.g. simulation of structure, in order to obtain surface potential along the channel [166]. Other approaches are
also possible, e.g. swapping drain and source, to discriminate between traps located closer to source or closer to

drain sides of the channel — see references in [166].

The coupling coefficient \/Kﬁ takes into account for the depth x; of the trap in the gate insulator of thickness t,y.
At assumption for tunneling mechanism for charge exchange between the trap and channel carriers, the ratio
Xiltox, Can be estimated using eqs. (205), (206) and (207) and DC parameters of MOS transistor from the gate
bias dependence of capture T. and emission T, time constants of individual RTS, by the slope of dln(T1./1.)/0Vg.
Then, \/Kﬁ: (1-x4/tox), as given by eq. (208).

The advantage of the procedure above is that it is based only on DC measurements and waveform captures, and
device simulation is not needed. However, the procedure requires large number of measurements and extensive
processing of waveforms by establishing relation between data from different measurements and keeping track
of the evolution of RTS parameters of individual traps. Nevertheless, tools and methods for semi-automated
extraction of RTS parameters are reported (in [74, 107, 112, 166] using correspondence between Al in time
domain and low-frequency plateau of Lorentzian spectrum in frequency domain, in [58, 74, 107] using

histograms of drain current, in [28, 29] using discontinuity of waveform), although they should be further
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organized to make the tests feasible for applications in the volume production in semiconductor industry.

The above analysis of RTS noise is based on charge trapping. Alternative suggestion for RTS noise from
mobility fluctuation is given in [170] for diodes, at condition when I<AI<g/0yxT where T is minority carrier life
time and Oy is the Hooge parameter — see eq. (6). Situation I<AI of DC current smaller than RTS amplitude has
been observed in carbon nanotube pMOS-like field-effect transistors [171].

IV.4. Figures of merit for MOS transistors

The intensive research on MOS devices resulted in many figures of merit (FOM) that have been used to compare
different technologies and explore the scaling of these devices. Each FOM was suggested in order to emphasize
particular feature of the devices or circuit, which used these devices, or to facilitate a model or design.
Consequently, the values from different FOM became difficult to compare each to other. In this section, we will
discuss several FOM that are commonly used for the low-frequency noise in MOS transistors in attempt to relate
the different FOM each to other.

1V.4.1. Definition

To set up the discussion, first it is helpful to state what FOM is and how it differs from device parameters or
physical quantities. In principle, FOM is a customized expression that combines several device parameters and
physical quantities according to particular model or targeting particular application. For example, the DC value

Ip of the drain current in MOS transistor and the power spectrum density Sy of drain current are physical
quantities, but the normalized noise SIDHD2 is a figure of merit for the ratio noise to DC in the transistor, and
S1,/In? may (or may not) vary with frequency and bias, depending on what noise in a transistor is addressed. If
the flicker noise is the concern, then one assumes a model with 1/f scaling rule for SID and can evaluate the
SPICE parameter KF:fSID/ID2 according to eq. (2), but Kg is also a FOM, since it is derived from another figure
of merit, by using additional scaling rule for the frequency dependence of S; and the 1/f dependence is canceled

in K just for convenience. Certainly, K is a good figure of merit for flicker noise in BJT, since in most cases

the 1/f noise is coupled from IFO via the transconductance g, as discussed in section I1I.2. “Differences in BJT

fabrication, IFO”, and g,/Ic=1/p~constant in wide range of biasing conditions. However, K is not the best

choice for MOS transistors in strong inversion regime, since g,/Ip[11/(Vs-V1) and the bias dependence of 1/f
noise is not cancelled in Kg. On the other hand, if the shot noise in BJT is addressed at higher frequencies, then

the appropriate figure of merit for normalized noise is S; /Ic~2q, which is frequency independent in principle,

but not Kg. Moving further to RF range, one usually uses the so-called “Noise Figure” or “Noise Factor”, which
is a completely different FOM in its basis, and RF Noise Figure is a function of the ratio between device and
thermal (Nyquist) noise at certain conditions for impedance matching. Thus, the different FOM depend on
device, models and ranges, and one should explicitly state the expressions, the origin and the purpose of the
normalization used for particular case of interest, since all normalizations are FOM, they are valid at certain

conditions, and even the most popular FOM have counterparts.

1V.4.2. Input and output referred noise — scalability of normalized noise

MOS transistor
In both cases, the word is for the 1/f noise SID in the drain current Ip, which is at the output terminal (drain) of

the MOS transistor, and it should be clearly stated that noise Sy, in the gate leakage I of MOS transistors with
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ultra thin oxides is not included in the input and output FOM, and it is separately analyzed, if present, with one

exception in [110].
The practice is that output noise Sy is referred to the input (gate) terminal as a “gate voltage” Sy by using the

most general expression for coupling from input to output via transconductance g, which is

St, =2mSv,, - (210)
and it follows from eq. (1). Consequently, Sy is a FOM, because it is a derived quantity, it cannot be directly
measured as a voltage, but it is convenient, since it is weakly dependent on the bias of MOS transistor, it scales
properly with the area WL of the transistor and it has been well explained in terms of oxide trapping, oxide
capacitance, mobility degradation, etc., as discussed in previous sections. To compare different MOS transistors,
the most popular FOM is the product WLSy, . at low gate overdrive (V—Vr)~0.1V and frequency 1Hz, which is
used in ITRS [3] — see eq. (106) for more details. At these conditions and at lower gate overdrive, the number
fluctuation due to trapping at the oxide dominates, and Sy ~Sgs, Where Sgp is regarded as flat band voltage noise
—see eq. (109). At higher gate overdrive, (Vg—V1)>0.2V, the mobility fluctuation may significantly contribute to
the noise. As explained in [156], if the mobility is correlated to the oxide trapping, then Sy, becomes a quadratic
function of (Vg—V1)Ulp/gn, and an additional FOM=(Sy G)O'5 vs. (Vg—Vr) is used to obtain the carrier scattering
coefficient [57, 89, 92, 139, 156] — see eq. (121) and the paragraph after it. If the mobility noise is not correlated

to oxide trapping, then Sy ,LI(Vg—Vr) and the slope of this dependence is used to obtain the Hooge parameter ay,

which follows from to eqgs. (11) and (88), and it will be discussed further in IV.4.4. “Physical figures — trap

density, Hooge parameter, scattering parameter” along with other FOM derived from Sy, ..

The normalization of output noise is a FOM of form

S g\
—‘;:(I—mJ Svg - Q11)
ID D

It is widely used for MOS transistors as the intermediate step in analyses, such as for inspection of number
fluctuation, or obtaining Sy, and other quantities. However, this normalized noise is rarely used to obtain the

SPICE parameter Kr except for cases when comparing noise in MOS and BJT at similar biasing current targeting
specific circuit application, e.g. low power RF oscillators [22, 23], BICMOS circuits [83] and radiation
resistance or sensitivity [102, 103, 104, 165].

Comparison BJT-MOS transistors

As mentioned above, K is an essential FOM for BJT, because it varies a little in wide range of biasing, but the
problem is that K in MOS transistors is a strong function of biasing above threshold voltage Vr, and it is
approximately a reciprocal function of gate overdrive (Vg—Vr). Strictly speaking, comparisons based on Kg in
MOS transistors are valid only at fixed gate overdrive. The better way to compare MOS and BJT is to refer Kg in
BJT to the base terminal as a voltage noise Sy, and then to compare Sy, and Sy, as suggested in ITRS [3]. The

conversion of Ky into SVB is straightforward for BJT, because g,/Ic=1/¢p~constant — see again eq. (3) and the

discussion between egs. (28) and (30), because
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2
S K S 26mV)? xK
Tle S BF - (g—mj Sy = Vs = Sv, (at f= lHZ) = M at room temperature. (212)

IC2 f IC ¢t2 1Hz

We have used this conversion widely in this work.
To compare with the predictions in ITRS [3], we write here the values for FOMs, , and FOMs . for the input

referred 1/f voltage noise in BJT and MOS transistors, as evaluated from the trends in the experimental data

shown in Figure 15.
The trend for 1/f noise in npn BJTs in Figure 15 is
f

FOMSVB = AE E

Sy, =3.8x10""?um>V?*/Hz . with standard deviation o,5=3.4dB (213)

The prediction in ITRS is between 10™'um2V2/Hz to 10”"2um2V%/Hz for the period from year 2001 to 2020 — see

Figure la. The above FOMs, ,=3.8x 107"*um?V?/Hz is within this interval, and thus, it is a representative value
for 1/f noise in analog BJTs.
The trend for 1/f noise in MOS transistors in Figure 15 is
FOM, = WL% S, =1.0x10” um®V?*/ Hz , with standard deviation c,;=8.8dB (214)
<
The prediction in ITRS is between 10~um2V2/Hz to 1.8x10™'°um?V2/Hz for the period 2001-2020 for analog
MOS - see Figure 1a. The above FOMs,, .=1.0x 10°um2V?/Hz is slightly high. Nevertheless, this value is still

representative for the 1/f noise in analog MOS transistors, considering the large spread in the experimental data,
because the lower boundary FOMs, ./ 10©a8" %) j5 1 3% 107" °um2V?/Hz, and it includes the prediction in ITRS.

Moreover, when analyzing publications in the period 2007-2020 only, this value is reduced to

4.1x10""°um2V2/Hz, well inside the range predicted in ITRS. Note also that FOM, . is much larger than
FOM, .. The trends in Figure 15 imply FOMs,, /FOMs, ~300, which is in agreement with the prediction in
ITRS [3] for 1/f noise in MOS transistors for analog applications — see again Figure 1a.

Flicker noise in gate leakage current

It was mentioned above that the noise from gate leakage has its own FOM, which is additively included in the
output and input FOM of MOS transistors. The review [164] on gate tunneling current implies that the DC value
of gate leakage current Igusually follows Fowler—-Nordheim tunneling with some enhancement at low field.
Nevertheless, the power spectrum density Sy, of the gate current noise is found to scale with the square of the I ,

as shown in the top-left plot of Figure 31, and S; ; is reasonably well described by the simple SPICE equation for

1/f noise, given by

S1;, _ Kpg _ FOM1
2 f f

(215)
Ig
Thus, the generic FOM 1 for S; G is the SPICE parameter Kgg itself. The data from [101, 110, 149] imply that

Krg~10? for gate dielectrics based on silicon oxides, the nitridation of oxides virtually does not impact the noise

and it can be three orders of magnitude higher when hafnium is added in order to increase the dielectric
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permittivity. Note, FOM 1 does not use any rule for scaling with device size.

We can construct a performance FOM 2, which relates the noise to gate leakage current density Jg=Ig/(WL). One
may find FOM 2 handy for designs and quick comparison of different gate stacks, since the gate leakage is

usually reported as a current density, while the scaling rule for S, . is not certain. Thus, we arrange the data for

Si,, vs. Jg as illustrated in bottom-left plot of Figure 31, and

Sig _ (WL)’Kpg _ FOM2
2 f f

(216)
e

The observation by using of FOM 2=KygxArea? is that not only Hf based, but also any composite material for

gate dielectric causes 3 decades higher noise in the leakage current, which is somehow in contradiction with the

observation made by using FOM 1=Kgg.

Further, we can use FOM 3=AreaxXKyg, which is the regular scaling rule for (reciprocal) areal dependence of
noise, as follows from egs. (2), (14) and (15). As mentioned above, the gate leakage is usually given in terms of
current density, so we write
2
(WL)S1, _ (WL)S1, /(WL)® _ (WL)Kpg _ FOM3

- 5 . r 217)

Ig JG

and plot S; /(WL) vs. Jg as illustrated in bottom-right plot of Figure 31. In this plot we observe that FOM 3

spreads from low value for SiO; to high value for HfO,, suggesting that the noise relatively increases when the
dielectric constant increases. The quantity “noise density”, Si/Area, vs. current density, J=I/Area, was used in

[83] to present the noise in BJTs.

Thus, with these three FOM, which indeed are not unique choice, we demonstrated that there is a room for
investigations and speculations for the noise in gate leakage, both observed in publications. The different FOM
lead to different conclusions and the modeling of the noise in gate leakage current is not certain. Based on

temperature dependence of Sy, in the device with HfO,, it is argued in [101] that the gate leakage current is due

to trap-assisted tunneling or Poole—Frenkel conduction, whereas the conduction mechanism of the leakage is
owing to direct tunneling in SiO, and HfSiON with low Hf content, showing much weaker temperature
dependence. The 3 orders of magnitude higher flicker-noise for the case of HfO, with respect to the SiO,
dielectric by means of FOM 1 and FOM 3 is found to be in contradiction with the smaller difference (~1.5

decades) for the noise in the drain current and it is argued in [101] that S; G is “sensitive to all the defects” in the

oxide, whereas the drain current depends only on the fewer interfacial defects. However, the modeling in terms

of flat band fluctuation for both S, , and drain current noise implies the opposite in [101]. In order to inspect

whether the low-frequency noise in the gate and drain currents has the same origin, we have measured the

coherence between S; G and S Ip in [149], see eq. (27). The correlation between gate and drain noise currents is

weak, the coherence is less than 30%, as shown in Figure 32, suggesting an independence between these noise
currents. This is in agreement with the former observations in [101] that the gate current noise is a result from
the fluctuation in the insulator leakage process, while the drain current noise reflects only the charge trapping in

the gate insulators. Consequently, the later gate leakage current noise model based on flat-band fluctuation [101]
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is not applicable, since the coherence between gate and drain noise currents is low, whereas it should be high,
e.g. >60%, if the origin of these noise currents is the same. On the other hand, the model in [101] is able to

explain biasing variations in the normalized noise S;/I%. Nevertheless, the good overlap in the bottom-left plot
of Figure 31 suggests a handy relation between S; . and Jg, but this relation breaks the rule for areal dependence

of noise and it is questionable in physical significance. Again, the flicker noise in gate leakage current is an
interesting topic, the investigations are performed in a lack of mature theory, and there are speculations and

unresolved issues for the scaling rules in this noise.

IV.4.3. Noise factor, noise resistance, noise temperature

These FOM represent the noise in a device in ratio to the thermal noise, which has frequency independent
“white” spectrum density of the energy Sq,=4kT, where kT is the product of Boltzmann constant k and absolute
temperature T; and Sy, is the fundamental lower limit for noise set by thermodynamic considerations in physical
systems [172, 173]. In sensors, the reference value might not be the thermal noise, but a “unit value” of the

sensed quantity — please see Sec. VIL.3. Noise in sensors.

Provided that the thermal noise is also electrical, then the noise current i, and voltage v, are assumed fully

correlated with the impedance Z, (or its reciprocal, the admittance Y,=1/Z,), and

. S S
Sy =4kT =i v, =—ith = 2Vth (218)
YIl ZI]
where one of the spectra i, or v, is taken complex conjugated in order to obtain power spectrum densities

. . * . * . .
Sin=lmly for noise current and Svy=vy vy for noise voltage across the impedance Z,=1/Y .

At RF range, which is currently in the focus of wide research [174], Z, is a complex quantity and the imaginary
part of Sy=SwZ, is not measurable directly. Many publications [175, 176, 177, 178, 179, 180, 181, 182, 183
184, 185, 186, 187] imply that the RF noise originates from resistances of gate conductors and gate-channel
resistance, providing also models and characterization methods, and the RF noise is affected by the impedance
matching to Z, and by the frequency. Looking chronologically, the earlier works [175, 176, 177, 178, 179, 180,
181, 182] address the RF noise from the perspective of the general theory of RF networks, replicating impedance
mismatches in test setups with impedance tuners, while the later publications [183, 184, 185, 186, 187] relate the
RF noise closely to device parameters and circuit applications, involving also simpler test setups to obtain the
device noise parameters in cost-effective manner. However, we do not pursue a discussion on RF noise
resistance further, since we deal with low-frequency noise in this work, where the imaginary part of Z, is

negligible and Z,=R,. In this case, eq. (218) is rewritten as
Svih =4kTyR;, = Spyy =4kTy /Rn ’ (219)

where Syy, (or Si) is measured noise power spectrum density of voltage (or current), which might be not due to
thermal noise, R, is equivalent noise resistance at assumption T,=T being the actual temperature, or T, is
equivalent noise temperature at assumption R,=R being the actual resistance of the device or circuit impedance
at a node of interest (e.g. output impedance of signal source). Consequently, R, and T, are FOM, since they
might not correspond directly to physically existing electrical resistance or temperature in the device.

Example: Noise temperature of shot noise

One example that demonstrates difficulties of using the FOM noise temperature is given in Figure 33 for the shot
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noise in gate leakage current, which is due to electrons overcoming the insulator barrier, rather than thermal

motion of charge carriers. Consequently, the measured power spectrum density Sy ; of the white noise (filled

squares in left-hand figure) obeys the relation for shot noise Sygy (line through squares), given by
SIG = SI,SH = ZqIG , (220)

and S; G#Shh=4kT- g does not follow the relation for thermal noise Sy, (circles), where gg=01/dVg is the

dynamic (AC) conductance of the gate insulator (open diamonds). From discussions, such as in [188], the noise

temperature Tsy of the shot noise can be estimated from a chain of relations, given by

Tsy _ 4kTsy g _SisH _ 2dlg
T 4kT (g Stth 4kT g

Vg : (221)
_Ig /G _ G 0lg _Ipcxrac _ 1 "voltagedrop” _ FOM
2kT/q 20, 20, 2 "thermal voltage"

Thus, the noise temperature of shot noise is a FOM, and it is 50% of the ratio of “voltage drop” of DC current
on dynamic resistance rac to thermal voltage ¢=kT/q. If the “voltage drop” is higher than 2¢,, then the noise
temperature of shot noise is larger than the device temperature, as illustrated with circles in the right-hand plot of
Figure 33. For pn-junctions biased in forward, the shot noise temperature is nearly 50% of the device
temperature, since rac=@/Ipc, and so, the shot noise is “colder” than the junction. In contrast, the shot noise in

the collector current is “hot”, because

_OVee _ VcE +VEA 9 222)
ol Ic I’

where Vga~100V>10V is the Early voltage, then Vga/2¢t>400 and Tsy>400x300K> 10* K and there is no
physical meaning for these high noise temperatures in this case, although one can see even higher values for the
so-called “hot temperature Ty, of solid state noise sources with excess noise ratio
ENR=10dBxlog10(T};,/290K-1)>20dB. Furthermore, the noise temperature also depends on the resistance of
bias circuit [189], since rac=Rs||rg is a parallel connection of device rg and bias Rp resistances, as depicted above
the right-hand plot in Figure 33. If Rg>>1g, then the device determines the noise temperature, as shown in right
figure for Rg=c0. By reducing Ry from 20MQ to 0.2MQ, the circuit noise temperature due to shot noise in gate
leakage current decreases, and the shot noise becomes “cold” once IgxRp<2¢,. Again, the noise temperature is a
FOM, it might not correspond directly to physically existing electrical resistance or temperature in the device,
although one may need to evaluate the noise temperature in particular applications, such as instrumentation for
radiometry and cryogenic amplifiers [190, 191, 192], or to get insight on carrier energy in short channel MOS

transistors and shot noise in the reverse biased junction from body to source in MOSFET, as reviewed in [174].
Noise temperature of carrier motion in the MOS transistor channel.

Nevertheless, when the dominant source is associated with carrier motion in the MOS transistor channel, then
the FOM “noise temperature T,,” and “noise resistance R,”, respectively, are very useful, because the values for
R, match the model predictions both at medium frequency range 10-100MHz [105], as well as in RF frequency

range above 1GHz. For the latter, a good correction for the channel noise temperature T, ., [193] is
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Thch = (1 + g_ij : (223)

For cryogenic temperatures (T<10K) and millimeter waves (f>30GHz), the quantum fluctuations may also cause

a difference between physical T and noise T, temperatures, since the relation between them is [192]

hf
Lo kT o (224)
Plxr

where h=6.63x107* Js is Planck constant and k=1.38x10> J/K is Boltzmann constant. It follows from this
equation that the vacuum noise temperature is T, ,,~hf/(2kT)~3K at f=100GHz and T=5K, but at room
temperature T=300K and f<1GHz, the relative difference between T, and T is less than 0.01%, and it is
negligible for the noise measurements of much larger inaccuracy. Worth mentioning, eq. (224) follows from the

original derivation in [173], where the thermal voltage is given as

hf

Svg T4
exp|l — |—1
p[ij

Further details for the quantum limit of noise temperature in amplifiers can be found in [192, 194, 195].

R = 4KkTR , since hf/kT<<1, and exp E -1= E . (225)
kT kT

Noise Figure or Noise Factor

Among all other FOM that relate the noise in devices and circuits to the thermal noise, the Noise Figure or Noise
Factor, abbreviated as NF, plays a crucial role both in device characterization and circuit design. This is because
NF represents one transducer, e.g. amplifier or device that will be used in amplification circuit, how close to the
ultimate floor of thermal noise is, since the generic definition of NF is the ratio of noise S;, “seen” at transducer

input to the thermal noise Sy, of the signal source. Thus, NF is

S.
NF = SA in linear units, or NFyg =10dB og (NF) in logarithmic units. (226)
th
Since Sy, is always present at the transducer input, then S;,>Sy,, and the ideal, noiseless transducer, has NF=1 or
NFz=0dB. The real transducer “adds” noise with magnitude S;, .=Su(NF-1) as referred at its input. So, devices

and amplifiers with smaller NF are desired.

From this generic definition for NF, many other definitions are derived, in order to obtain expressions suitable
for particular application in physical analyses, device characterization and measurements, or design procedures.

Now we will present several of them.

Using the definition for spectral density for the power of the thermal noise, Sy, =4kT for the signal source and
Sin_rer=4kTi, rf for the input referred noise power of the amplifier, then the NF can be rewritten in terms of noise

temperatures in a straightforward manner as

Sin_ref +Sth _ Tin_ref

+1. (227)
Sth Sth T

The problem for electrical circuits, however, is the determination of Ty, f, since Ty, f does not follow directly
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from electrical parameters of the devices, as we have demonstrated above for shot noise. One can use eqs. (218)
and (219) to write in terms of electrical quantities for impedance and power spectrum density of voltage, Sy, and

gets

NF=Sin o Sv +Sva _4KTZ, Ry (228)
Sih Svin 4KTZ, R

where Ry=Z; is the resistance of the signal source, assumed with only thermal noise, but the transducer noise
impedance R,~Z, is usually different from its electrical input impedance, since the noise in the transducer is
added from other noise sources and mechanisms not necessarily related to the thermal noise in the input
electrical impedance.

Example. To illustrate this, we use the circuit in Figure 34 with nMOS transistor, which electrical resistance is
large at the input terminal (>1V/100pA=10G£2), while the noise resistance obtained from the last equation above
is finite and less than 1MQ, as estimated from the minimum NF later. We also address some issues with the fact
that the Noise Figure (NF), the Input Referred Noise (IRN=Sy below) and the Signal to Noise Ratio (SNR) are
different measures for the noise, and they are conditionally related each to other.

In the circuit of Figure 34, the MOS transistor operates in ohmic mode, having also electrostatic discharge (ESD)
protection diode, when acquiring from the signal source of resistance R; via a “cable” with capacitance C=10pF.
The 1/f noise of the nMOS transistor is modeled in terms of number fluctuation according to eq. (101) and the

white noise is taken as the channel thermal noise with spectral density [169, 174]
Svg grzrl =S, = 4kTg 4, white noise of MOS transistor in linear regime, (229)

according to eq. (219), where g=0Ip/0Vp=(W/L)uC,(Vs—Vr) is the channel conductance when
(Vc—V1)=1V>>Vp=0.1V, and no correction for excess noise due to short channel effects, body leakage, gate
induced or avalanche noise is made [174], since the channel length is large (L=1pum) and the drain voltage and
the frequency are low. The transistor and condition parameters relevant to the following calculations are given in

Figure 34. Also, both 1/f and channel noise are referred as noise voltage Sy, at gate terminal, and Sy, is shown

with checker-board patterned line in the left-hand plot of Figure 35.

The reverse (leakage) current Igsp of the ESD protection diode produces shot noise current with power spectrum

density 2qlgsp, which is converted into voltage noise at the input plane as SVSH: 2qIESDZS2, where the impedance

Z, of the circuit input node is obtained from 1/Z=1/R+j21tfC;. Since Z; is a function of the frequency f, then

Svgy, 1s frequency dependent, having a plateau Sy, = 2qlgspR> at low frequencies that scales with the resistance
R; of the signal source, and Sy sH is attenuated at high frequencies by [1+(2TfC;R;)?], as shown with thin lines in

the left-hand plot of Figure 35.
The thermal noise voltage 4kTR; of the signal source is at the signal plane “inside” the signal source, but it
appears attenuated at the input plane, by an attenuation factor of [1+(2TCR;)?] from signal plane to input plane

for the power of the signals. Therefore, the thermal noise at the input plane is SVTH:4kTRS/ [1+(21tC,R,)?], and
Sv, 18 shown with diagonal patterned lines in the left-hand plot of Figure 35 as the bottom boundaries of the
shaded areas, because Sy_ is the reference against which the noise figure NF is determined. According to the

generic definition in eq. (226), the noise figure is calculated from NF:SV/SVth:1+(SVG+SVSH)/SVths where the
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total noise Sy= (SVG"'SVSH"'SVth) is the sum of all noise contributions to the input plane, as “seen” at the input of

the amplifier (the gate terminal of the MOS transistor), and Sy is shown with thick black lines in the left-hand
plot of Figure 35 as the upper boundaries of the shaded areas. The shaded areas in this figure is the NF, and the
values for NF [converted in dB — see again eq. (226)] as function of frequency f and R, are given in Figure 35 on
the right-hand side by the contour plot, in which the dashed lines correspond to shaded areas in the left-hand plot
of Figure 35.
Increasing the signal source resistance R, several observations can be made in the in the left-hand plot of Figure
35, in which the noise spectra are shown for three values of signal source resistance R;={10kQ,1MQ,100MQ}.

- First, at low frequency, f<10Hz, the 1/f noise of the MOS transistor dominates in the total input noise
Sv, as along as R;<100MQ, and Sy is virtually unchanged, although NF decreases (shaded areas become smaller
at higher R;), because the reference thermal noise voltage increases. Thus, the reduction in NF at low frequencies
at high R does not imply reduction of noise, and since the noise level is constant, then the signal to noise ratio is
also unchanged. At R~200MQ, the thermal noise dominates in the total noise Sy at 10Hz, and NF reaches local
minimum, but Sy begins increasing with R,. At higher Ry, the shot noise takes over at low frequencies, and both
NF and Sy increase. For clarity in the figure, this situation is not shown.

- Second, at high frequency, £>100kHz, the total noise Sy changes a little with Ry, since the thermal
noise and shot noise are attenuated, owing to the low impedance of the parasitic capacitance C; at the input

plane. Thus, Sy is constant or even decreases with R, to the level of the white noise in Sy G of the transistor, but

NF increases, since the reference thermal noise is attenuated by approximately (21fRC;)2. While a constant

Sy~Sy, set by the noise of MOS transistor is similar to the first case at low frequency, the signal to noise ratio at

high frequency decreases with Ry, since any signal from the signal source is attenuated in the same proportion
(21tRC,)? as the thermal noise, which is different from the first case.

- Third, at medium frequencies of few kHz, the 1/f noise of MOS transistor is lower, and the thermal
noise Sy, from R, can reach levels above 1/f noise before being attenuated by the square of capacitance
conductance (2TlfCS)2. In this case, the input noise Sy~Svy, follows closely the thermal noise, Sy increases with
R,, while NF reaches minimum values. The global minimum is known as Minimum Noise Figure NF,;,, and it is
in the locus of the contour plot in the right-hand side of Figure 35. NF,;, is a conditional figure of merit, because
it depends on biasing, frequency and impedance Z;. The condition for Z; suggests noise impedance matching, at
which the noise from the transducer has the least relative contribution to the total noise, and NF,;, estimates this
contribution in comparison to the thermal noise. From the contour plot in the right-hand side of Figure 35, we
estimate NF;;,<1.02=0.1dB at R,=2MQ and f=10 kHz. Any deviation from these conditions increases NF, as
depicted in the contour plot in the right-hand side of Figure 35 with labeled arrows for the factors that cause
increase in NF. The substitution in eq. (228) with the values for NF,;, and the corresponding R, implies that the
noise resistance of the MOS transistor is R,<2MQx2%=40k€2, which is much lower than any electrical
impedance of the gate terminal of the transistor at 10kHz, e.g. the impedance 1/(21fC,)~20MQ for the gate

capacitance C,~0.8pF in the example.

Also, it should be noted again that the input referred noise level and SNR might be not at the optimum at the
conditions for NF;,, because the thermal noise also varies with the impedance Z of circuit at its input plane, the
low-frequency applications consider several frequency decades at low loading of signal source, thus do not care

for power matching between source and load, and the SNR usually is not determined in respect to thermal noise,
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since other types of noise dominate both in the signal source and in the amplifier. In RF applications, in contrast,
the thermal noise is dominant in signal sources, the frequency range is “narrow”, e.g. few to 30 percent around
the central frequency even in the so-called ultra wide band systems, the impedances are predetermined in a range
between 30Q2 and 600€2, usually close to the characteristic impedances of 50Q or 75€2, and the impedance
matching is very important in order to prevent from electromagnetic wave reflections, standing waves and to

obtain power gain at high frequency. Therefore, NF is convenient and of high importance for RF applications.

Definition of NF for RF applications. To meet the objectives mostly in applications such as low noise RF
preamplifiers, another definition for NF is derived from the generic definition of eq. (226). First of all, the
impedance matching between signal source impedance Z; and amplifier input impedance Z; are taken into accout
and the reference thermal noise power is not the full power 4kT, but the available power from the signal source
at matched condition Z=Z, ", where Z, is complex conjugated of Z; and the available thermal noise power from

the signal source is [196]

th,avbl — 4R - 4R
S N

=KkT, available thermal noise power from RF signal source, (230)

where R; is the real component of Z,, and the noise voltage from the source is divided by 2, that is equally,
between Z, and Z; at the matched condition Z=Z, . This reduction of reference power in RF noise figures to % of

thermal noise is clearly stated in [197], but rarely mentioned in recent publications.

So, some RF noise figures are, as following. The input referred noise figure is

S, S T
NE,, =Wl —j De —py e 231)
Sth,avbl kT T

where Si, .01 18 the noise in the amplifier being referred as available power from signal source, Se=Si, avb1=Sth.avbl
is the excess noise added from the amplifier, also referred as available power from signal source, and T.=S./k is
the equivalent excess noise temperature, corresponding to S.. The standard reference temperature T, is 290K,
and if the physical temperature is different, then a correction with ratio T/T, is made, as discussed in [197]. The
excess noise ratio ENR, for example for noise sources, is given in respect to T,, and
ENR=10dBxlog10(S/kT,)=10dBxlog10(T./290K).

Since S, .1 18 input referred (actually, source referred), it does not exist as a physical signal that can be
measured at the input of the amplifier. Therefore, one usually uses the output referred noise figure NF,,, which
is obtained from the input referred by multiplying the nominator an denominator of eq. (231) with the so-called

Transducer Power Gain Gy, and NF,,, is

GTSin,avbl — Sout — Sout
GtSth,avol  GTSthavel  GTKT

NF, = (232)
where S, is the measured noise power at the output of the amplifier, and GSy, .1 1S the reference value for the
output noise power that corresponds only to the thermal noise from signal source. The transducer power gain G
is the ratio of the power delivered to load with impedance Z; in the output of the amplifier to the power available
from the signal source with impedance Z at the input of the amplifier, and Gt can be obtained from S-parameter

measurements of the source, amplifier and load, according to
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SarF(1-[r J(1-Ir )

G = , (233)
(1=Sy1Mg 1 =Sply)- S12521rsrL|2

where Syi, Sio, o1, Sy, are the S-parameters of the amplifier, FS=(ZS—ZO*)/(ZS+ZO)="Sns” is the reflection

coefficient of the signal source (“S,,” of the source), FL=(ZL—ZO*)/(ZL+ZO)=“S11 " is the reflection coefficient of
the load at the output of the amplifier, all these measured with a network analyzer with characteristic impedance
Z,=Z, =50Q, for example. It is important to note that there are several noise figures for RF. For example, the
publications usually report minimum noise figure [175, 176, 177, 178, 179, 180, 181, 182, 183, 184, 185, 186,
187], which is bias-frequency dependent and for optimum impedance of the RF network for the lowest noise
figure. As mentioned above for the noise resistance, the earlier works [175, 176, 177, 178, 179, 180, 181, 182]
address the RF noise from the perspective of the general theory of RF networks, replicating impedance
mismatches in test setups with impedance tuners, while the later publications [183, 184, 185, 186, 187] relate the
RF noise closely to device parameters and circuit applications, involving also simpler test setups to obtain the
device noise parameters in cost-effective manner. The driving force for simplification of the RF noise analyses is
normally that the RF noise is just one of many other performances that one needs to investigate, e.g., during

reliability analyses by hot-carrier stress of RF amplifiers [198, 199].

We should also note that the optimum impedance for the minimum noise figure is neither the impedance Z, of
the network nor the impedance for maximum power gain. Thus, the noise figure of an amplifier or mixer in a
given RF application might be a lot larger (in the range 4-20 dB) compared to the minimum noise figure (in the

range from fraction to few dB) of the used transistors.

Signal to noise ratio. The most popular definition for noise figure is in terms of decrease of signal to noise ratio
(SNR) in the output of the amplifier, SNR,,, as compared to SNR;, at amplifier input, or precisely, SNR; in the
output of signal source. This form of NFsyg was historically first introduced [200] due to its clear meaning for
the practice, when the noise in the signal source is thermal, e.g. antenna of receiver. NFgygr can be obtained from
the generic definition for NF by assuming a signal with an arbitrary power level P provided from the signal
source and amplified to output power Pi=GtP;, on the load of the amplifier. Since the gain G1=P/P; is the same
also for the noise, then NFg\r is

NE _ Sin,avbl _ Ps/sth,avbl _ SNR{ SNR;,
SNR — -

Sth,aVbl (GTPS )/(GTSin,aVbl) B PL/Sout B SNRout .

Evidently, NFsyr does not explicitly state what is the reference noise power at the input, and one may carry out a

(234)

procedure for evaluation of NFgyg by measuring SNR first at the source plane and then at the output of amplifier.
Since NFsr is formally derived from the generic definition of NF, then one may decide that NFsyg=?=NF and to

substitute in the generic definition for NF in order to evaluate the input referred noise Sy, getting

S
SNR S 412]“]5 , for LF noise, or
220 = NFgg =?=NF=1+—Y_= G : (235)
SNR out Svin 1+ 2V.RE for RF noise

S

from which the power spectrum density of the input referred noise voltage Sy of the amplifier will be estimated
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as

_Sy.LF

Sy = _ SNRj,

or SV,RF = kTRs (1 - NF) =7= kTRs (1 - NFSNR ) = kTRS(l ] = SV,SNR . (236)

out

We put the question in the equations, because the equality is valid only if SNR;, is measured in respect to the
thermal noise, which is not possible in the practice directly, because the thermal noise is the ultimate noise floor,
and both the signal source and the measurement instrument for noise power are expected to have higher noise
levels. Consequently, Sy determined from NF is the correct, whereas Sy snr calculated from NFgyg has a value

different from Sy. This is because, taking reference noise level S,#kTR;, we have

PS
NR; S kTR
Sv,SNR = kTRs(l ‘S—m] =kTR¢| 1~ Grelf) =——5Sy #Sy, (237)
out T s ref

GT (Sref + SV)

and, since the signal source used to supply with the signal P has most likely noise S.t>Svu=kTR, then the use
of NFgnr will underestimate the actual value for the input referred noise of the amplifier under test with the ratio
SVth/ Sref-

FOMs for non-thermal sources of noise

In summary, the above discussion on noise temperature, noise resistance and NF implies that these are
conditional figures of merit that relate the noise to the thermal noise, and thus, they are applicable when the
origin of the noise in the signal source is thermal. There is a wide range of applications in the medium frequency
range, e.g. material characterization, ultrasound imaging and electronic identification tags (RFID), where these
figures of merit are essentially useful. The noise figure is particularly important for RF applications and
currently intensive research is undergoing to resolve many issues with matching and characterization
uncertainty. Furthermore, the thermal noise is dominant in the channel noise of MOS transistors, and therefore,
the figures of merit that use the thermal noise as the reference are important. However, when the origin of the
noise is not thermal, the above figures of merit are not very suitable. These are cases for BJT, reverse biased and
avalanche diodes and non-resistive leakages (due to tunneling in insulators, especially in SOI transistors), for
example, in which the shot noise is the major concern. As for the low-frequency range, the dominant noise is not
originating from thermal noise, both in signal sources and in the devices, and the input referred noise is usually
given with a pair Svq and Sq of equivalent voltage and current noise sources, respectively. For MOS transistors,

the input referred voltage noise is dominant, and it is given by Sve=Sv,, in most cases, as discussed earlier in

section IV.1. “Models and predictability”, while for BJT the input referred current noise is dominant, and it is

given by sleqzsIB, as discussed in details in section II1.3. “Crossover between different noise sources in BJT”.

Most of the input referred noise voltages are physically non-existing quantities that represent equivalently noise
sources inside the devices, while the most of input referred noise currents are actually fluctuations in biasing or
leakage currents and are physically existing quantities in the input terminal of the devices and circuits.

Interestingly, from the ratio Sy.y/Siq We can derive other figures of merit, R.q and Ty, given by

S Veq

Sv
s T RE, = R—eq =SieqReq = 2KTeq.- (238)
Ieq eq
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The significance of R, is that it determines whether the voltage or current input noise will dominate at particular
resistance R of signal source or circuit impedance. If R,<R.q, then the voltage noise is dominant, whereas if
R>R., then the current noise is dominant. At R&=R.,, both sources have equal contribution to the input referred
noise, which can be referred to equivalent noise temperature T, and equivalent power 4kT,, of the input referred
noise. By expressing in terms of voltage noise and using eq. (228), for example, we can relate to noise figure, as

2
NF=1+ Sv :1+SVeq +R§S1eq

Svih 4kTR ¢
2
2kT.,R., + R 2kT., /R
4KTR,
T R T min(T
PPN B L P R (eq):Nme
T | Ry Re T T

Taking into account that Syeq and Sy vary with the frequency, for example 1/f noise at low frequencies, the
significance of last line of expressions is the following. The left-hand expression shows that NF has a local
minimum when R=R(f), and the local minimum [1+T.(f)/T] is given with the second expression. For
illustration, consider again the contour plot in the right-hand side of Figure 35 for a frequency about 200Hz. At

low R=1kQ, the 1/f noise voltage SVG is dominant, but increasing R; to 1G€, the shot noise current 2qlggp takes

over. At R=R,~30MQ, the 1/f noise and the shot noise have equal contributions, NF reaches local minimum of
about 0.5dB=1.12, and since the curves are for room temperature, then T~300K and T.,(f=200Hz)~36K.
Increasing the frequency, the local minimum decreases, and for f~10kHz and Ri=2MQ, the global minimum for
NF=NF,,;,<0.1dB=1.02 is reached, which corresponds to min(T.,)<7K. This is given with the left-hand
expressions in eq. (239). In this way, we demonstrate that the ratio between voltage and current noise is related
to the noise resistance R.q and noise temperature T, by eq. (238), and at condition R=Rc,, the contribution of
voltage and current noise are equal, the noise figure has a minimum with value of (1+T,y/T), as given with eq.
(239).

Recalling that the original derivation for RF noise figure has extracted NF,;, from input referred voltage and
current noise sources [201], then NF;, should have similar meaning in the case of frequency dependent
impedances, as the discussed above for low frequencies. We did not find recent work that provides deep insight
on the physical significance of the four RF noise parameters NF,;,, r, and magnitude and angle of I, that

participate in the popular equation for RF noise figure

‘rs _ropt‘z

(11 Ji+ P

where at given frequency f, the RF noise figure NFgr has a minimum in respect to signal source matching Iy, or

2
NFRF = NFmin (ropt (f)) + 41‘n , (240)

= NFpin (Yope (1)) + E—“‘Ys ~ Yo
S

admittance Yy, and when the reflection coefficient Iy or admittance Y=G,+jB; of the signal source deviates
from [ o, or Yo, then NFgr increases with a “rate” given by the parameter r,=R,/Z,, or R,/G;, respectively. The
relation between power Y =Y;,* and noise matching Y=Y is still not well elaborated for implementation in

design procedures.
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Another issue for RF noise figure is that the reference noise is solely attributed to the real component R=1/G; of
the impedance of the signal source, and all reactances are assumed noiseless. This is somewhat in contradiction
with the general expression for thermal noise in eq. (218), which does not discriminate complex impedances and
suggests looking at the input signal plane not discriminating between source and load at it. Thus, along with the
many technical difficulties in measuring RF noise, some more general research is expected in near future, since
the RF applications reached maturity in millimeter wavelengths, and the reactances and distributed loss dominate
in these circuits, while the equation for noise uses lumped parameters. Again, the thermal noise is not dominant
in the low-frequency noise, and all figures of merit related to thermal noise are lacking of physical significance
from the perspective of non-linear device physics at low frequency. Therefore, other figures of merit are usually

used for low-frequency noise, and these are discussed next for MOS transistors.

1V.4.4. Physical figures — trap density, Hooge parameter, scattering parameter

For MOS transistors, three physical parameters are usually used as figures of merit for the 1/f noise. These are
oxide trap density N, for number fluctuation model, scattering parameter for models with correlated mobility
fluctuation and Hooge parameter 0y for uncorrelated mobility fluctuation and noise from contact resistance. The
physical significance and the issues that have arisen with these parameters were discussed in section IV.1.

“Models and predictability”. Here we mention that the most popular procedure to discriminate number and

uncorrelated mobility fluctuation is that in [156], which analyzes the behavior of normalized noise SID/ID2 against
the behavior of (gm/ID)2 versus bias. Consider eq. (88). If SID/IDZD(gm/ID)Z, then the 1/f noise in MOS transistor
can be referred as gate voltage noise Sy, with origin number fluctuation according to eq. (104), whereas, if
SID/ID2D(gm/ID), then the uncorrelated mobility fluctuation is in the origin of 1/f noise, since in strong inversion

(gn/Ip)01/(Vg—V1)U1/n is inversely proportional to number of carriers n.g in MOS channel, while both in

strong and in weak inversion regimes Ip[In.g, and so, SID/IDZDGH/neffDI/ID.

Obviously, the noise is referred to the gate terminal of MOS transistors, and when including the correlated

mobility fluctuation, the gate referred 1/f noise voltage to the first order of approximation is

2
Sv, :%(CLJ kT)\Wl\“[ﬂﬂ(% v ) +%(éjGWH(VG - V1), 241)
as follows from egs. (88), (90), (104), (120) and (121) for strong inversion regime of operation of MOS
transistor above threshold voltage Vr in linear mode, for example. The tunneling attenuation distance A and gate
capacitance per unit area C,, depend on the gate dielectric, and the mobility degradation coefficient 6 depends on
the electric field, but to the first order of approximation they can be taken constants for the purpose of
comparison in terms of figure of merit. Taking the values for silicon MOS transistor with SiO, gate insulator of

thickness t,=EOT and with permittivity 86:85i02:8.85><10'14F/cm tunneling attenuation distance A.=0.1nm, one

can rewrite the last equation as

2
1| qEOT kTA 1| qEOT
Svg :f{qge } { WIG}Nt[“e(VG -vr )P +f{geWI }GH(VG - Vr), (242)

where the quantities in the large brackets are taking care for device scaling, and N,, 6 and 0y can be used as

figures of merit, which have physical meaning of equivalent trap density, scattering parameter and Hooge
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parameter, respectively, for number fluctuation, correlated mobility fluctuation and uncorrelated mobility. Note
that, if the scattering parameter 0 is constant, then the correlated mobility results in quadratic dependence on gate
overdrive (Vg—Vr1), while the uncorrelated mobility suggests a linear dependence, if ay is bias independent. This
difference in the bias dependences is suggested in [156] as the criterion to discriminate correlated and
uncorrelated mobility fluctuations. Many publications suggest that the Coulomb scattering causes bias variation

of correlated mobility fluctuation, as discussed earlier by the help of egs. (116) to (138).

The figure of merit for the equivalent oxide density N; is shown in Figure 36. For nMOS transistors, the data are
collected from [22, 47, 48, 49, 50, 51, 72, 82, 88, 89, 90, 91, 92, 93, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104,
105, 106, 107, 108, 109, 110, 111, 112, 149, 145, 202, 203, 204, 205, 206] for silicon transistors and from [109,
155, 207] for transistors that use germanium in the structure, e.g. to provide strain in the lattice. For pMOS
transistors, the data are collected from [47, 52, 88, 94, 95, 96, 97, 100, 102, 104, 105, 109, 124, 125, 126, 128]
for silicon transistors and from [52, 57, 79, 109, 208] for SiGe and SiGeC pMOS transistors. The data are stored
in numerical form in [209]. While in the past, the uncorrelated mobility fluctuation was found to dominate in
pMOS transistors, later publications imply the opposite, when EOT<6nm. The second observation in Figure 36
is that there is a crossover for N; at EOT<4-5nm. In “thick” oxide transistors with EOT>4nm, the equivalent
oxide trap density is low with an average of N~10"cm™eV™", as shown by the right-hand histogram in Figure
36. In “thin” oxide transistors, however, N, (and thus, the 1/f noise) increases inversely with EOT with a steep
slope of m=2.5 in magnitude. The scattering in the data is large and the slope was estimated by adjusting the
symmetry in the left-hand histogram for the quantity NEOT™. Since the slope m>2, then the trend at low EOT
suggests that the 1/C,,2 scaling rule for 1/f noise is not followed anymore for transistors with high-k gate

dielectrics of high permittivity.

Many reasons for higher N, are suggested in the above references, e.g. larger tunneling attenuation distance A in
high-k dielectrics, non-uniformity of dielectric structure, and other. One of the other is the increased doping in
the channel of MOS transistor, which is necessary in order to compensate for drain induced barrier lowering.
The higher doping results in intensive Coulomb scattering at low bias, which effectively increases gate referred

1/f noise voltage at (Vg—V1)~0.1V, as discussed in section IV.3. “RTS noise in MOS transistors”. On the other

hand, this biasing condition is usually assumed for extraction of the value for N,, since the term 8(Vg—V1)<<1 is
assumed in eq. (242). However, as follows from eq. (138), the relative contribution of correlated mobility
fluctuation due to Coulomb scattering increases when the bias is reduced, and the figure-of-merit form in eq.
(242) may overestimate the oxide trap density. Interestingly, the slope of increase of N,at low EOT in Figure 36

is with value 0.5 higher than 2, which one can expect from the term for Coulomb scattering in eq. (138).

To avoid the Coulomb scattering effects, we have used in Figure 37 only data for high overdrive voltage
(Vg—V1)>0.3V. At this condition, one expects that the effective parameter 6 for correlated mobility fluctuation

reflects phonon and surface scattering, according to eqs. (136) and (137); and 0 is given by

C _
aH—2% withag ~107 Vs |
0= q OpCyy 0 —n—r (243)

' 4 EOT XN,
O HC ok, with g ~107Vs/C

depending on whether the electron charge q is included in the definition for the scattering parameter O, that is,

whether the number fluctuation model uses concentration n” of channel carriers or their charge concentration
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gxn’. In eq. (243), the gate oxide capacitance per unit area C,, suggests that 0L11/EOT, and according to eq.
(136), the carrier mobility u suggests 0L11/N,. None of these dependences can be observed in Figure 37 from the
published data in [47, 48, 49, 50, 51, 95, 100, 106, 149] for nMOS transistors, in [155] for strained on SiGe layer
and control nMOS transistors, in [47, 52, 88, 94, 95, 100, 105, 124, 126, 128] for pMOS transistors, and in [52,
57,79, 208] for SiGe and SiGeC pMOS transistors. The data are stored in numerical form in [209].

The above discussion clearly indicates that there are problems in the characterization of 1/f noise in terms of
physical figures of merit. One partial solution to the problems could be, if the expression for correlated mobility
fluctuation is split into two terms, one for Coulomb scattering at low bias and another for phonon and roughness

scattering at high bias. The resulting equation for the gate referred 1/f noise voltage is

2
1 KTA N 2 1 o
Svg :_(Cixj ¢ t[1+(9(:«/VG -Vr +8(Vg _VT)] +;{&j—“$(\% - Vr), (244)

but this equation has a problem when the parameter 6 associated with the Coulomb scattering dominates, since

the equation reduces to

2
1 q kT)\eNt 2 1 q Ay
S =— 0c(Vg = Vp )+—| — [—/—(Vg = V1), 245
Vg f(coxj WL ¢(Vg = Vr) fle,. WL( 6 ~Vr) (245)

and the correlated and uncorrelated mobility fluctuations cannot be discriminated experimentally, because they
have the same bias dependence. Nevertheless, both fluctuations in this case are mobility fluctuations and perhaps
it is not so critical to know their contributions separately. If this is acceptable, then one can define “apparent”
Hooge parameter Oyc from the parameter ¢ for correlated mobility fluctuation caused by Coulomb scattering by

the equation

2
KTA N Esi
aye = TN g2 :kTAeN{Lj with B =t [Cor < Ho 78102 (246)
Cox Hco HcoV 4 Hco V9EOT

for strong inversion regime, where the mobility p,=p can be regarded as the maximum value for carrier mobility

at low electric fields [57]. By taking typical values p=100cm?/Vs, pco=10%cm/Vs and Co=10"°F/cm? for

transistors with EOT~3.5nm, then 0:=2.5 V7, and 1/f noise due to Coulomb scattering dominates at
(Vg=V1)>0.16V, since 8-/ Vg — V1 >1. Therefore, egs. (245) and (246) are applicable for (V—V1)~0.2V,
and since kT=0.026eV and A.=0.1nm, then from eq. (246) we get 01c=2.6x10~* for N~10"8cm™e V1, the latter

taken from the trend in Figure 36 for EOT~3.5nm. Interestingly, while “apparent”, Oyc is in the range of
meaningful values for Hooge parameter, which shows one more time that there is a convergence between

different models for 1/f noise.

IV.4.5. Performance figures — RF to LFN

Denormalization rules for FOM. Syo

The mostly accepted performance figure of merit for 1/f noise in MOS transistor is FOMs, , itis related to the
gate referred voltage noise Sy, as given by eq. (106), and it originates from number fluctuation model. FOMs, .

is the power spectrum density of Syg at 1Hz in a transistor with gate area of 1um? and at low gate overdrive

86 of 286



voltage (Vgs-V1)=0.1V. FOM . takes into account the general scaling rule for reciprocal dependence between

noise level and device active area, given by eq. (14), and therefore allows for examination other factors and
scaling rules that impact the 1/f noise and for comparisons between devices, technologies and so on, as has been

illustrated in Figure 20 and Figure 22. The details related to FOMs, - are discussed in section IV.1. “Models and
predictability”. Here, we briefly give the denormalization rules for FOMs, . by the help of the following
equation

2
G f

Sy andSy =Sy, glzn , at specified bias condition for FOMs, .. (247)

Note that the bias dependence of the noise is neglected in FOMg,, . at an assumption that the bias dependence of

the noise in relative units is similar in different MOS transistors, and also, it is assumed that the only one size
dependence is the scaling rule with the reciprocal of the area of otherwise identical devices and the noise is
exactly 1/f. Evidently from the discussions in preceding sections, the bias, frequency and size dependences vary
several decades, and the models are devoted to capture these dependences. There are many issues when

denormalizing FOMs, . with bias and when the noise is not 1/f. Therefore, FOMs, , is just a helpful figure of

merit with significance for general comparisons, while, in practice, the actual realization of the low-frequency

noise in particular MOS transistor and circuit made of it will be different from FOMs, ..

Corner frequency f. between flicker (1/f) noise and white noise (FOM;.)

Other figure of merit is the corner frequency f. between flicker (1/f) noise and white noise, which we denote here
as FOM¢=f.. FOM, is used often in the practice in the fields of electronic oscillators, frequency converters and
sampling systems, because of two reasons. First, the design equations are given in terms of f., and second, the
white noise in MOS transistors follows very closely the theoretical derivations made on assumption for channel

thermal noise. The power spectrum density of the channel thermal noise is given by [169, 174]

\\
Svg.wh glzn =Siy,wh = 4kT{r MC ox (VG -Vt )} , MOS transistor white noise in linear regime,  (248)

2W
= 4kT[§ T MC ox (VG -Vt )} , MOS transistor white noise in saturation regime, (249)
=2qlp, MOS transistor white noise in sub-threshold regime, (250)

where SID,Wh is the white noise in drain current, Sy Gvh is the gate referred voltage white noise, which is “coupled”

back for convenience via the transconductance g, according to eq. (1). These equations are for long-channel
approximation, and one usually applies multiplicative correction factor y for excess noise due to short channel
effects, body leakage, gate induced or avalanche noise [174], but we omit it for clarity in analyses of low-
frequency noise, since the variations in flicker noise are much larger than y, while y plays essential role in RF

range.
We rewrite eqs. (248), (249) and (250) in terms of gate referred voltage white noise SVG,Wh: SID,Wh/ 2.2, because
we have the expressions for the gate referred flicker noise Sy, in previous sections, e.g., eq. (241) above. The

resulting equations for Sy w are
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:in linear mode g, = %IJCOXVD . So

S 4kT L (Vg -V
SVG .wh = Ip.wh = — ( G T) , MOS transistor white noise in linear regime, 251

g %1 HCox W V]%

W
in saturation mode g, = T MC o« (VG - Vp ) . So

_24T L1
ol 3 e, w(ve - vy)

, MOS transistor white noise in saturation regime, (252)

, Ip _Ip
in sub-threshold mode g,,, =———=—".So
kT/q ¢,
_2q(KTY _2q 0 1MT L ]
ot 1 D q 1 D t 4 /'Icox w

, white noise in sub-threshold regime, (253)
@ exp(v‘; —Vr ]
’ 9

' Vg -V
when using Iy = THCOX (ZG )¢t2 exp(%] for the MOS transistor current in sub-threshold regime
aody

[p.177 in 169] with a=1 by neglecting depletion capacitance — see eq. (186).

The corner frequency FOM;=f. between flicker noise SVG and white noise Sy Gvh is defined obviously as the
frequency at which SVG: Sv v because at f<f, the flicker noise dominates Sy G in the power spectrum density of
the noise, while SVG,Wh dominates at £>f.. To obtain expressions for FOM.=f., we use the last three eqgs. (251),
(252) and (253) for the white noise Sy Gvh in different regimes of operation of MOS transistor, and the

components for the 1/f noise Sy, for different noise mechanisms in eq. (241).

- In sub-threshold regime, we use the number fluctuation model An for the flicker noise Sy & and FOMg,

is found using eq. (253) for the white noise SVG,Wh, as

2
KTAN
Svg =i( q j (14T L ! =Sy, wh» An in sub-threshold. (254)
f.(Cox ) WL 4pCyy W¢ exp{VG —VTJ
t
]
Vg -V
An 2AN ¢texl{ G¢ TJ v
FOM; =f, =3 270 ———=0 exp(—Gj Olp. (255)
“IVg <Vt Cox L by

- When using eq. (252) for the white noise Sy in saturation regime above threshold, the number

fluctuation An for the flicker noise SVG results in FOMg., given by
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2 -
An_fczéq )\Ntu(VG VT)

clsat 8 Coy 12 0(Vg =Vr)OyIp . (256)

FOM;

At high gate bias, the correlated mobility fluctuation Au>An dominates when 8(Vg—Vr)>1, then
[14+06(VG—V1)]*=02(V5—V1)?, and FOM, is given by

(VG -V )3 Ulp \/E , if @=constant. (257)

Consequently, using eq. (251) for the white noise SVG,Wh in linear (ohmic) regime above threshold, Vp<<(Vg-

V1), the number fluctuation An for the flicker noise SVG results in FOMg,, given by

FOM;

) (258)
¢ lin

A _ _1g°AN, \ . v 013
T4 Cox 12V -Vp)  (W(Ve -Vr)OVIp
the correlated mobility fluctuation Ap>An at high gate bias, when 0(Vg—V1)>1, results in
2 2
_1a"AN, e2H(VG - Vo)V 0 V3 O1p
4 Cox L? (Vg -vr)O1p

and the uncorrelated mobility fluctuation (represented by Hooge parameter Oy), or the Coulomb scattering noise

, if O=constant, (259)

represented with its “apparent” Hooge parameter ayc at 84/ Vg — V1 >1, see eq. (246), results in

Vi

JVg -Vp) >
Hooge, or Coulombat 8¢/(Vg = V) >1_ = 1 ay :
L

FOM Ov3 0O13. (260)

C

Evidently from the above eqs. (255), (256), (257), (258), (259) and (260), the corner frequency f. between flicker
noise and white noise, taken as FOMg,, has different behaviors in different regimes of operation and by different
dominating noise mechanisms in MOS transistors. These are illustrated in Figure 38. Nevertheless, there are
scaling rules for FOM., which can be deduced from the equations. These rules are FOM.[JAN/C,; FOM.Ooy;
FOM, 0 6%, FOM.Ou; FOM[11/L2, but FOM, is independent of channel width W. The first and second rules
imply that FOM. scales with the parameters for flicker noise. The third and fourth rules imply that FOM. is
sensitive to scattering and mobility. The last rule FOM[J1/L2, is very important for the practice, because it
implies that the corner frequency increases in short channel transistors used in RF and high speed applications,
and in this way limits the noise performance of these applications, e.g. phase noise in oscillators.

While the above egs. (255), (256), (257), (258), (259) and (260) provide insights for the scaling rules, they are

not in a very compact form for rapid evaluation of FOM¢.. The more general form for FOMy, is

FOM

AT gt WL 4kT Ag

sat

FOM;_=mf Sy, (f)

where Sy (f) is the gate referred flicker noise at frequency f, FOMs, = WL f Sy (f) is the mostly accepted figure

of merit for flicker noise, see before eq. (247) in the beginning of this section, the parameter m depends on the
regime of operation of MOS transistor, m=1 in linear mode, m=1.5 in saturation regime above threshold, and

m=2 in saturation regime below threshold, g, . is transconductance in saturation regime (both above or below
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threshold), and the ratio g,/gm .=A/As, is a factor which shows what portion of the available gain in saturation
regime is used when the transistor is operating in linear mode, and g,/gu s.=Vp/(Vc—Vr) in linear mode.
Normally, one uses saturation regime of operation in order to obtain maximum gain from the transistor, thus,
En=Emsa aNd A=A, and the last term is taken equal to one. Interestingly, since 4kT/g,, can be regarded as
“thermal noise voltage in transconductance”, then FOMy. evaluates the flicker noise at 1Hz in ratio to this
equivalent “thermal noise in g,,”, which is difficult to justify physically.

Note for the above eq. (261) that fSy G(f):FOMSV G/WL is constant only for the case of pure number fluctuation, a
very rare case nowadays, while for cases of mobility fluctuations, both correlated and uncorrelated, Sy, depends

also on the bias, and FOM¢, will capture only the order of magnitude for the corner frequency f,, but not the
exact value of f.. Again, FOM. is a figure of merit, but not a model. Also, eq. (261) implies that lower corner
frequency between flicker noise and thermal noise can be achieved in larger-area MOS transistors when keeping
the aspect ratio W/L unchanged, and thus g,~=constant, but this trades off with the high frequency performance
of the transistor, e.g. lowering the transit frequency according to eq. (264) below, since the gate capacitance
C,=C,<WL increases with the channel area WL.

Figure of merit FOM; ;. =f/fr

An important observation can be made in eq. (261): the LF noise corner frequency f. between flicker noise and
white noise increases with the transistor gain represented by g, in the equation. Since g, is also participating in
the expressions for high frequency performance of the MOS transistor, one can relate the noise corner frequency
f. to cut-off high frequencies, such as the transit frequency fr, at which the current gain is decreasing to unity.

The ratio f./fr is a useful figure of merit FOMfC/fTEfC/fT for comparison of flicker noise performance to the RF

performance and was introduced for BJTs [210] by

I
fr q B

where, as discussed by eq. (15) in the beginning of section III. “Noise in BJT”, A, is the emitter area, K is the

f T[AE XKF
FOMfC /fT |BJT = —(

C
TJc +¢tA_B], (262)
E

1/f noise coefficient of the transistor in the SPICE flicker noise model, AgXKg=constant is a figure of merit
FOM;s ,=FOMg . for 1/f noise in BJT from a given technology. The other parameters in the equation are
collector current density Jc=Ic/Ag, current gain of BJT at low frequencies B=I¢/Ig, transit time T, for the carriers
injected from emitter junction to reach the collector junction, and total capacitance of the base Cg with diffusion,
barrier and other components in Cg. The above eq. (262) is for the case of base-referred current noise, when the

1/f noise SIB and shot noise 2qlp in the base are considered, and the shot noise of the collector current is

neglected. Since the shot noise in the collector current is a sum of collector current shot noise and the coupled

shot noise from the base current, then the white noise Sy, in the collector current given by

S1e.wh =24lc +B*2qlp =2ql¢(1+P). (263)

and 3—B+1 in eq. (262), when collector shot noise is added. Evidently, the white noise increases with current
gain 3 of BJT.

There are some issues with the above FOM when the flicker noise is not quadratic function of collector current

[210], or the flicker noise has frequency slope different from 1/f, and that the improvement of FOM ¢ at higher
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B is at the price of higher white noise in the collector current, but not due to lower level of flicker noise.
Nevertheless, eq. (262) suggests that the rise of the bias level to Jc corresponding to maximum transit frequency
fr is in tradeoff with low-frequency noise performance, since the corner frequency f. between flicker noise and
white noise increases faster and f. becomes closer to fr, which is observed experimentally for BJT, as shown in
the bottom half of Figure 39 and reported previously in [29], with data from [211, 212, 213].

Now we construct the corresponding figure of merit FOMfC,fTEfC/fT for the ratio of the corner frequency f.

between flicker noise and white noise to transit frequency fr in MOS transistors. At a given AC gate voltage v,
the input AC gate current is i;,=v,2nfC, and the output (short circuit) AC drain current is iou=V,gm, Where C, is
the total capacitance seen in the gate terminal and we assume that the frequency f is not very high, so that the
current through gate-drain capacitance Cyq is negligible, that is, vogm>>v2nfCqq. So, the current gain is
Tou/lin=gm/(2nfC,) and it decreases with increasing the frequency. The extrapolation of this frequency dependence

to i, /iy=1 gives the transit frequency fr, given by [p.501 in 169]

- &m _ €m
2nC, 2mC, WL

fr (264)

where a good estimate for the gate capacitance is C,=C, WL, as discussed in [p.501 in 169]. Considering also

the saturation in the carrier velocity, Vear~10"cm/s in silicon [p.280 in 169], we get

1 _2MC, WL 21 _ 2T[COXWL(1+ gm ) _ ZTCOXWL{“_ HEy (VG,VD)}
fr gm Vsat gm Cox Wy gm Vsatl ’

(265)

where the function Fy represents the bias voltages, Fy<2@, in weak inversion, Fy~Vp in linear regime and
Fy=max=(Vs—Vr) in saturation regime. Provided that u<200cm?/Vs and (Vg—V1)<1V in technology nodes
below 100nm, then pFy/v,~200nm.

In the next step, we multiply egs. (261) and (265), and obtain FOM , =f./fr for the ratio of the corner frequency

f. between flicker noise and white noise to transit frequency fr in MOS transistors, as

WLf Sy, (f)C g

OoX

f
FOMfC /fT |MOS = é = {ZT[m(l + gm J:I

Cox WVgat 4KT €m,sat
WL Sy (f)
< [mn(l + 200nmﬂ Vo ¢ Em : (266)
L 4KT m,sat
FOM
=m, Sva Cox €m
4kT €m,sat

where m, g./gm s and FOMSVG: WL f SvG(f) are following from FOMfCEfC, as explained by eq. (261), and the
parameter m; depends on biasing and channel length of the MOS transistor, as following.

For operation in linear regime, /gm«=Vp/(Vc—Vr1), gn is low, m=1, and m,;=2n~6. Therefore
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¢ WLfSy. (f)
FOM; ;.| =-C =2m Vo M, —Em
o/fr | lin = ar
T m,sat 267)
.._6FOMSVG Vb

C
4kT (Vg - V)

For operation in saturation regime, gm=gm sa=(W/L)UCox(V6—V 1), n 1s high in short channel transistors, m=1.5,
and m;=3n(1+200nm/L). Therefore

- WL f Sy . (f)
FOM¢ [f1| sat =f_C=3 1+M(VG VT) Y6 Cox
c/°T f VgL 4kT
FOM (268)
<ol 1+ 200nm Svag .
4kT
For operation in sub-threshold regime, g,~gm s 1S low, m=2, and m;=4n~12. Therefore
. WL Sy G ()
FOl\/Ifc /fT Vi <Vq = f_ = 4T[—4kT COX
T (269)
~1> FOMSVG

4kT
From the above equations, in contrast to BJT, it is clear that there no unique form for FOMfC,fTEfC/fT that is valid

for all regions of operation of MOS transistors, and that the bias dependence enters FOM via gate referred flicker
noise, and thus, it is dependent on the dominant 1/f noise mechanism. Nevertheless, taking only saturation
regimes both above and below threshold, which are of practical interest, and denoting with g, n.x the maximum

available transconductance at high (Vg—V1)~1V, one can use for comparisons the following expressions

WL S f,V
/fr[Vp>(Vg-vr) " g, Cox WVeat 4KT
FOM
<19 1+2000M _ &m SVG_ ¢ with g max = HC oy IV, 270)
€m, max 4kT L
FOMg
= 12—VGCOX , for long channel, L > 500nm

4KT
The last line of eq. (270) suggests that there is a proportionality between and f.Ofrg,Ulp, since f./fr=constant,
if FOM;, . is constant, which is deduced in [136], but it was not explicitly supported with measured data.
However, note that fSy G(f,VG)~FOM5V G/W L is constant only for the case of pure number fluctuation, a very rare
case nowadays. Also, as shown by the curve labeled with An in Figure 39, in short channel transistors FOM

increases at higher biasing even for the pure number fluctuation, owing to saturation in the carrier velocity.
Furthermore, the correlated mobility fluctuation degrades strongly the ratio f./fr, as shown by curves labeled
with Ap and Apc in Figure 39 for phonon and screened Coulomb scattering, respectively, at rates [I(Vg—V1)? for
Ap and O(Vg—Vr7) for Apc, when increasing the gate bias, and these rates are reinforced by 1/L dependence

caused by saturation in carrier velocity.
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The use of low-frequency model with realistic values for scattering coefficients given in the caption of Figure 39
implies that the flicker noise enters the region of high frequency and high speed operation of the MOS
transistors, since the combination of all components given by the curve labeled with An—Apc—Ap in Figure 39
suggests f./fr=1%-30% when the MOS transistor is biased above threshold voltage Vr in a regime of strong
inversion. This occurrence of 1/f noise close to fr can cause many difficulties in the RF applications of MOS
transistors. Unfortunately, and in contrast to the research on BJT, there is no publication for MOS transistors,
which reports f. and fr simultaneously from measurements, which is needed to verify whether the extrapolation
of low-frequency noise over many decades is accurate for the practice. The recalculation of the partially
available data [86, 102, 105, 136, 214] is shown with symbols in Figure 39 and the recalculation uses the
equations deduced in this section. The recalculated data suggest the same range for f./fr predicted by using eq.

(270) for FOM . and taking typical values for the parameters related to low-frequency noise in MOS transistor.
However, different trend in the bias dependence of FOM . is observed from the reported data, as compared to

the bias dependence deduced from (270). The trend is shown in Figure 39 with a thick gray line denoted by a
question mark. This is an issue for the understanding of FOMfC,fT. Interestingly, since 4kT/(WL2nfC,,) can be

regarded as “thermal noise voltage in gate capacitance conductance”, then FOM;  evaluates the flicker noise at

1Hz in ratio to this equivalent “thermal noise in gate capacitance WLC,,”, a relation which is also difficult to
justify physically.

Look again at Figure 39 below the diagonal-patterned area, which separates MOS from BJTs. While it is clear
that the ratio f/fr in BJT and HBT increases with the bias level, f./ft is much lower than FOMfC,fT in MOS

transistors. Nevertheless, FOMfC,fT is independent of the device size both for MOS transistors and BJT.

V. Noise in advanced Si-based transistors

Silicon takes the major place in semiconductor technologies, owing to low leakage in silicon-based devices at
room temperatures and excellent lattice quality when silicon monocrystals are grown, accompanied with
mechanically and chemically stable silicon oxides for low leakage surface passivation and with low trap density
for gate insulators. However, the downscaling of microelectronic devices for larger integration and the
requirements to speedup the devices reached the limits for mobility of carriers in silicon. The body bias became
an option to boost the performance of the MOS transistors. Also, the mobility is related to band structure of the
semiconductor and the so-called “band engineering” is employed to enhance the mobility in silicon based layers.

The low-frequency noise in these devices is discussed next.

V.1. Noise in SiGe, stacked gate and strained transistors — higher performance, but higher noise too

The band engineering takes two approaches simultaneously. One is to introduce strain or compress the silicon
lattice, which modifies the electron and hole mobility. The second is to use silicon alloys with materials, which
have higher mobility. Germanium (Ge) has been re-introduced in silicon devices [215], because Ge has higher
electron and hole mobility, as compared to Si, the methods for addition of Ge in Si are compatible with silicon
processing, Ge and Si have similar covalent bonding in monocrystal lattices, and Ge also induces strain when
alloyed with silicon, which can be relaxed by using carbon, if necessary. Currently, SiGe heterojunction bipolar
transistors (HBTs) are in the main stream of high-speed bipolar semiconductor technologies, SiGe HBTs are
introduced in some CMOS technologies for RF applications [216, 217, 218], and SiGe MOS devices are also in
a phase of intensive development [219, 220, 221, 222, 223].
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V.1.1. Observations in SiGe HBTs

While it is well established that SiGe devices are faster than Si counterparts, the low-frequency noise
performance of these devices is addressed widely and results from [33, 34, 35, 36, 37, 60, 81, 212, 224, 225] for
1/f noise in SiGe HBTs are shown in Figure 40 in terms of the SPICE parameter Ke=fxS; /Ig?, defined by eq.

(15). The data are stored in numerical form in [226]. The larger symbols in Figure 40 correspond to SiGe HBTs,
and for the purpose of comparison, the smaller symbols and trends are for Si BJTs, as given earlier by Figure 2
and Figure 14. As seen in Figure 40, the 1/f noise in SiGe HBTs remains in the range observed in Si BJTs, and

therefore, we did not discriminate SiGe HBTs from Si BJT in section III. “Noise in BJT”.

The addition of Ge in the base of bipolar transistors has some processing issues [225] and difficulties to obtain
uniform current flow in the base of the transistor [35], especially in proximity of trench isolation and small
polysilicon emitter overlap [37], which may cause increased 1/f and RTS noise in small-area BJT [227]. This is
illustrated in Figure 41. In the left-hand plot, as shown with thick lines by data from [224, 225] for npn SiGe
HBTSs, when changing the Ge content, but keeping other processing, bias and layout factors similar, the 1/f noise
coefficient Kr normalized with the emitter area, see eq. (15), does not change significantly, and, it seems, that Ge
improves the low-frequency performance of npn HBTs by approximately 20%-30% (~1-2dB), but the noise
remains in the range observed in Si BJTs, as seen in the previous Figure 40. On the other hand, changing the
epitaxial growth temperature or annealing temperatures (vertical lines in left-hand plot of Figure 41 with data
from [35, 225]), the noise changes 1-2 decades. In the right-hand plot Figure 41, aggregated data are given for
SiGe HBTs with different sizes and biasing levels from [33, 34, 36, 37, 60, 81, 212, 224], showing that the 1/f
noise does not scale with the maximum transit frequency fr of the technology nodes in a regular manner. Rather,
other factors, such as aforementioned bias, layout (especially proximity of trench isolation and polysilicon
emitter overlap), SOI, annealing, etc., impact the 1/f noise in HBTs.

While overall Ge does not impact the noise in SiGe HBTs, the addition of carbon (C) to the SiGe semiconductor
does improves the KF:fXSIB/IB2 in SiGeC HBTs, with (AgXKg)aye= 1.25x10_10pm2, 16.5dB below the range for
npn SiGe HBTs (data shown with (m) in Figure 40 and taken from [40, 64, 65, 228, 229, 230]). Also, as observed
in [64], SiGeC HBTs have a much lower noise response compared with the HBTs from other technologies.

On the other side, the addition of Ge in the channel increases the flicker noise in SiGe MOS transistors. This
increase was illustrated by the triangles in the bottom-left plot of Figure 22 earlier in section IV.1. “Models and
predictability”, since the triangles are in the upper half of the noise distribution, above the trend for the noise in
MOS transistors. In the same figure, we observed that the noise is not increased in MOS transistors with channel

of silicon strained on SiGe layers.

V.1.2. Observations in SiGe MOS transistors

To get insight on how Ge affects the noise in SiGe MOS transistors, we arrange the data from [48, 52, 57, 79,
109, 139, 155, 207, 208, 231] in several data series (a), (b) ... (h) shown in Figure 42, for the oxide trap density

Ni, which is proportional to the level of the input referred 1/f noise voltage Sy, according to eqs. (104) and

(241) based on the number fluctuation model for 1/f noise. Data (a) are for pMOS transistors with channel of
ternary SiGeC alloy, in which N, increases with increasing the content of carbon in the alloy, and it is higher
than N; in MOSFET made of pure silicon. This implies that the crystallinity in compound IV semiconductors is

not as good as that of pure silicon or the quality of the cap layer degrades when it is grown on the top of the
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ternary SiGeC alloy.

Data (b) and (d) are for silicon nMOS and pMOS transistors, in which an increase of noise and N, is observed
when using nitridation of silicon oxide dielectric in order to increase the gate breakdown voltage. Data (c) are
from the attempts to increase the oxide capacitance using high-k dielectrics in Si nMOS transistors, which are
accompanied also with increase of noise and the corresponding values for N,. Data (b), (c) and (d) imply that a

departure from Si0O, in gate dielectrics causes increase of 1/f noise.

Data (e) are from several publications, which reported variation of 1/f noise when changing the MOS channel
alloy from Si to SiGe, then using high-k dielectrics in the gate stack in transistors with SiGe alloy in the channel,
followed by semiconductor-on-insulator (SOI) structures based on Si and on Ge. The reported values for N;

increased in this order of increasing complexity of the MOS structures.

Data (f) are from a research, in which annealing after complete fabrication of SiGe MOS transistor was carried
out. The post-annealing with inert Argon gas reduced N,, while the post-annealing with water vapor increased N,

owing to removal or adding of oxide traps, respectively.

Overall, data (a) to (f) imply that there is an increase of the 1/f noise when using composite materials either for
semiconductor or insulator, or adding non-uniformity in the transistor structure, which, perhaps, degrades the
lattice quality in the regions related to the current transport in MOS transistor, e.g. conductive region of the
channel and semiconductor-dielectric interface. These observations are cumulatively established, since the
introduction of interfacial layer (~0.8—1.2nm) of SiO, between semiconductor and high-k dielectric [49, 50, 92,
99, 100], as well as the insertion of Si cap layers (~2—8nm) on the top of SiGe conduction channel [231, 232]
usually result in lower noise, perhaps due to smoother transition between different materials and reduced density
of point defects at the interfaces. This is further confirmed by using the strained Si cap layer as the conductive

channel rather than the SiGe layer.

Since the Si lattice on the top of a SiGe layer is strained, then the electron mobility in Si can be increased, but
the lattice quality of strained Si and the uniformity of SiO, grown on the top of Si layer are well preserved.
Consequently, as shown with data (h) in Figure 42, the noise in nMOS transistors with strained Si channel is
only slightly higher than the noise in “regular, control” MOS transistors with unstrained silicon, given by data

(g), respectively.

It is interesting to mention that the way of introducing the strain in Si transistors is important for the 1/f noise. If
the strain is applied from a region which does not participate in the current transport, then there is virtually no
change in the 1/f noise. This has been demonstrated in [126], where a Si;N, layer on the top of the gate for
compression of Si layer below the gate (and enhancement of the hole mobility in pMOS transistors) did not
increase the noise, while the use of SiGe for drain and source, which also compress the silicon in the channel,
resulted in increase of the noise, because the SiGe regions participate in the path of the current flow and the out-
diffusion of Ge toward the channel is possible during device processing. For locally strained devices like the
above pMOS transistors [126] or small area MOS transistors, the strained Si layer does not introduce additional
noise, since the point defects are few in the small devices. In larger-sized MOS transistors, however, threading
dislocations in the strained layer are statistically occurring, and the noise can increase. The areal dependence of
this increase was modeled in [82] using Poisson distribution for the extra traps in the dislocations and geometric
averaging. This one more time confirms that the increase of the noise in SiGe and strained-Si MOS transistors is

due to material defects in the path of the current transport, but it is not a fundamental material property of SiGe
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alloys and strained Si lattices, which is somehow in contrast to the explanations in [127] for the effect of the

mechanical stress from shallow trench isolation in pMOS transistors.

V.1.3. Modeling the 1/f noise in SiGe MOS transistors

Although the above observations are well established experimentally, the modeling and the understanding of the
physics behind the 1/f noise in SiGe MOS transistors are still not very certain. In most cases, the 1/f noise
models for silicon transistors are used, c.f. portion or the whole eq. (241), with some enhancements for Hooge
noise from drain and source contact regions [208] and modifications in the correlated mobility term, splitting it
into two parts for screened Coulomb and phonon scattering [52, 57]. For the case of SiGe channel and Si cap
layer on the top of it, it is suggested in [232] to use current partitioning between the potential well in SiGe at the
Si interface and the well in Si at gate oxide. This partitioning can be lumped formally into two transistors, one in
SiGe layer and another in the Si cap layer, which are driven by the same flat-band noise voltage Sgg. The

resulting equations are

2
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where Sgg is the same as for Si MOS transistors and given by eq. (109), the total noise Sy in the drain current is
a sum of correlated number-mobility fluctuation SID,An—Au and Hooge noise SID,HOOge, o, is the scattering parameter

given by eqs. (127) and (136), C, is the gate oxide capacitance per unit area, and the parameter R~0.1-0.2 is
taking into account the remote interaction between SiGe layer and oxide traps, separated by the Si cap layer.
The other parameters are respectively for Si cap layer and SiGe channel, and they are transconductances g, s;
and g, sice, carrier mobilities pg; and pgice, Hooge parameters oy s; and oy sige, DC currents Ip s; and Ip sige, and
total number of carriers ng; and ng;c. in the corresponding layer. It has been shown in [232] that this model can
produce non-monotonic dependences for the noise levels as function of bias, thickness of cap layer and Ge

content in the SiGe layer.

However, the above equations assume that the Si and SiGe parts of the transistor conduct independently by
neglecting the charge transfer between the two potential wells, which occurs when the transistor is operating in
saturation regime well above the threshold in strong inversion, and the charge from Si layer at the source side is
transferred into SiGe well along the channel length in the region close to pinch off point. Furthermore, the model
requires a precise knowledge for the structure, e.g. layers’ thicknesses, concentrations, mobility, etc., which are
not always available, and the correct partitioning can be done only after numerical simulation of the structure by
using a semiconductor simulator. The issue with this noise model for SiGe MOS transistors, in fact, is that there

is no mature characterization technique which can obtain the model parameters with unique values.

V.2. Forward body bias in MOS transistors — not a panacea, but it helps

In many circuit applications, especially in low-voltage circuits, the potential of the body and source of MOS

transistors are different. Examples are dynamic threshold configurations [233, 234, 235], in which the body and
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gate of the MOS transistor are tied together in order to obtain higher transconductance, differential amplifiers,
when the transistor pair and biasing current source are in one well or in the substrate, or the body of the MOS
transistor is used as input [236, 237, 238], cross-coupled pairs for oscillators [239, 240], in which the body is
used for tuning of the oscillation. Different approaches for power management in digital circuits [241, 242, 243,
244] also use the body bias as a control to bring inactive portions of the circuit in sleep mode, applying reverse
body—source voltage Vgs, or applying forward Vpgs to accelerate the circuit in active mode and at low supply

voltages.

The low-frequency noise in MOS transistors, however, is sensitive to the body biasing, as illustrated in Figure 43
with data from [245] for a pMOS transistor from 0.18um technology. In the left-hand plots, the data for several
quantities, which represent the 1/f noise at 1Hz, are shown at different body—source bias voltages Vgs, varying
also gate bias voltage Vg, and at unchanged drain bias voltage Vp=0.6V. The different Vgg are from -0.6V
(reverse) to +0.6V (forward). Reverse or forward body bias is in respect to the direction for conduction of the
body-source p—n junction. The quantities DC drain current Ip, small signal transconductance g, and their ratio
in the horizontal axes are obtained from I-V curves of the transfer characteristics. The insets in the figures show
that the these quantities depend on the gate overdrive (Vg—Vr), thus on carrier concentration n’J(Vs—Vr) in the
transistor channel, since the values for I and g, (and their ratio, consequently) overlap when Vgg was varied,

but (Vg—Vr) is kept constant.

In similar manner, the effect of body biasing on 1/f noise in one nMOS transistor was attempted to be explained
in terms of carrier density n’ in [51], but measured data at only one constant gate bias were reported in this
publication. However, the case is different for the low-frequency noise, as one can see from the data series for
the noise in Figure 43. In particular, the 1/f noise is not a unique function of areal carrier density n’ in the
channel, because at given values for the quantities in the horizontal axes, and therefore constant n’ as follows
from above discussion, the noise decreases by a transition from high gate bias and reverse body bias toward low
gate bias and forward body bias. This transition indicates a decrease of noise when the current flow is moved
from the semiconductor-dielectric interface (surface channel at reverse body bias and high gate bias) toward the
bulk of the semiconductor (buried channel conduction at forward body bias and low gate bias). Such transition in
more pronounced form (from An noise at surface MOS channel to Hooge noise in the bulk JFET channel) is

observed in [246] for a MOS-JFET SOI structure with gates around the conduction body. Further discussion on

the crossover from surface to bulk noise is given section VI. “Noise in advanced transistor structures”.

As follows from the above observations, there is an issue related with the body biasing of MOS transistors. The
problem is that all the flicker noise models are derived at the assumption for surface conduction and charge sheet
approximation for channel, and the noise models allow for bias variation only of the areal concentration n’ of
charge carriers in the MOS transistor channel. Consequently, the noise parameters, either in number fluctuation
or mobility fluctuation models, have to be varied with the body bias Vgs. Therefore, the compact noise models
used for computer simulations are unable to reproduce effects related to the depth of the channel and the
simulations of some specific connections of MOS transistor can be inaccurate. For example, applying reverse
bias to MOS transistors in voltage controlled oscillator (VCO) will underestimate the phase noise, and using the
dynamic threshold configuration (with gate and body tied together) will require another set of values for the

coefficients in the noise model.

Qualitatively, the channel depth in pMOS transistor is depicted in the right-hand plots of Figure 43 for reverse,
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zero and forward body bias (plots from top to bottom) at similar charge sheet concentrations (the dotted shapes
for the charge carrier layers denote same area). Quantitative examples for the charge concentrations in Si and
SiGe MOS transistors can be found in [247]. To the best of our knowledge, there is no 1/f noise model for MOS
transistors that considers the volume distribution of the carriers in the depth of the channel, which can possibly
explain the body bias dependence with variation of current density in terms of Hooge noise in its integral form of
eq. (13), neither 1/f model, which considers variable distance from oxide traps to carriers in the channel, a
distance which is usually taken zero for surface channels or constant in SiGe channels capped with Si layer, and
which can possibly explain the body bias dependence with variation of Coulomb interaction between oxide traps
and channel carriers in terms of number fluctuation models. Overall, the charge sheet approximation works well
for DC and AC modeling of MOS transistor [233, 248], but it is not accurate for the noise.

Nevertheless, the practical rule is that the forward body bias Vgs reduces the noise in relative units, while the
reverse Vpg increases the noise, as illustrated in Figure 44 with data from [52, 245] for the gate referred 1/f noise

Sy, in Si and SiGe pMOS transistors in saturation and linear regimes of operation, respectively. A similar

observation for the dependence of gate referred noise voltage on body bias can be found in [247] for pMOS Si
and SiGe, in [249] for nMOS and pMOS transistors from a 130nm technology in weak inversion, in [250, 251]
for SOI MOS transistors operating in dynamic threshold (body tied to gate) and normal (body tied to source)
connections. The data in [249, 250, 251] have been explained in terms of number fluctuation model for the 1/f
noise in MOS transistors, see eqs. (104), (109), (120) and (126), and sheet approximation for channel charge
carriers coupled to trapped oxide charge via oxide C,, and depletion C,4 capacitances (per unit area). From the
analyses in these publications, it can be shown that the gate referred noise voltage is a result of coupling to the

total capacitance (C.+Cy) seen at semiconductor-dielectric interface. That is,
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This equation reproduces the behavior of the 1/f noise as function of the body bias, because the depletion

capacitance Cq increases with forward Vgg, resulting in decrease of Sy & and C, decreases with reverse Vg,
resulting in increase of Sy .. Also, the equation is in agreement with the general equations (4) and (5) for noise

coupled from charge fluctuation. Eq. (274) was derived in [251] for dynamic threshold (DT) configuration (body

tied to gate) in the form of
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where the oxide charge trapping is referred to the gate and attributed to noise in flat-band voltage Vg, see eq.
(109), and it was experimentally validated by the similar values for oxide charge density N, obtained from DT
connection after correction (1+C4/Cox)? and normal connection (body tied to source) without correction. The
attenuation of the noise by (1+C4/C.4)? was also confirmed in [249] for weak inversion, where it was also
observed that the body bias has no effect in strong inversion due to screening effect that the inversion layer

charge has on Cq. There are also other issues with the physical consistence of eq. (274), such as the question why
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C, is omitted when body and source are tied together, and the explanations on these issues are mostly qualitative
in the publications cited above. Overall, eq. (274) is useful for the practice, because (1+C4/Cyx)?<2, which is
within the experimental inaccuracy for characterization of N; from noise measurements at low gate overdrive
voltage (Vg—V1)<0.2V, while at higher overdrive, when the term for correlated mobility fluctuation dominates,
the capacitances cancel in (274), and the values for the scattering parameter oy are unaffected by the choice
C=Cx or C=(Cy+Cy). Thus, the addition of C, in the number fluctuation model does not compromise with the

convergence of the model, and gives a straightforward way to introduce the body bias dependence in this model.
VI.Noise in advanced transistor structures

There are several reasons to focus on advanced silicon transistor structures and noise in them [3]. The
semiconductor industry has been based for more than 40 years on scaling of transistor dimensions to achieve
performance gains, utilizing tremendous investment in infrastructure to the highest possible degree. While the
role of nanoscale devices in meeting future computing and communications applications is not clear at present,
there are significant limitations that arise with nanoscale devices and will impact their usefulness. In particular,
the near-term applications require nanoscale devices to be functionally and technologically compatible with
silicon transistors, at least for using semiconductor manufacturing and design infrastructures, and for interfacing

to scales accessible by human.

On the other hand, there are many difficulties by downscaling silicon devices, even CMOS transistors, for which
the advances are the most, because fundamental limitations for charge transport, electrostatic control and
accuracy of device fabrication are reached in planar technologies, in particular bulk CMOS, and binary logic
(state variables) based on electric charge are vulnerable to random errors due to low signal to noise ratio, and

thermal and material instability.

In order to improve the electrostatic control, the advanced silicon transistors utilize the vertical dimension of the
structures, by developing approaches originally introduced for SOL. In this section, we review the results
obtained for several 3-D transistor devices, Fin FET, Two-, Three- and All-Around-Gate FETs, along with
complications for the low-frequency noise in SOI MOS transistors. At the other end, the enhanced 1-D current
transport in carbon nanotubes and semiconductor nanowires attracted the attention recently, and we also review

in this section results presently available for the low-frequency noise in devices based on 1-D charge transport.

VI.1. From SOI toward gate all around

In attempt to enhance the electrostatic control of the surface charge transport in MOS transistors, the body of
SOI MOS transistors is made thinner and the semiconductor bulk is removed and replaced with insulator. The
removal of the semiconductor bulk resolves problems related to drain induced barrier lowering (DIBL) caused
by the high electric field in the bulk of MOS transistors owing to drain bias and uncontrolled by the gate bias
[252]. The corresponding structures are known as partially depleted (PD) and fully depleted (FD) SOI MOS

transistors, which are depicted in Figure 45.
VI.1.1. Partially depleted SOI MOS transistors

The transition from bulk MOS (Figure 45a) to partially depleted SOI MOS (Figure 45b) is accompanied with
reduced control of body potential Vg. In bulk MOS, the bias voltage of the body terminal sets reliably the level

of Vj, because any excess charge generated or entered in the body (e.g. due to impact ionization or valence band

tunneling through thin gate oxides) is sunk-out through the low impedance of the conductive bulk, as illustrated
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by arrows in the figure. Thus, the depletion region under the MOS channel (dashed line in Figure 45a) is fixed
by the gate bias accordingly, and it does not vary randomly, once the body terminal (normally tied to source

terminal) is connected to low impedance bias. Consequently, the low-frequency noise in the channel current is
coupled only from the gate oxide trapping and charge transport in the inversion layer, as discussed in previous

sections.

However, the control of the body potential Vg is weak in PD SOI MOS (Figure 45b), because the thin bulk has
high impedance to the body terminal, or the body terminal is removed in order to reduce the size of the
transistor. Therefore, the excess charge generated or entered in the body increases the body potential Vg so that
the junction body-source becomes forward biased and the excess charge flows toward the source terminal
overcoming the impedance of the body-source junction. In this way, the body potential Vg becomes dependent
on the body current I and the effects related to this dependence are depicted in Figure 46 with data from several
publications [250, 252, 253, 254, 255].

As shown in Figure 46a, when the drain Vp and gate Vg bias voltages increase, then the electric fields at the
drain side of the channel and in the gate of the MOS transistor increase, causing leakage, impact ionization and
valence band tunneling currents I, which flow into the body [250, 251, 252, 253, 254, 255, 256, 257, 258, 259].
The body current Iy has to be readily sunk by the body-source junction, since all other interfaces surrounding
body in SOI MOS transistor are either insulators or reverse biased junctions. Once Iz becomes larger than the
(reverse) saturation current Ig, of the body-source junction, then the body voltage Vy increases, as shown in
Figure 46b, and the variation in Iy with bias causes changes in Vg. The increase of Vg reduces the threshold
voltage Vr of the transistor and undesirable kink in the transistor DC characteristics occurs, as illustrated in

Figure 46¢c. Consequently, the noise SIB in Iy causes voltage noise SVB=ZBZSIB in the body potential, where Zj is

the AC impedance of the body to ground, which is further coupled to the inversion layer as excess voltage noise
Sv oo by the body coefficient OV1/0Vp.

Since Iy is low, usually less than a nanoampere, then the 1/f noise in Iy is negligible, and the shot noise in I
dominates, because the charge carriers related to Iy cross the gate and drain potential barriers to enter the body,
and body-source barrier to exit from the body. Assuming uncorrelated processes, then shot noises for currents
entering from gate and drain into body (G&D—B) and exiting from the body toward source (B—S) are summed,

and the noise SIB in Iy is

S1, =2dlg|cap B +24lg|p s =4dlp, (276)
where g=1.6x10"" C is the electron charge, S, is frequency independent (white noise) conservatively for the
range of low frequencies, and Sy, is proportional to the body current I.

The body impedance Zg=1/(Gp+j2nfCg) can be lumped into a simple RC equivalent circuit [97, 251, 258, 255]
of parallel connection of body-source junction dynamic conductance Gg=Ig/@; and body capacitance Cg. The
later has several components, e.g. depletion capacitance under the MOS channel, junction capacitances of the
drain and source junctions, bottom oxide (back-gate) capacitance and other, depending of the SOI MOS

transistor layout, but Cg varies less with bias, as compared to Gg, which is proportional to Ig, and Iy is close to

exponential function of Vg and Vp. Thus, Zg acts as a low-pass filter for S Ig: and the voltage noise SVB in the

body potential has a Lorentzian spectrum, given by
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where with @=kT/q being the thermal voltage, the low-frequency plateau SVB(O):4qIB/(GB)2=4q(pt2/IB of the

Lorentzian noise is inversely proportional to Ig, while the corner frequency fi=Gg/(2nCg)=Ip/(2nCgo,) is

proportional to Iy, and Sy, is reproduced by the body coefficient 0V1/0Vy as gate referred excess voltage noise

Svex given by
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where (0V1/0Vg)=constant is a weak function of the bias of the transistor. Thus, since Iy increases with gate and
drain biases of the PD SOI MOS transistor, then the excess Lorentzian noise evolves with the bias of the PB SOI
MOS transistor. The evolution of the excess Lorentzian noise is as shown in Figure 46e as function of the drain
bias at constant gate overdrive (Vg—Vr)=constant. Apparently, at given low frequency and varying the drain

bias, one will observes noise “overshot” due to the evolution of the Sy e with Vp. The overshot is correlated to

a biasing condition at the onset of the kink in DC characteristics, as illustrated in Figure 46d, but note that the
position of maximum of the overshot is dependent on the selected frequency and it is not unique function of the
biasing condition [250]. In fact, one can mistakenly conclude that that the noise power has a maximum at

particular bias. This issue is discussed in [88, 259], where is shown that the total “power” Py e of the gate
referred excess noise voltage in a wide frequency band is a weak function of the bias, when considering that

f>>f,

2 2
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which follows from above analysis, because the body capacitance Cg and the body coefficient (0V1/0Vg) do not

vary much with gate and drain biases. The experimental data in [88] imply that Py_ .« increases with gate and
drain biases mostly due to faster increase of f,, as compared to the decrease of SVG,CX(O), which can be attributed
to the change of the body capacitance with bias.

Detailed analyses in [255, 259] demonstrated that the thermal noise in SIB can be also included, as well as the

matching to experimental data is very well, when using the accurate models for the capacitances and resistance
associated to the body of the MOS transistor. The above characterization approach was also confirmed for many
SOI structures, in which the impact ionization [250, 251, 254, 255, 259] or the gate valence-band tunneling [88,
250, 253, 257] prevails, as well as for twin-gate MOS transistors [253, 257] and at different depletion levels of
the body of PD SOI MOS transistor, achieved by varying the bias of the back gate of the SOI MOS transistor
[88, 97, 256].

To summarize, for MOS transistors with floating partially depleted or undepleted bodies, an excess noise is

coupled from the fluctuation Sy, of the body potential into drain current noise Sy =(gmb)*Sv, by the body-drain
transconductance guy. Sy, can have several components, but the major contribution is from shot noise in body

currents, owing to drain and gate leakages at high electric fields, and Sy, has a Lorentzian spectrum, since the
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shot noise is with white spectrum and it is filtered by the body impedance Zp=1/(Gp+j2nfCy), where Gg is larger
or equal to the conductance of body-source junction and Cy depends on the layout of the structure, and it is
larger than the depletion capacitance of the MOS transistor. Any additional connection to the body reduces Zg,
and thus, reduces the excess noise. The excess noise is in close connection with the general equation (1) for
coupling of noise, and it does not require “superficial” explanations or identification of extra generation-
recombination noise sources, as one can find in old publications, e.g. [254]. Also, if the excess noise is due to
body currents, then the corner frequency of the excess Lorentzian noise is the same as the corner frequency of
the output AC conductance gy of the drain [255, 258], and both corner frequencies are associated with Zg and

kink effect due to frequency dependent variation of body potential when the body is floating.

The above discussion provides a coherent picture, when extrapolating back from partially depleted SOI MOS
transistors to bulk MOS transistors. Consider again Figure 45. The body capacitance is large in bulk MOS, and
the body impedance is reduced, when the body terminal is connected to the source terminal. Thus, the excess

noise in bulk MOS is low, although this noise was observed [260].
VI.1.2. Fully depleted SOI MOS transistors

The body is missing in fully depleted (FD) SOI MOS transistors, Figure 45¢, and one cannot attribute noise to
fluctuation of body potential. The experiments [255] and computer simulations [259] also showed that the kink
effect and excess Lorentzian noise are suppressed when the body is fully depleted, but the FD SOI MOS
transistors are not completely free from excess Lorentzian noise. This noise is just with smaller magnitude and

high corner frequency (>100kHz), indicating high conductance Gg of the “body”’-source junction [255].

The reduction of Gg is explained with reduction of “body”-source junction barrier, since the “body” potential Vg
at source junction is modified by the front and back gate biasing in FD SOI MOS transistors, and it is different
from the Fermi potential Vr set by doping of the body in partially depleted and bulk MOS transistors. Thus, the
reduction of the barrier potential is AV,,=V-VE and the corresponding (reverse) saturation current Igggp of the

“body”’-source junction in FD SOI MOS transistor is increased

AV
IBO,FD = IBO exp( ¢ rb J , with IBO,FD >> IB >> IBO (280)
t

as compared to body current Iy and junction saturation current I, in partially depleted MOS transistors.
Consequently, at a given body current Ig, the “body”-source junction conductance Ggrp in FD SOI MOS
transistor increases significantly, according to

Gprp =

In +1 1 Ig +1 I
BT BOFD _ BOFD .. = BTIBO < B (281)
b ¢ & o

and according to eq. (277), the excess Lorentzian noise has reduced magnitude and higher corner frequency,

which are weakly dependent on the body current Iz in FD SOI MOS transistors.

An alternative explanation for the reduction of the Lorentzian noise FD SOI MOS transistors is given in [259],
referring to the strong coupling between the front and back gates, which reduces the “body” transconductance
gmpb, and prevents the shot noise from source junction being transferred to the drain. The explanation is
qualitative and does not provide insight for the shift of the Lorentzian corner frequency. Nevertheless, both

explanations in [255] and [259] consider bipolar effects and modulation of potentials at body-source junction,
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which is viewed by the dashed lines in Figure 45c. The issue is that such modulation is generally neglected in
MOS transistor models, and the source-channel interface is not considered in low-frequency noise models, to the

best of our knowledge.

VI.1.3. Effects of oxide traps in the back gate insulator

As the silicon film becomes thin in fully depleted SOI MOS transistors, the oxide traps in back gate insulator
(usually called buried oxide, BOX) also contribute to the low-frequency noise, and the most common approach
is to divide the conduction in MOS transistors in front and back channels. Then, one applies the noise models
separately for the two channels, and the noise in the drain terminal is the sum of the contributions of the two
channels plus the noise from the semiconductor bulk between them in depletion mode MOS transistors. This

approach was taken long time ago, for example in [93], and results in a simple equation, such as

SID = StrontGate + SBackGate ¥ SBulkVolume: (282)

which is correct only if the three conduction paths are independent and isolated each from other, so that the noise
source related to one of them does not affect the other. Obviously, this is not true, because the capacitances of
the insulators and of the semiconductor couple the potentials from the front gate all along to the back gate, and
the coupling is significant in FD SOI MOS structures, since the semiconductor film is thin. Partial solutions
based on the above eq. (282) are possible and used in device characterization when the dominant conduction
path is one, i.e. only front channel [88, 93, 246], only back channel [93], or only the bulk volume [93, 246], the
later in the case of depletion mode MOS transistors. At crossover biasing regimes [93, 246], one always observes
excess noise mostly with Lorentzian spectrum, and since the Lorentzian spectrum varies with the bias, then one
attributes this variation to “superficial” traps [93, 246], while the excess noise is probably due to frequency
limited coupling, similarly to the case for the excess Lorentzian noise in partially depleted SOI MOS transistors,
as discussed just above.

The partial solution of eq. (282) is proposed in [88] for the front channel of FD SOI MOS transistors, following
the approach for noise coupling to the bottom of the channel [251]. The proposal assumes two capacitances,
Cr=C of the front gate oxide above the conduction channel, and below the conduction channel
Cs=(1/Cd+1/CBOX)_1=CBOX, where the back oxide capacitance Cgox is much smaller than either C, or the
capacitance Cq of the depleted silicon film in FD SOI MOS transistor. Then, the coupling (attenuation)
coefficient y=0V1/0Vy of the front gate threshold voltage Vr to the back gate bias voltage Vy is taken as from

the capacitive divider Cg—Csg, given by
y=——m—=—=——=<1, (283)

where the highly conductive inversion charge layer is assumed disconnected from the source terminal, thus from
ground, an assumption not stated, but seen from equations in [88]. Finally, the flat band voltage noise Sggp from
back oxide is referred to the front gate as y2Sggp and added to the flat band voltage noise Sgg of the front oxide,

resulting in gate referred voltage, given by

SvG =SkB +Y°SFBB (284)

where Spgand Sggp are expressed also according to eq. (101) for the number fluctuation model, and the noise in

the drain current becomes
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Sty =8mSvG =&€mSFB *8mY SEBB = 8mSEB *8,,,SFBB- (285)

since the coupling coefficient y=0V1/0Vp=guv/gm also is the ratio between the front gate transconductance g,
and back gate (or body) transconductance g,;, in the MOS transistor (see page 369 in [169], for example). The
latter result can be derived easily from the general eq. (1) for coupling of two independent voltage noise sources

into fluctuation of one current.

It is worth mentioning that a guide line [88] can be provided by the substitution of the oxide trap number

fluctuation model from eq. (101) in eq. (284), which gives

FDSOI _ 2 SEBB | _ < Bulk MOS ABoxN¢i,Box
StR. _SFB(1+V —] = gBUlkMOS | 4 - 1. (286)
FB )\Nt(1+ Cpox | CBOXJ
Cox Cd

Assuming that the same type of oxides are used for front and back gates, Agox=A and N zox=N,, the last equation
suggests that the 1/f noise can increase twice in fully depleted SOI MOS transistors with thick back gate
dielectrics and ultra-thin semiconductor films, when only the front gate is used as input. On the other hand, there
should be a reduction of noise in double gate and Fin FETs, since the two gates are tied together, the gate area is
doubled, thus Sg is a half, and the denominator in the last expression is always larger than four when Cgox=C.
Evidently, the back-front coupling in advanced structures with increased electrostatic control should not increase
the noise, provided that the quality of gate dielectrics and gate area are not reduced. Such reduction of the noise
is demonstrated for Fin FET [94] and cylindrical gate-all-around MOS transistor [137], reporting low values for

oxide trap density 1.5x10"7eV"'em™ and less than 0.5x10"7eV~"'cm™, respectively.

Also, the analysis of the 1/f noise from the back gate in FD SOI MOS transistors indicates one more time a
convergence between noise models for different structures in a close relation with the general principle of noise
coupling, expressed by egs. (1), (2), (3), (4) and (5). We demonstrate below that the capacitive coupling in the
semiconductor body can reduce the noise in multiple gate MOS transistors, by using eq. (4) with the DC current

cancelled.
VI.1.4. Capacitive coupling in the semiconductor body

Bulk MOS transistor

Consider first the obvious bulk MOS transistor with gate capacitance WLC,, and small depletion capacitance
WLCq, as depicted on the top in Figure 47. As a statistical variance, the oxide charge fluctuation So=WLS, is
proportional to the gate area WL, where S, is the charge fluctuation per unit area, and it is a constant at an
assumption for uniform spatial distribution of oxide traps. At given biasing condition, the transconductance eq.
(4) is g=g=g,W/L, where g, is the transconductance of square-shaped gate. The capacitance in eq. (4) is the
capacitance seen by the charges at semiconductor-dielectric interface and C=WL(C,,+C4)=WLC,. The

substitution in eq. (4) gives the equation for the drain current noise SID|N=1, one gate> Z1ven by

S w)  WLS g2s
_,22Q _ 2 Qo _ &m”Qo
SID N=1,onegate — & C2 _go( ) = (287)

L [WL(COX "‘Cd)]2 WLC%X
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Two-gate MOS transistor

Consider now the two-gate MOS transistor with thin semiconductor film, such as FD SOI MOS transistors in a
configuration of two gate “Fin FET” [261, 262 263], which is depicted in the middle of Figure 47. The channel
width is W/2, since there are two identical conduction channels (top and bottom) and the gates are tied together,
and from AC point of view, the gates are grounded. The capacitance seen at semiconductor-dielectric interface is
the oxide capacitance plus the capacitance of the path in the bulk, which is series connection of the depletion
capacitance and the capacitance of the other gate dielectric. Therefore, by summing the noise of the two

channels, one gets

W
— 2
— 2o W g 2 LSqo _ gmSQo 1
Sip|N=2, two gates =248 oL ([~ > > (288)
Wilc 4+ CaCox WLCGx 1+ Cd
2 U7 Cg+Cyy Ca+Cox

Four-gate structure

Considering the four-gate structure in the bottom of Figure 47, one sees three paths of series connections of Cy
and C,. Following the procedure for the two-gate MOS transistors, one gets for the four-gate MOS transistor
that

\%%
2 —LS 2
S =4l W 4 - EmdQo ! 289
ID|N=4, four gates — *{ &80 (= > 3 (289)
) Tw CqC WLCG, C
L Cyy + 3. —d>ox 1+3——d
4 Cq +Cox Ca +Cox
By comparing eqs. (287), (288) and (289), we write
SID one gate SID one gate
SID‘ N gates ~ ‘ = ‘ (290)

2 2
{H(N—I)C idc } (1+yc idc ]
d ox d ox

where N=1, 2, 3 or 4 is the number of gates. The last equation shows that the coupling under the channel reduces
the noise. The parameter y~(N—1) depends of the channel geometry, in particular, how the channel is surrounded
with conductive layers and what is the coupling C4/(C4+C,y) between the channel and these layers. Nowadays,
Cy/(Cy+Cox)~0.3, and it is expected that it will increase to 0.5 in ultra-thin body SOI, Fin FETs and nanowire-
based MOS structures. Provided that three-four gate structures will be employed in these transistors, then the
noise in them will be (1+3x0.5)?~6 times less at the same trap density in the gate insulators, as compared to the
prediction of the model for one-gate transistors, which is currently only available. The reduction could be even
larger in cylindrical-channel structures, as observed in [137], since y>3 is possible for this geometry, along with

Cy>Cy, as calculated in [264] for nanowire based gate-all-around transistors.

Note that eq. (290) is qualitative. Unfortunately, the impact of the coupling on noise in advanced structures is not

addressed at present accordingly, except for the excess noise in SOI MOS transistors due to filtered shot noise,
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which was discussed in the beginning of this section. Due to surface channel conduction at dielectric interface,
the analyses of the noise in MOS Fin FETs operating in inversion mode [94, 137] is carried out in terms of
number fluctuation model for single gate MOS transistors, while for depletion mode Fin FETs the Hooge model
of eq. (6) is usually taken, when the conduction is in the bulk [246].

VI.1.5. Two-MOS two-junction gate transistor

It is interesting to observe the crossover between surface and bulk noise reported in [246] for the four-gate
structure with two MOS and two junction gates. The structure is depletion mode field effect transistor with
doped n-type channel and n" drain and source, and it is shown in Figure 48a. At positive bias voltage applied to
the top MOS gate G1 and negative bias voltage applied to junction gates JG1 and JG2, the carriers are
accumulated under the MOS gate, as shown in the upper-right insert of Figure 48b, resulting in surface channel.
At this condition, the noise is high, as shown with dashed line in the figure. By reducing the biasing of G1, the
surface becomes depleted, and channel moves into the bulk of the silicon bar, as shown in the bottom-left insert
of Figure 48b. Consequently, the noise also decreases, as shown with dotted line in the figure. Further change in
the biasing of the MOS gates to negative voltages causes inversion at channel surface, and the inversion layer
screens the charge fluctuation at the gate dielectric. Consequently, the surface noise is effectively eliminated, and
the noise in the drain current is reduced to the value of the bulk noise, as shown with solid line in Figure 48b.
The bulk noise shows nearly 1/I dependence, which is typical for intrinsic noise, and therefore the authors of
[246] analyzed the data in terms of Hooge eq. (6), estimating for JFET operation mode that the Hooge parameter
is a~2x107° for the bulk noise, when the surface is inverted, with a slight increase to o~4x107°, when the
surface is depleted. These values are obtained from data corresponding to Ip=6pA with estimated number of
carriers n=4.5x10’ in the transistor channel. For comparison, in MOS operation mode, the effective value for the
Hooge parameter is one order of magnitude higher, ay~2x107, and also, the normalized noise does not follow
very close the 1/I dependence, having a plateau at low currents, which is typical for coupled number fluctuation
due to charge trapping in gate oxides. In addition, in either mode, Lorentzian noise is reported at biasing around
the threshold. Therefore, the Hooge equation was used in a modified form for the noise in a frequency band from
fnin=1Hz to f,,,,=500Hz, given by

f

'2 max
D - | Op dF _ O T | (291)
n f n fmin

Thus, along with the clearly demonstrated crossover between surface and bulk noise in [246], one also observes
that there are additional effects at crossover points, and the application of simple models, such as that in eq. (11)
may meet with difficulties in the practice of characterization of advanced structures. For instance, in later
publications [265, 266] there were found operating regions in this transistor where the cutoff frequency of the
Lorentzian spectra, originated by volume deep centers, changed with gate voltage. This result contradicts the
classical assumption that no variation of the cutoff frequency occurs in Lorentzians related to a given trap level
in the depletion layer of an MOS transistor. This is explained mainly by the fact that a bipolar structure (a p-n

junction) is added to a unipolar device (an MOS transistor).

VI1.2. Nanotubes and nanowires — 1D seems too noisy

The difficulties in the practice of characterization of advanced structures are even more pronounced, when the

semiconductor nanowires (SNW) and carbon nanotubes (CNT) are used as the basis for the device structure. The
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initial study on noise [267] in two terminal CNT structures (thick, thin films and single CNT between electrodes)
indicated that the these devices behave as resistors with a resistance R and the 1/f noise is anomalously large, as
compared to other resistors, such as metal film and carbon composite resistors. Otherwise, carbon nanotube
resistor behaves “normally”. That is, the conductance 1/R is proportional to the number of parallel CNTs, the
white noise is the thermal noise with voltage spectrum density 4kTR, and the magnitude of 1/f noise is
proportional to the square of the DC bias and inversely proportional to the resistance, which suggests that the 1/f
noise is intrinsic noise of the current transport, and according to Hooge eq.(6), the 1/f noise is given by

SI _S—V_S_R_G_H_A=KF BR

S = — =, (292)
e Vpe? RE oof  f o f

where the parameter A=Kp=a/n=BR is proportional to a nearly constant parameter B~10""'Q™". Note that the
parameter A is the same as the SPICE parameter K in eq. (15). The nearly constant value B=A/R is empirically
observed in [267], the proportionality between A and R is speculatively explained with a general statement that
RO1/n, since n is total number of carriers, while R also depends on the ratio of the cross-section to length of the
conductive bar, and the estimated value for 0y=0.2 is large and in quantitative disagreement with values for
conductive materials, in which ag=0.002. Consequently, S, in the CNT resistors is 4 to 8 orders of magnitude
larger, as compared to the values for carbon composite and metal film resistors, respectively. All these

quantitative details for the noise in CNT are stated in [267]. Nevertheless, the ratio
— — -11 1 =
—=——= ? ~10 " Q " =FOMeNT (293)

is often taken as a reference figure of merit for comparisons when the 1/f noise in CNT and SNW structures is

investigated, although the physical significance of this ratio is not clear at present.

Further insight on the low-frequency noise in two terminal CNT devices is provided in [268], by analyzing the
shape of the spectra and temperature dependences. The temperature measurement confirmed that FOMcnr=A/R
ranges between (1.3-7.6)x10™"'Q ™" for the 1/f noise over a range from cryogenic temperatures of 77K to room
temperature of 300K. Also Lorentzian components and change of the frequency slope is observed in these
measurements. From the evolution of the corner frequency in the Lorentzian spectra with the temperature,
several activation energies were found at 0.080eV, (0.2-0.21)eV, (0.27-0.31)eV, 0.42eV and 0.51eV, or
roughly, at every 100meV, and it was suggested the energy difference between subbands in CNT may cause
these activation energies. The crosses in Figure 49 illustrate the data for the activation energies, and the lines
without symbols illustrate the density of states (DOS) in CNTs with different diameters [264]. The variations of
the frequency slope of the 1/f noise was also analyzed in terms of Dutta-Horn equation, see eqs. (167) and (169),
and it was observed [268] that the density of traps, if such are assumed as origin of the 1/f noise, decreases from
low to high activation energy, similar to what one observes for a tail trap distribution in forbidden energy band
gap of semiconductors. The lines with symbols in Figure 49 illustrate the distribution of trap density D(E).
Assuming hole conduction in CNT (we will show shortly results that confirm p-type field-effect behavior of
CNT), it was suggested that the distribution of hole activation energy could be associated with a tail defect
density distribution referenced to the top of the nanotube valence band, similarly to the defect distributions
observed on silicon and other semiconductor surfaces. The nanotubes used in the experiments [268] have a

diameter of about 1 nm and thus an energy band-gap of about 1 eV [269]. A complementary experiment in
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[268], however, showed that there is no measurable difference between samples with CNT placed on SiO, and
other, suspended samples, in which the oxide was removed by etching, ruling out the oxide-CNT interface as
significant contributor to the noise in CNT devices. The FOMcnt was A/R=4.3x10""Q™" for the suspended
sample, and the activation energies were virtually at the same energy positions. The density of states in CNT, as
illustrated in Figure 49, is also non-uniformly distributed. Therefore, the approximation of valence band edge
with a step function is rough, and transitions between subbands in CNT is possible [270]. These details are not
elaborated for the noise in CNT. The authors of [268] concluded that the interpretation of excess noise is
complicated by the fact that carbon nanotubes operate as mesoscopic quantum devices, where traditional
methods of noise measurements and interpretation may not readily apply. For example, the four-point probe
measurement method to eliminate contact noise from the measurements will not be conclusive for a nanotube
device. The source and drain contact reservoirs are an integral part of a nanotube device and the addition of two

more contacts may completely change the operation of the device itself.

From the above introduction to the noise in CNT one can readily see that there are difficulties to understand the
noise in nanowire and nanotube devices. One is the constant value FOMcnt=A/R, which does not scale with area
of the device, second is the large value for normalized noise Sy/Ipc. There are also other problems, such as
nanowire and nanotube conduction network, weak contact to probing terminals, dependences on environment,
giant RTS and temperature dependences. In fact, the noise depends on everything in these devices and no
dominant factor for the low-frequency noise can be identified in nanowire and nanotube devices. Also, the
extrapolation of mesoscopic noise models for these devices is uncertain. Some published results related to these

difficulties are discussed below.
Mesoscopic noise models. Contact effects.

The extrapolation of mesoscopic noise models to individual CNT or SNW assumes superposition of noise

sources

Stot = 2 SNW/NT +2.S¢C » (294)

where S, is the measured total noise, Syw/nr are the noise contributions from individual nanowire or nanotube
and S are the noise contributions from contacts to the nanowire or nanotube. In the case of single CNT devices,
the summation symbols are omitted. In the case of film-like devices, the individual contributions are lumped in
one noise source. In intermediate cases, when the network of nanowires is known, coupling coefficients, Kyw/nt
and K, are suggested for the contributions from individual noise sources to the total noise, the values of the

coupling coefficients are determined and eq. (294) is rewritten in terms of normalized noise currents as

Stot _ 112 SNW /NT 112 Sc
T2 w2 5 Ke o) @5)
Itot Itot Ii Itot Ii

where [, are branch currents flowing through individual CNTs or SNWs and contacts, and I, is the total current
flowing through the two-terminal sample.

The determination of the coupling coefficients is conditional and depends on the structure and assumptions for
this structure. For example, SEM (scanning electron microscope) images of devices with silicon nanowires
bridging between electrode bars lead to assumptions for a network of parallel connected nanowires, and the

coupling coefficients are evaluated from measurements of DC resistance and diameters and lengths of nanowires
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observed in SEM images [271]. Having variation between sizes and number of nanowires in the samples and
unknown resistances of the nanowires and contacts, one can see that there were many difficulties to resolve the
network, and additional assumptions are taken in [271] that the carrier mobility p and specific resistivity p in the
semiconductor nanowires are constants and are the same as in bulk silicon, the contact resistances scale inversely
with nanowire cross-sectional area, estimating a constant prefactor in this dependence p.~1.7x107° Qcm?2. All
these assumption are valid for mesoscopic devices, but it is difficult to prove for nanowire networks, although
the worst case estimate for depletion due to surface charge trap with density ~2x10'> cm™ indicated that the
difference between physical and electrical cross-sectional areas can be neglected for the nanowires with

diameters ~100nm in [271]. In this way, the resistance of individual nanowire branch (i) becomes
Ri =Rnw,i tRcji » (296)

with RNW,i:pLi/(nriZ) being the nanowire resistance and RC,i:pC/(Trriz) being the contact resistance, where L; is the
length of the nanowire and r; is the radius of the nanowire. Then, the spectral densities S;of the noise currents

associated with the individual nanowire branch are

2 2

Rnw i Rcj
S; =S —=1 +S¢; : . 297
1 NW.,i Ri C,i Ri ( )

where Syw; are the spectral densities of noise currents from nanowires and Sc; are the spectral densities of noise

currents from contacts.

Next, one takes the simplest SPICE model for 1/f noise from eq. (15), so that

_ Krgcii

Kg
2 Sci = 7, (298)

_ Kenwii 2.
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_ 2.
S; = I7Saw,i =

where [; is the DC current flowing in the nanowire branch (i) and the SPICE parameters Kg;, Kpnw; and Kgc; are
associated with the branch, nanowire and contacts, respectively. Combining all parallel branches, one gets for

the total normalized noise in eq. (295) that

2 2 2 2
St L RNw i [ R,
S f =Kp o = D Kenw.i| — — | 2 Kgci| = : (299)
Lot i Liot 1 i tot !

In the last equation, S, and I, are the quantities, which can be obtained during noise measurements of a sample,
and the SPICE parameter for 1/f noise of the sample can be determined as Kp,tm:met/(Im)z. The remaining
quantities require additional assumptions and measurements. One obvious and useful for the practice note is that
in resistor networks, the individual noise sources have “attenuated” contribution at sample terminals, since the

coupling coefficients KNW:(RNW/Ri)z and KC:(RC/Ri)2 are less than one.

Unfortunately, even when the branch resistances R; and currents I, and the resistances of the nanowires and
contacts are known, and even for single nanowire (i=1), eq. (299) does not have unique solution for the two
SPICE parameters Kgnw,i and Kgc,i of the nanowire and contact to it, because the equation is only one. The
equation becomes highly undetermined when the number of parallel branches in the sample increases. Therefore,
in addition to the assumptions for scalable and reproducible resistances, more assumptions for scalable and

reproducible noise between different nanowires in different samples is required and made in [271], using again
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extrapolation of a mesoscopic noise model for the intrinsic (Hooge) 1/f noise from eq. (6). So, having j=1,2...
samples with different number i(j) of nanowires in different samples, and assuming single-valued parameters for
specific bulk resistance p [Q2cm], mobility p [cm?/Vs] and Hooge parameter oy in nanowires, as well as
characteristic resistance p. [€2cm?] and unit-area noise o, [cm?] for the contact to the nanowires, one obtains two

systems of equations — one for resistances and second for noise.

The system of equations for resistances is in the form of

2
Th.
|:1}:z; :Z—l’ (300)
Rtot ; i(j)RNW,i+RC,i i i(j)pLi"'pc

J

in which the resistances of the samples, Rii-1 »... are electrically measurable, while the number i(j=1,2...), the
lengths Li|j=1 ... and the radiuses i1 »... of the nanowires in these samples has to be obtained from microscope
images, e.g. using SEM, as in [271]. Ideally, two samples are needed to determine the specific bulk resistance p
and characteristic resistance p., but inaccuracy and non-repeatability between samples, as well as the cylindrical
approximation and non-linear nature of the equation, require more samples and a use of guided optimization-
discrimination procedure, in order to obtain reliable values for p and p. in each sample. Such procedure was
carried out in [271], and one can see that it was not a simple task, as well as in fig. 4 in this publication, the
accuracy and convergence between measured and calculated resistances is far from ideal and repeatable between
different samples. Also, having aspect ratio Li/r;~8um/50nm=160 for typical nanowire in these samples, it is
somehow unrealistic the have ratio Ryw/Rc~2 by assumption of nearly uniform doping and mobility in the
sample, unless there is a really difficult processing problems to make electrical contact to electrode sidewall at

the impinging end of the nanowire, as stated in [271].

Nevertheless, once having the specific bulk resistance p in nanowires and characteristic resistance p. for the
contact, one can estimate the mobility p and carrier concentration n’ in nanowires from graphs for bulk silicon
available in many textbooks for semiconductors and write the second system of equations for the noise. For the
purpose, at given voltage bias V across the sample, and since the number of carriers in the nanowire is

n=n’Lzr?, then the different quantities in eq. (299) are expressed as

Rnwi _ pL;  Rei_  pe

R;  pL;+p. R; pL;+p.’

(301)

the ratio between individual nanowire branch current I; and total current I, in the sample is

voof
i _ Ry _ pLj+pe (302)
Itot 1 r.2 ’
V _
2 R, Y

pLi P
and from Hooge 1/f noise model in eq. (6) and SPICE 1/f model in eq.(15)

_Qay _ ag | _a
Kenw,i =—=—"—: Kpc; =—5. (303)
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Thus, by substituting in eq. (299), the second system of equations for the noise is
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Similarly to eq. (300) for the resistances, the system of equations in eq. (304) has two unknowns, Hooge
parameter oy in nanowires and characteristic unit-area noise o. [cm?] for the contact to the nanowires, and
ideally two samples are needed to determine oy and o.. And also similarly, in practice one needs to carry out a
guided optimization-discrimination procedure over several samples, in order to obtain reasonable values for oy
and o, in each sample. Note that even after careful characterization in [271], the values of the parameters related
to the noise in nanowires and contacts scatter over several decades in fig.6 in this publication, while the values
for the resistance scatter within less than a half decade in worse case in fig.4 for the same samples. Evidently, the
results in [271] symptomatically imply that the issues in nanowire and nanotube devices are related mostly to the
access to these devices. If there is a contact problem for the DC performance of these devices, increasing the
device resistance with 50%, then this problem actually dictates the low-frequency noise, pushing the noise 1-3
decades above the noise levels in the nano-conductor. The solutions of the contact problems were also

recognized in ITRS predictions [3] as enabling factor to have access to advanced nano-devices.

The problem with the contact is even more pronounced in single carbon nanotube devices. In [272], multiwall
carbon nanotubes (MWCNT) were placed to cross the gap between gold contact pads, using atomic force
microscope (AFM), and the resistance and low-frequency noise of these samples were measured at different low
bias currents (Ipc) from room temperature to cryogenic temperatures 77K and 4.2 K, down to 1.5K. It is
observed in [272] that the low-frequency noise is 1/f at room temperature and at 77K, but at 4.2K and 1.5K, the
noise spectra showed large Lorentzian components, as illustrated in the left-hand plot of Figure 50. Interesting
observations for the behavior of the samples are made in [272] at 4.2K and 1.5K, when changing the direction of
the bias current, as illustrated in the right-hand plots of Figure 50. The top plot shows that the time constants of
the Lorentzian spectra are bias dependent, they are different at different bias polarities, but the time constants do
not depend on the temperature. The middle plot shows that the prefactor So/t=4(Al/Ipc)?t/(1+1,) also varies with
bias, while from eq. (179) one expects (Al/Ipc)=constant for a particular trap and 1/(t,+1,) =F(1-F)=constant in
conductive materials, in which the Fermi level, and thus the trap occupancy, are weak function of the bias. In the
bottom plot, the contact resistance is larger than the resistance of the nanotube. The differential resistance is bias
dependent, nearly [01/Ipc for [Ipc|<1pA, and also not fully symmetrical in respect to the direction of the bias
current. In addition, the resistance is proportional to ~7mV/Ipc, rather than to 0.13mV/Ipc, which one would
expect from the ratio ¢/Ipc with thermal voltage ¢~=0.13mV at temperature T=1.5K. This indicates tunneling
junctions at the contacts, accompanied with Coulomb blockade, charge trapping and strong bias dependent
Random Telegraph Signal (RTS) noise, which resulted in Lorentzian noise spectra at temperature 4.2K and

below.

Provided that 4.2K is very low temperature, then Shockley—Read—Hall (SRH) statistics for the process of

trapping and de-trapping is not realistic, because the thermal velocity vy, is low in eq. (63) and the experiments in
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[272] did not show temperature dependence between 1.5K and 4.2K. A variation of the prefactor Sy/t with the
bias is not expected from SRH statistics, since the Fermi level is almost independent of bias in conductive
materials and the trap occupancy, c.f. F(1-F) in eq. (179), should not vary with bias in these materials, unless
there is a junction interface and potential bending in it. Therefore, RTS is explained in [272] with trapping and
de-trapping in terms of tunneling to charge trap at the contact interface between nanotube and metal. So, instead
of using of SRH relations from eq. (63), the capture and emission time constants are expressed in terms of

tunneling, given by

T= Lexp{g (1 - yV)} =1, exp(—l';cj . (305)
W, A I,
Here, o, is attempt frequency, d is effective tunneling distance, A is tunneling attenuation distance, vy is
parameter related to the shape of tunneling barrier, 1,=exp(d/A)/®, is tunneling time constant at equilibrium (no
bias), and the characteristic tunneling current I,=A/(dyR.) is a fitting parameter that accounts for the effective
resistance R.¢ =V/Ipc of the region, where the tunneling occurs. While the slopes for T as function of the bias
current in the right-hand plot on top of Figure 50 confirm the exponential dependence of eq. (305), an interesting
observation in [272] is that the fitting parameters T, and I, in eq. (305) are different for different time constants
and they are not the same for capture and emission time constants t; and t,, since the prefactor
So/1=4(Al/Ipc)?t/(11+1,) also varies with the bias, as shown in the right-hand plot of Figure 50 in the middle. This
implies that tunneling distances, the attenuation distances and the barrier shapes vary, which is possible by

having junctions at the weak contacts between nanotube and metal pads.
Nanotube FETs

The low-frequency noise in field-effect transistor configuration of nanotubes was recently also addressed. In
these devices, one or several nanotubes, or thin film of random nanotube network bridges between metal
contacts, and the gate is usually a conductive substrate, on the top of which the gate oxide and the metal pads are
placed. These devices appear to be very noisy, affecting even DC measurements, as illustrated with several

“I-V” curves in Figure 51.

In Figure 51(a) and (b), transfer [-V characteristics of field-effect transistors (FETs) based on single CNT
measured at room temperature are shown. The values for the currents scatter between 10% and 20% around a
trend. The trend is similar to the I-V curve of pMOS transistors. Since the scattering is large in Figure 51(a), the
current and the threshold voltage (cross point of two lines) are analyzed in terms of stochastic resonance in
[273], demonstrating that CNT FET can be used as a detector for signals below threshold voltage. Figure 51(b)
illustrates that the current and its scattering are larger in ambient atmosphere, and they are reduced in vacuum
[274]. Figure 51(c) depicts the cracked “I-V” curves of single CNT FET at cryogenic temperatures [171], owing
to giant and bias dependent RTS noise with amplitudes 30% to 60% of “DC” current. Note that the currents and
the transitions between the segments in the plot are different at opposite directions of the current flow, which is
similar to the observations for multiwall CNT devices, discussed just above. On the other hand, in contrast to
single CNT devices, the [-V characteristics in Figure 51(d) are smooth when the FET is based on a random
network of single-wall CNTs [275]. A hysteresis is evident when the device was operating in air, using the
silicon wafer as solid-state gate. Interestingly, the hysteresis is reduced when a liquid solution is used to mediate

between electrochemical gate comprised by a pair of reference (Ag/AgCl 4M KCl or a saturated calomel) and by
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a working (Pt) electrodes. The improvement when using liquid gate was attributed in [275] to enhanced
electrostatic control and suppression of charge trapping effects. It was observed that the threshold voltage of the
liquid gate CNT FET is a function of pH and concentrations in the chemical solution. Referring to the discussion
on the multiwall CNT given above, we note, however, that the problems in the single CNT FETs can be due to
contacts, rather than due to traps around the CNT, since the contact of metal to a network of CNTs and addition
of electrolyte at this contact, as it was in [275], would greatly improve the repeatability of the contact.
Unfortunately, the noise from the contact was not addressed in [171, 273, 274, 275], perhaps, due to a lack of
scalable model for noise from contacts when interfacing 1D to 3D current transports. Obviously following the
style in the initial publication on noise for CNT films [267], the noise is first phenomenologically investigated,
and then related to noise model for mesoscopic devices, e.g. for MOS transistor noise model, relying on the
similarity that exists to some extend between CNT FET and MOS transistors. Note again in Figure 51 that all
devices at all measurement conditions behave similarly to p-type MOS transistors — a fact, which is
experimentally observed and reported many times in the literature, although not very well justified theoretically,
since the band structure of semiconducting CNT is quite symmetrical above and below the band-gap — see fig. 3
in [270], for example.

To illustrate the situation when investigating the noise in CNT FET and MOS transistors, we present a typical
outcome from noise experiments in Figure 52. The data are from [274] for measurement of single CNT FET in
vacuum (18mTorr) at room temperature. It is stated in the publication that this CNT FET has 4um gap between
gold electrodes and it was made as described in [171]. That is, CNT diameter is d=1—3nm and the gate is silicon
wafer with t,,=500nm thermal SiO,. Considering the information from the publication, the CNT FET has length
L=4pm equal the gap between electrodes, and taking an average diameter d=2nm, the channel width of the CNT
FET is W=rd=6.3nm. Assume that there is no gap between wafer surface and CNT, and consider d<<t,,, then
the gate capacitance per unit area is C,,=7nF/cm? for the SiO,gate dielectric with thickness t,,=500nm.

The experiments in [274] were carried out in linear mode of operation of CNT FET, at low drain bias voltage
[Vp|<(|V6-V1/|-0.5V). Therefore, a rough estimation for the total number of carriers n can be made by assumption
for uniform charge density in CNT, resulting in n=WL|V5=V1|C,x/q, which is approximately 11 electron charges
per one volt of gate overdrive voltage |[Vs—V7].

Figure 52a presents results based on measurement, in which the gate bias was varied, while the low drain bias
was constant —Vp=0.1V. For the set of biasing points { Vg, Ip}, both the input referred (gate) noise voltage Sy G
and output (drain) noise current SID are reported in [274]. From these, we obtain the transconductance
gmz(SlD/SV G)0'5=17nA/V (almost constant, as expected for linear mode of operation of FET transistors) and draw
the evolution of the ratio Ip/g, with bias current in the Figure 52a on top. For operation of FET in linear mode,
we expect Ip/gn=|Vs—V1| and Ip0|V5—V1|, and we observe linear dependences with slope 60MQ for Ip/g,, and
slope 40MQ=1/[(W/L)uCxVp] for the relation between |Vg—V1| and I, as function of the bias current Ip. From
the latter dependence, |Vg—V1| vs. Ip, shown just under the plot for Ip/g,,, we have estimated mobility p=24000

cm?/Vs. Comparing to crystal semiconductors, the value for mobility is impressive, but it is somehow in the
middle of the range 4000-120000 cm?/Vs reported in [270], thus it is reasonable.

Having the above information for the sample handy, we pursue analysis of noise in terms of mesoscopic noise

models for MOS transistors.
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For the number fluctuation model with correlated mobility fluctuation, as shown in the middle of Figure 52a, we

plot the square root VSy . of the power spectrum density of the input (gate) noise voltage Sy, at 1Hz, referring
the reported data for Sy G from 40Hz to 1Hz, by Sy G(lHZ)=4OHZXSV G(4OHZ). The constant in the linear fit to
\/SVG yields flat-band noise voltage, and from eqs.(101), (109) for noise from tunneling and trapping in gate

oxide, we get

Spg (1Hz) =36x107°V?2 /Hz

Cox ) 1HzXWL ’

=N eV lem™31x5.4x10"%eVem’ V2 /Hz
when substituting the values for the parameters of sample and using kT=0.026eV for thermal energy at room
temperature and tunneling attenuation distance A=0.1nm. Therefore, we obtain N=(36x10"°V2/Hz)/(5.4%10"
*eVem3V2/Hz)=6.7x10"%V 'cm™, which is a reasonable value for the trap density is SiO,, see Figure 42,
despite that Sgp is high.
To evaluate the parameters for the correlated mobility fluctuation, see the discussion after eq. (121), we use the

bias dependent term in the linear fit of \/SV & which is I50.4MQ. Since [Vg=V1|= [p40MQ, as seen from the

transfer [Vg—V1| vs. I curve in Figure 52a, then

7

G 0.4MQ/~/Hz/40MQ

WISFB 6mV/\/HZ

or 0=0.01/0.006=1.67V"", which is in the range observed for MOS transistors (see Figure 37). There are two

=1+|Vg - V| =1+6|Vg ~ V1| , (307)

definitions for scattering parameter oy, as shown in eq. (243). Using one of them, given by eqs.(127) and (137),
then aS:qG/(uCOX):l.6x10_15Vs. The other definition gives as:G/(uCOX):104Vs/C. Both values are within ranges
deduced from Si MOS transistors — see eq.(243). Thus, both by N, and a, the number fluctuation can be justified
for CNT FET.

The 1/f noise in CNT FET can be justified also in terms of intrinsic (Hooge) noise. We calculate the SPICE
parameter Kr=fxS; /Ip? and plot it in the bottom of Figure 52a. Obviously, from eqs.(6) and (15), Kr=ou/n

decreases, when the total number of charges n=11x|Vs—V1| increases with gate bias, as mentioned above. The
calculated values for the Hooge parameter ay are shown above the plot for Kr in Figure 52a. The values scatter,
but the average ay~2x107 is a reasonable value for conductors, and by this value, the 1/f noise in CNT FET can

be also justified as mobility noise.

The above discussion implies that 1/f noise in CNT FET is easily explained in terms of downscaled mesoscopic
models for An and Ap fluctuation, when data as function of gate bias are used. However, in the published
analyses, which are similar to the above, there are details which are neglected. We show these details in Figure
52b. In this figure, from top to bottom, although Vp<<Vg, the relation between gate bias and drain current is not
linear, the relation between drain bias and drain current has a step at low voltage, the normalized noise in terms
of K is function of drain bias at low drain bias levels, and Kg obtained from experiment with variable gate bias

is different from K obtained from experiment with variation of drain bias, even for the bias point {—-Vs=2V,
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—Vp=0.1V}, which was common in the two experiments. For this bias point, even the DC currents were
different, as shown with arrows in the figure. All these indicate that the access contact to CNT, trapping and
barrier at it, might be significant noise sources, as deduced for CNT films, networks and multiwall CNT [268,
272]. To the best of our knowledge, there is no publication that explains these “small” details in the behavior and
noise related to them in CNT FET. The explanations for the contact effects and functionalized surface of CNT
by adsorption or by changing of chemical environment (air or other atmosphere [274], or pH of liquid [275,
276]) on noise in CNT FET are still qualitative.

Analysis of the ratio Ki/R=A/R

We address now the consequences from the empirical observation made in [267] that ratio K#R=A/R is
approximately constant in CNT devices — see again egs. (15), (292) and (293), where A=K is the SPICE
parameter as defined in eq. (11). The CNT devices are typically arranged in thin-film structures, as shown in
Figure 53a, b and c. The CNT networks have conductive branches, which are shown with arrows in these
figures. Since the transport in CNT is 1-D, then the conduction branches are independent each from other.
Having on average L carbon nanotubes in each conduction branch and W conduction branches in the device,
then we can represent the CNT percolation network by and idealized resistor network, as shown in Figure 53d.
For simplicity, we will assume that the resistance Rp and the noise v,2 of each CNT have the same values, that
the number L of serially connected CNTs in each conduction branch is the same in the network, that the number
of identical parallel conduction branches is W, and that the noise v.2, which may originate to contact between
nanotube and metal electrode, is the same for every single conduction branch. By these idealizations, when
applying external bias voltage V (or current I), the DC and noise currents in each branch are Io=I/W=V/(LR)
and 1,2=(v.>+Lv,2)/R?=i%/W, respectively, and one can easily find the total resistance R=V/I=LRo/W and voltage

noise v2=RZ?2 of the circuit for the case of current biasing I. In this way, the normalized noise of the CNT

network is
vi_i2_f? 1 v% L V(z) R V%/L V(2)
Snorm = 3 = S T S TS Y o TRl w2 Tz | (308)
V- I R Wys Wvys Ro( vZ v
and in terms of the empirically observation in [267] that K/R=A/R is approximately constant, we get
2 2
S K 1 | vg/L v
f2norm — 2F C/ +—2 | ~constant, (309)

R R Rg| v2 2

where we assume 1/f noise, and the parameters resistance Ro=constant of single CNT and number L=constant of
nanotubes in a conductive branch are constants for given sample (and given gate bias, if the CNT device is a
TFT transistor). Note that S,,/R and Ki/R do not depend on the number W of parallel conductive branches.

It is evident from eq. (309) that the empirical observation in [267] requires two conditions for the noise sources
in CNT networks. The first condition is that the noise from individual CNT has to scale with the bias, but not
with the number L of serially connected CNTs. The second condition is that the noise from contacts also has to

scale with bias and it has to decrease with the number L of serially connected CNTs.

The bias dependence is easily reproducible by mesoscopic models for noise. The dependence on the number of
CNTs serially connected in conductive branch is, however, not. Let us take the first condition, for example, and

try to analyze in terms of Hooge eq.(15) at given bias voltage, assuming number of carriers n, in a single
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nanotube.

For branch with one nanotube we have v,2/V2=o0y/n,. For a branch with L nanotubes, Lv,;2/V2=04/Ln,,
according to the equivalent circuit of the network. In contrast to the expectation from eq. (309) for v, 2/ V2=
Vo12/V2, we get vo 2/V2=0y/L?n#0u/n,=v,%2/V2. The condition will be satisfied, if one assumes that the total
number Ln, of carriers in the branch decreases when increasing the number L of serially connected CNTs, that is
n,[J1/L2. We did not find a way or publication to justify physically such dependence for the number of carriers,
although many publications use the empirical observation in [267] for comparisons. The issue is that n,[11/1.2

dependence cannot be derived from any mesoscopic model for noise.

Nevertheless, it seems that the noise in nanowire [271, 277, 278, 279, 280, 281] and CNT [268, 272, 274, 275,
282, 283, 284, 285, 286, 287, 288, 289, 290, 291, 292] devices scales according to the rules for mesoscopic
devices. This is illustrated in Figure 54. The publications discussed above argue that the dominant sources of 1/f
noise in CNT and nanowire devices are number fluctuation and from contacts. Therefore, we calculate the
surface area and cross-section area of the CNT and nanowires, and plot versus these areas and versus data for
MOS and bipolar transistors in Figure 54a and b, respectively. When the information for the size and number of
CNTs in the devices was not stated, we assumed that CNT diameter is 3nm and the resistance due to one CNT is
about 100kQ. Interestingly, the data in Figure 54 show that the geometrical scaling rule for 1/f noise, the smaller

is the area — the noisier the device is, also applies for nanowires and nanotube devices.

The comparison of surface area dependence of the 1/f noise in Figure 54a to data for MOS transistors implies
that the noise in nanowire (NW) and carbon nanotube (CNT) devices can be explained in a manner similar to the
models for the 1/f noise in MOS transistors, because the noise in NW and CNT devices is less than and in the
range of the noise in MOS transistors, although the scattering is large (645=9.7dB). Thus, one can assume surface

origin for the noise in NW and CNT devices.

The comparison of cross-section area dependence of the 1/f noise in Figure 54b to data for bipolar transistors
implies that the contact noise in NW and CNT is less than the noise in bipolar transistors, the scattering of the
data is less (o4p=5.645), but the noise rapidly increases in single-wall CNT FETs with single or small count of
CNTs. Thus, one can deduce a crossover between dominant noise sources, since the normalized noise (Kr)
increases steeper than 1/area in small-area CNT devices, as compared to the lower noise in NW samples with
several parallel nanowires. Qualitatively, the crossover is from bulk noise in NW devices, to surface noise in
multiple CNT, toward injection noise (either tunneling or thermionic) in single CNT devices. The published data
scatter over several decades, and a reliable estimate for the crossover points is not possible. Therefore, one can
find a variety of models and explanations for the noise in semiconductor nanowire (NW) and carbon nanotube
(CNT) devices, which causes difficulties when comparing devices from different publications.

Again looking at Figure 54, one can see that the CNT devices are noisy, but in relative units, not noisier than
MOS and BJT, if the latter are scaled down to the sizes of carbon nanotubes. This demonstrates one more time
that there is convergence of noise models and behaviors from very large down to very small devices. The issue is
that the normalized 1/f noise (at 1Hz) in nano-devices is larger than Kg> 107*. Therefore, these devices will be
difficult to use deterministically, since for an application that requires 4-5 frequency decades, the peak-to-peak

noise becomes more than 20%, according to
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(310)

In three sentences, although the physical origin is not very well determined, the 1/f noise in semiconductor
nanowire (NW) and carbon nanotube (CNT) devices scales according the rules for mesoscopic devices. Since the
area (either surface, or cross-section of contacts) of NW and CNT is very small, then the 1/f noise in these
devices is a limiting factor for the use in the practice. The single nanotube devices seem are not anymore

deterministic, that is, they are behind the down-scaling barrier set by the 1/f noise.

VI1.3. Between 3D and 1D — the graphene and transition metal dichalcogenide 2D transistors

The reduction of the mobility in ultra-thin silicon body SOI and FINFETS (transistors with 3D charge transport),
and the difficulties in the mass-production of nanowire and nanotube transistors with 1D charge transport,
brought the interest in exploring graphene and transition metal dichalcogenide transistors, which have
semiconducting “body” of single to few atomic layers and 2D charge transport. The 2D transistors attempt to
utilize the better electrostatic control in field-effect transistors with thinner body, the high intrinsic mobility of
the graphene and the apparent advantage of atomic layer growth of metal dichalcogenides, along with the

compatibility with the lithography for planar devices in the microelectronic manufacturing.

However, the properties of the 2D semiconducting layers deviate from the properties of well-understood
crystalline layers in the 3D silicon transistors, inheriting also from the quantum effects in the 1D nanowires and
nanotubes. Typical issues in the 2D transistors are the poor contact with the metal electrodes of the device
terminals and the non-covalent (van der Waals) bonding between the atomic layers. The latter, basically, implies
that the 2D semiconductor is a stack of several atomic layers with increased spacing and energy barriers between
the atomic layers, but not a homogeneous layer as in the crystalline 3D semiconductors. Below, we illustrate the
consequences for the low-frequency noise in 2D transistors with an example from [293] for a MoS, (a metal

dichalcogenide) transistor.

Figure 55 (a) shows the barriers ¢, in the energy diagram and the spacing d. between the MoS, monolayers in the
spatial cross-section schematic diagram. The barriers and the spacing are due to van der Waals bonding between
the MoS, monolayers, which is weaker than the covalent bonding in the MoS, monolayers and in the crystalline
3D semiconductors. According to these diagrams, the authors of [293] consider the following physics and
relations. The noise is due to An fluctuation of the trapping in the gate oxide, combining several processes that
affect the time constants of the trapping and the noise measurement. One process is the Shockley—Read—Hall
(SRH) recombination at semiconductor-dielectric interfaces with time constant t,lJ1/n inversely proportional to
the carrier density nlJ(Vgs-V1) in the semiconducting layers and the gate overdrive voltage (Vgs-Vr), thereof. A
second process is the charge tunneling to/from traps at different distances in the gate dielectric, which
randomizes T, in a range of larger values, resulting in band-limited 1/f noise. A third process is the additional
increase of the time constant values for charges from semiconducting monolayers non-adjacent with the gate
dielectric, owing to the energy barriers and spacing due to van der Waals bonding of the semiconductor
monolayers. The fourth consideration is that 1/f noise is band limited and measurable only when the frequency
band of the spectrometer (2Hz — 1000Hz) and the band limited 1/f noise overlap. This fourth consideration is
essential for the explanation of the non-monotonic dependence of the normalized noise S, as function of the gate
bias Vgs shown in Figure 55 (b).
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Figure 55 (b) shows the normalized noise S, referred to 1Hz, S,=average(fxS\(f)/Ips?), averaged over
logarithmically spaced frequencies f in the range from 2Hz to 1000Hz, vs. the gate bias voltage Vgs. From left,
S, reduces with the gate overdrive voltage (Vgs-Vr), because the time constant t,[11/n of the (first) Shockley—
Read-Hall (SRH) process is inversely proportional to the carrier density n’[J(Vgs-Vr) in the monolayer adjacent
with the gate dielectric. The measured noise is 1/f, owing to the (second) process of the charge tunneling to/from
traps at different distances in the gate dielectric, which randomizes 1, in a range, resulting in band-limited 1/f
noise. One can deduce mathematically the reduction of S, and higher n’ by using fraction of tlJ1/n’ in the

numerator of the integrand in eq. (73).

The (third) process of additional increase of the time constant values for charges from semiconducting
monolayers non-adjacent with the gate dielectric brings the upper boundary 1/(2nt’y;,) of frequency range of the
band-limited 1/f noise from the non-adjacent semiconducting monolayer below the lower boundary of 2Hz of the
spectrometer (the fourth consideration above), when the carrier concentration n”J(Vgs-Vr) in the non-adjacent
monolayer is low at low gate overdrive voltage (Vgs-V1). Therefore, the noise associated with the non-adjacent
semiconducting monolayer was not measured and missing in the left-hand side of the plot of S, in Figure 55 (b).
However, increasing the overdrive voltage (Vgs-V1), the carrier concentration n”[J(Vgs-Vr) in the non-adjacent
monolayer increases, Tmis[11/n”, the upper boundary 1/(2nt’y,) of the frequency range of the band-limited 1/f
noise increases, reaching the spectrometer range 2Hz-1000Hz at Vss=5V, and the overlap of the 1/f noise and
spectrometer frequency ranges increases, resulting in increase of S, to a peak value at Vgs=20V. At higher
Vs>20V, the overlap of the frequency ranges of the 1/f noise from the non-adjacent semiconducting monolayer
and the spectrometer is full, but S, reduces at increasing Vgs, because the time constants t”[11/n” of the noise,
owing to the (first) Shockley—Read—Hall (SRH) process (as above for the noise from the adjacent monolayer in

the left-hand side of the plot of S, in Figure 55 (b))

In summary, the low-frequency noise in 2D transistors follows the noise behavior in 3D transistors, but energy
barriers and spatial spacing between monolayers bring the noise parts from different monolayers outside the
ranges for noise spectrum measurement, which may cause apparently spurious non-monotonic data series for the
noise levels, e.g., as function of bias, as shown in Figure 55 (b). The main difference from the noise in the 3D
transistors is that each monolayer in the semiconductor film of the 2D transistor is likely contributing by band-
limited 1/f noise in different frequency ranges, and the measurements can miss band-limited 1/f noise at very low
frequency, e.g., below 1Hz. Thus, an extrapolation of 1/f noise spectra measured at higher frequency toward
lower frequency is uncertain for 2D transistors. The band-limited 1/f noise in 2D transistors is actually a
predicator to the “peculiarities” observed in 1D nanowire and carbon nanotube transistors, discussed in the

preceding Sec. VI.2. Nanotubes and nanowires — 1D seems too noisy.

VII. Impact of LFN in circuits

The impact of low-frequency noise (LFN) depends on the purpose of the electronic circuit. Since the variety of
electronic circuits is large, then it is generally impossible to look at every single case of application. We have
selected two of them: radio-frequency (RF) circuits and sensors. Current efforts in RF circuits are to reduce the
supply and power of the electronic circuits and to increase their speed. In the first part of this section, we shall
discuss the impact of the low-frequency noise on the performance of low-voltage and low-power circuits and the

up-conversion of LFN in RF circuits. Finally, the implications of the noise in sensors are briefly addressed in

118 of 286



sub-section VII.3. Noise in sensors.

VII.1.Trading power for noise

The advances in CMOS technologies put them as the preferable choice for building low-voltage and low-power
electronic circuits. This is because the threshold voltages (~0.2V-0.4V) of modern MOS transistors is a fraction
of the turn-on voltage (~0.6V) of silicon bipolar transistors (BJT), the static current consumption of CMOS pairs
is negligible especially in digital circuits and the input gate leakage current of MOS transistors is much lower
than the base current of BJT at given input bias. Also, the diversity of functions integrated in CMOS circuits is

larger than that in BJT circuits at higher density of integration.

However, the low-frequency noise emerges as a problem in low-voltage and low-power electronic circuits. Some

manufacturers of integrated circuits provide in datasheets, for example in [267], that the product IoxSy, of the
quiescent current I and input referred noise Sy, is a good figure of merit for the noise in amplifiers, but it is not

possible to minimize the product below certain limit. Here, we shall study details that are related to the product

xSy, in BJT and MOS amplifiers by using characteristic values deduced in previous sections for the
parameters of the transistors.

The circuit in Figure 56 is a typical topology of low-frequency amplifier with voltage feedback. The transistors,
which mostly determine the noise performance, are the amplification transistor T, and the loading transistor T,
in the first differential stage. These transistors are surrounded by a dashed line and can be MOS or BJT in
BiCMOS technologies, as depicted in the figure. For simplicity, assume that the common node in the differential
pair To—T’ 4 is grounded for AC signals and the voltage V; and the resistance R; are %2 of the actual voltage
magnitude and impedance of signal source connected between input nodes IN-IN’. The differential amplifier
DA in the second stage usually is with low impedance Ry, and DA suppresses the noise from biasing current
source I;. The noise from reference circuit can be filtered out by the capacitor C connected to node REF. When
the loading transistors are identical, the noise from node REF also results in in-phase signal, which is suppressed
by DA.

The noise contribution of the amplification transistor T, at the input terminal IN of the circuit has voltage Sy
and current Sy components. The input referred voltage noise Sy r, of the amplification transistor T, contributes

directly to SVIN' To the first order of approximation, the current component is S IIN:SV»T A/(glN)z, where is gy is the

input conductance of the transistor T,. Since the loading transistor Tr does not have a connection to the input,
then T does not contribute to input noise current, and the noise from the Ty is referred to the input node IN of

the circuit in Figure 56 as a voltage noise by S I’TL/( ST A)2, where SI,TL is the output noise current of Ty.

Therefore, the total input referred voltage of the amplifier noise is

S g 2 S g 2
_ I’TL _ m,TL _ V’TL m,TL
Sviy TSvir, * =S S | | TS |1t : (11
mTA gm,TA V,TA gm,TA

where gnr, and gnr, are transconductances and Sy;r, and Sy, are input referred noise voltages of transistors

T and Ty, respectively. From this equation is clear that the relative contribution of Ty to the input referred noise
of the amplifier is proportional to the ratio of noise levels in Ty to T, and it is a quadratic function of the ratio of

the transistors’ transconductances. Note that the ratio g1 ,/gm 1, cannot be varied freely, because the same DC
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current flows through T, and Ty, since T, and Ty are connected in series, as seen in Figure 56, and
It A:ITL=IDC:II/2- Depending on whether T4 and Ty, are MOS or BJT, Sy r N and SV,TL are given later by eqs. (314)
and (315) for 1/f noise, and by egs. (317), (319) and (320) for white noise.

The current noise at the input of the circuit is

I I
) B =—C forBIT
Sty TSVTL ZIN +S1 gy With gy =4 P PO , (312)

2TEWLC . , for MOS

(6).
We have discussed this conversion for BJT by egs. (19) and (20), and will illustrate again with several examples
below, when the conversion holds.
The additional noise from gate leakage or protection diode leakage is

_ Krpax

2
Stipak = TILEAK +2ql pAK - (313)

which is the sum of 1/f and shot noise components, since the noise is due to overcoming of junction or insulator
barrier — see eqgs. (215) and (220) for gate leakage. For simplicity, we will neglect the noise from leakage,

although it can be significant in MOS transistors with very thin gate insulators.

The characteristic relations and values for the parameters of the transistors, as deduced from the previous
sections, are now summarized.

Form the trends in Figure 15, discussed by eqs. (213) and (214), the input referred 1/f noise voltage of a

transistor is

FOM -9 2v72
Svg./f = 1Hz Svg _ 1Hz1.3%10 "Hm"V* /Hz , for a MOS transistor, (314)
G f WL f WL

or

1Hz FOMs ,  1Hz3.8x107"?pum?V? /Hz
f  Ag f Ag

SVB A/f = , for a BJT. (315)

Here, WL is the gate area of MOS transistor and Ag is the emitter area of BJT. The term 1Hz is added to match
the dimensions. One expects that the input referred 1/f noise voltage of the amplifier will be higher, if replacing

the BJTs of emitter area Ag with MOS transistors of same gate area WL~Ag, according to

Svg | _ 13x10°um*V>/Hz A ~3002E (316)

Svg |;;; 38107 um*V?/Hz WL WL

When using the data from ITRS [3] shown in Figure 1a, the ratio in the last equation is between 100Ag/(WL)
and 300Ag/(WL), which implies that one should use large MOS transistor in order to achieve the low-noise

performance of smaller-area BJT in terms of input referred 1/f noise voltage.

As shown by eq. (263), the white noise in the collector current is a sum of the collector current shot noise and the
coupled shot noise from the base current. When referred to the input base terminal by the transconductance of

BIT, the input referred white noise voltage of BJT is
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Sic _2qIc(1+p) _ 209, _ 2q9p
S BIT (Ic/d)t)z Ic/cl)t & BIT

By multiplying with the square of the input conductance of BJT, gn= Is/o=Ic/(B¢,), we obtain (as expected) the

Svg, white =

, since >>1. 317)

white shot noise in the base current

2

1 Io (1+ .

S1g.white =SV, white (—Cj = 2q—C( B). 2qlp, since p>>1, (318)
Bb¢ B B

which constitutes the white noise component in the input noise current Sy of the amplifier, when the BJT is
used as the amplification transistor Ta.

As shown by egs. (249) and (250), and since the MOS transistor transconductance is g, mos=HCox(Ve—V1)W/L
in saturation regime of operation and g, mos=Ip/@; in sub-threshold regime, then the white noise in the drain

current is referred to the input gate terminal by the transconductance of MOS transistor, and the input referred

white noise voltage of the MOS transistor is

S 2al 2 2
SVG white = Ip _ 4D > = q¢t = q¢t , if V<V (sub-threshold regime), (319)
m,MOS (ID/¢t) Ip/®  emmos
and
2 4
KT gmmos 5 299, 290, . .
SVG white = = = , if Vp>Vg—V1>20.>0 (saturation regime). (320)

2
gm,MOS €m,MOS &m,MOS

To obtain higher gain from the input stage in the circuit, see again Figure 56, a high transconductance in the
amplification transistor T, and high impedance of loading transistor Ty, at circuit node OUT are desired.
Therefore, when using MOS transistors for T or Ty, the MOS transistors are chosen to operate in regimes either
of saturation or weak inversion (sub-threshold), but not in linear (ohmic) regime. Therefore, we omit the case of
linear regime.

Note the similarity between egs. (319) and (320). By multiplying these equations with the square of the input

conductance of MOS, gn=2TfWLC,,, we obtain the “white” noise in the gate current as

2q0,

€m,MOS

_ 2 - 2
S, white =SV, white€IN,MOS = (2mWLC,, ). (321)

which is known as gate-induced noise in MOS transistors, it is frequency dependent and its power spectrum

density increases with frequency, that is, Sy, wnie actually is not white. The precise analytical expression for gate-

induced noise is given in [174], it implies 4.22 times smaller value as compared to eq. (321), since the gate
capacitance in saturation regime is 2WLC,/3, the charge fluctuation is distributed along the transistor channel
non-uniformly and the gate current fluctuation at given position x along the channel length coordinate is the
difference between the corresponding drain-side current fluctuation and the source-side current fluctuation. The

calculation is complex, it uses Bessel function. Nevertheless, the final analytical expression for gate-induced
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noise in [174] has the same form as eq. (321), and since SIG,white is low at low frequencies, then we will assume
that egs. (312) and (321) hold when estimating conservative values for gate-induced noise at low frequency.

By comparing eq. (317) for BJT to eqs. (319) and (320) for MOS transistor, one observes that the input referred

white noise voltage in BJT is higher than in MOS transistors, since

Svg 1 &mBIT 1 &m,BIT

" N
Svg white (1 B)gm,MOS 1000300 €m.MOS

; (322)

by a factor equal to the current gain B=I/Ig in BJT, assuming similar transconductances g, ymos~gmmos at given
DC current. Note that this observation for input referred white noise voltage in eq. (322) is the opposite to the
observation for 1/f noise in eq. (316), and the observation is valid for the input current noise of BJT, converted to

voltage by Sv,=Si,zs? see below for details, which is the case of high resistance R; of signal source in Figure 56.

Note also that the quantity

2q¢; =2kT =8.3x 10721 AV/Hz at room temperature (323)

is twice the thermal energy and the unit AV/Hz=Joule.
When T, and Ty are BJTs, one uses eqgs. (315) and (317) . Then, from eq. (312) and (318), the input current

noise is

2
S —| 1Hz FOMsvs | Ic + 240 Ic . (324)
" £ Aer, (Bo B o
Tp =BJT, T, =BJT A t t
and from eq. (311), by adding the contribution of loading transistor, the input referred voltage noise of the
amplifier is
A
R;j >>zp . (1HzFOMs. 2408 “ETA for 1/f noise
SVin =Sin7B = ot /t 1+1 ABT, . (329)
_ _ ETy, Ic/d
Ta =BJT, Ty, =BJT t 1, for white noise

where zg=rp+/Ig+(B+1Dr.~0 /=P /Ic is the input impedance of the BIT, r, and r, are the resistances of the
base and emitter passive regions, including resistances connected intentionally in the circuit in series with base

and emitter terminals — see the discussion between eqgs. (16) and (20).
Note that eq. (325) for Sy in BJT amplifiers is for the case when the signal source impedance R; is large,

R>>zp, and, thus, eq. (325) represents the input current noise, which is the dominant noise source in BJT. For
the case of low impedance signal source, R;<<zg, SVIN is much lower, because SVINZSIIN(Ri+rb+re)2 and
zp/(Ri+1y,+1.) ~10 to 100, see again the discussion between eqs. (16) and (20). We use the high impedance case
when comparing to MOS amplifiers. In the application practice, however, (r,+r.)<R;<pd/Ic and one should
consider values for input voltage noise 100 to 1000 times lower than that from eq. (325) for high impedance

case.

Several observations for the noise in a BJT amplifier can be made from eqs. (324) and (325) for the high-

impedance case R;>>zg. Larger transistor areas reduce the 1/f noise, but they do not have effect on white noise.
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The area of the loading transistor Ty has to be several times larger than the area of the amplification transistor in
order to reduce the effect of 1/f noise from Tr. The input referred 1/f voltage noise is bias independent, while the
input referred 1/f current noise is a strong quadratic function of the bias current. Therefore, a reduction of the
bias current in micropower circuits will reduce the input current noise, but it will increase the input referred
white voltage noise. The transistor current gain 3 has no effect on 1/f voltage noise, a higher B will decrease the
white noise in the input current, but it will increase the input referred white voltage noise. The input current
noise and voltage noise have similar frequency shape and corner frequencies. The loading transistor Ty always
doubles the white voltage noise of the amplification transistor T, and this effect cannot be remedied. The
critical source impedance Ri=R.,, at which the input noise current and input noise voltage have equal
contribution, is lower than the input resistance zg=~¢/Iz~B¢/Ic of the base terminal. In approximate calculations,
a reasonable choice is Req~1,~z5/30, where ry, is the resistance of the base passive region. From the discussion

between eqgs. (238) and (239), the noise figure has a local minimum at given frequency, when R=R.,.

To optimize the performance in low power amplifiers, one can minimize the product of bias current and noise

level. For BJT amplifier, assuming equally sized amplification and loading transistors in eq. (325), the product is

) _1Hz Ic
ICSIINZB _ICSVIN _TFOMSVB

1+ 2B |2 (E+1)(1+1)

A A
E.T, E.T,. (326)

1Hz 2 . IC IC
=2 — FOM Jo+2 +1)|,with]Jr =——, Ag = A =A and=—.
[ r sy Jc 2907 (B )} C=ap METART, TART B I
To preserve the contribution of shot noise from the collector current, we have put back the term ($+1), which
was reduced to f in eq. (325).

Eq. (326) shows that the product IcSy, is bias independent for white noise, and for 1/f noise, the product is

proportional to the current density Jc, which is typically between 30pA/um? and 3mA/um? - see Figure 39, and
higher for high-speed and RF applications, according to ITRS [3]. At given bias current I, in order to increase
the frequency, one has to increase Jc by reducing the emitter area of T, which in turn, increases the 1/f noise.

Thus, BJT are not very suitable for micropower amplifiers, and since IcSv, is bias and size independent (at
given J¢), then the tradeoff between low bias currents and high noise in micropower BJT amplifiers is evident.
Using typical values for FOMs_ _ from eq. (315) and range of values for the current gain f3, we plot in Figure 57
the product ICSVIN:ICSIINZB2 separately for 1/f noise (middle-left in the figure) and white noise (bottom-left). In

the plots for BJT in this figure, the diamonds, squares and triangles correspond to Byi=50, By,=150 and
Bmax=500, respectively. The corner frequency f. between 1/f noise and white noise is then plotted at the top-left
in the figure, according to

Mg, Ic FOMg 4.6x10°um>QH

YeZ = IHz VB - = ‘. (327)
290¢B AE2q9,2p AEZB

as follows from eq. (326) for the condition S(1/f)=S(white). Note that the plots for BJT amplifier in Figure 57

are for the high-impedance case, R;>>zg, which represent the input current noise, while the actual input voltage

noise at R;<<zg will be about 2-3 decades lower, since SVINzSIIN(Ri+Req)2zSIIN(Req)2 and Re,~1,~2p/30, as

mentioned above, but never below the limit 2qp2=2.1x10"* V2A/Hz, which is set by the shot noise of the
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collector current, since 2q@2=Icx2qlcx(@/Ic)>=IcxS; Cshot/ ng:ICSVIN.

When T4 and Ty, are MOS transistors operating in weak inversion (sub-threshold) regime, Vg<Vr, one uses eqs.
(314) and (319) . Then, from eq. (311), the input referred voltage noise of the amplifier is
Ve <Vr —2¢,

W, L1

A A :

FOM ) ——=—= for 1/f noise

1Hz Sve , 290 |, Wr, L, , 328)

Svin

| f Wp Ly, 1
Tp =MOS, T, =MOS AA D/¢t 1, for white noise

and from eq. (312), the input current noise is
Ve <Vr —2¢,

_ 2 _
St =Sv,1,8IN =
TA :MOS,TL =MOS

(112 FOMg, . Wr, LT, £) from 1/f noise] (329

~ 2
= (2T[COX) X + 2q9,
ID/¢t

The corresponding equations, when T, and Ty are MOS transistors operating in strong inversion (saturation)

(WT R )2 , from white noise |

regime, Vp>Vs—Vr>0, by using eq. (320) instead of eq. (319), are: for the input referred voltage noise of the

amplifier

Ts =MOS,T; =MOS

2
LTA ) (330)
, for 1/f noise
1Hz FOMg_, . N 296, Vg -Vt Lt

f WT LT 1 2¢t W L ’
A Ta D/ o, % , for white noise
Tp [ =Tx

and for the input current noise
Vb > Vg ~ V1 >2¢,

_ 2 _
Sin =Sv,1, 8N =
T, =MOS,T; =MOS

(1Hz FOMs, . Wr, L1, f), from 1/f noise (33D)
- 2
= (2T[Cox) X + 2q¢t Vg = V1
ID/¢t 20

As compared to eqs. (324) and (325) for the noise in a BJT amplifier, several similarities and differences for the

(WTA L, f )2, from white noise |

noise in MOS amplifier can be made. In sub-threshold regime, the input referred voltage noise has the same
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expression as for BJT, with differences that the white noise component is not multiplied by current gain 3, see

again eq. (322), and FOMs, >>FOMs , see eq. (316). In contrast to BJT, when MOS transistors are operating
in saturation regime, the amplifier input referred 1/f voltage noise component, Sy, _in eq. (330), depends on the
ratio between gate lengths of T, and Ty, rather than on ratio of gate areas, and the amplifier input referred white
voltage noise component is decreasing “slowly” as I "3 O(Vg—V1)/Ip, rather than as 1/I. Also, the relative
contribution of the loading transistor depends on the square root of aspect ratio W/L of Ty, and T, rather than
being equal to 1. Note that egs. (330) and (331) are derived at condition of equal DC currents flowing through
T and Ty, as mentioned earlier for the circuit in Figure 56, and the current noise SIIN in the case of MOS
amplifier increases with the frequency, while in the case of BJT amplifier, S, was decreasing as 1/f at low
frequency or constant in the frequency range of white noise.

Other important difference between MOS and BJT amplifiers, is that the critical source impedance Ri=R.g, at

which the input noise current and input noise voltage have equal contributions, is frequency dependent in the

case of MOS amplifiers. For sub-threshold regime, R, is

_ W+ L
Vg <Vt —2¢, Sy 1 1+M, for 1/f noise
Req = N = X WTL LTL , (332
Ty =MOS,T; =mos | oiv  ZTWVT, L1, Cox
A » 1L \/5 , for white noise
and for saturation regime, R, is
2
L, .
Vp > Vg = V1 >20, 3 1+ ,for 1/f noise
R _ PV _ 1 “ Lt 333
eq \S;.. 2mWg, Ly, C wr, /L @3
= = IN ATTLA TOX
T =MOS,Ti, = MOS g+ — /T , for white noise
W, / Lt,

Evidently from eqs. (332) and (333), the critical source impedance R.,[11/giy, Req is inversely proportional to
frequency f and to the gate area (Wt ALT A) and gate capacitance (Wt ALT ACox) of the amplification transistor Tx
in MOS amplifier. Note that in a MOS amplifier, R.q does not depend on the bias at given geometry of MOS
transistors.

The geometry of MOS transistors, however, depends on the range of bias currents and biasing conditions, while
the geometry of BJT depends mostly on the desired current density Ic/Ag, as discussed above. For a given MOS

process, there is a characteristic current Ipo, given by

Ipo = 2HC 07, (334)

which can be regarded as the drain current of square-shaped MOS transistor (W=L) at Vs=V1 [169], see after eq.
(253). The characteristic current Ipo depends on the MOS technology, and it ranges between 100—1000nA, since
UCox ~0.07-0.7mA/V? for mobility u~150-300 cm?Vs, EOT~1.4-7nm and ¢~26mV at room temperature.
Typically, Ipo~330nA, corresponding to uCox ~0.25mA/V2. At a gate bias Vg apart about £2¢pt~+50mV from

threshold voltage Vr, the drain current in the square-shaped MOS transistor is
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L 5 Vg - V.
IDsq = ID W = IDO In |:1 + exp{%ﬂ
t

Vg =V
exp{%} for (Vg = V)< —2¢, (in sub - threshold regime) (335)
t

2
Vg =V
G2¢ T j , for (VG - VT) > 2@, (in saturation regime)
t

Here, W=W; A:WTL and L=Ly A:LTL are the gate widths and lengths, and the drain current in the MOS transistors

:IDOX (

is Ip=Ip,W/L. Substituting in eqs. (328) and (330), by also assuming nearly equally sized amplification and
loading transistors, and following the long-channel MOS transistor model (page 427 in [169]), the product of

bias current and noise level in a MOS amplifier is

_ 1Hz IDO IDsq 2 IDsq
IDSVIN =2 TFOMSVG LT[E + 2q¢t 0.5+,/0.25+ E

1, for(Vg —Vp)<—20,and Vp >3¢,| (336

1Hz Ipo [IDqu 2
f Ve 12 (Ipo D226 T for Vi > (Vg - V) > 20,
Ipo 2¢

t

/ I
where the term [0,5 + [0.25+ IDSq } is denoted as f(u) on page 427 in [169], it changes from 1 in
DO

subthreshold regime to (Vg—V1)/(2¢,) in strong inversion regime above threshold, and it provides for the

transconductance g,, a smooth transition from exponential to linear dependence as function of gate bias below
and above threshold voltage, respectively. Other soothing functions for g, can be found in [294].

Eq. (336) shows for MOS amplifiers that the product Ipx(white input voltage noise) is bias independent in
subthreshold regime, and the product increases linearly as (Vg—V1)/(2¢;) at gate bias above threshold. For the 1/f
noise, the product increases with the level of channel inversion (Ins¢/Ino) and with “surface current density”
(Insg/L?), which is similar to the dependence on current density in BJT. There is no dependence on gate width W
in eq. (336), but W links Ip, L and Ipy by eq. (335), and W<L, if Ip>Ip, which is possible at high gate bias and
low currents in micropower circuits, e.g., (Vg—=V1)/(2¢)>3 for (Vg—V1)>0.15V, Ipo~0.33pA for EOT=2.8nm
and u=200cm?/Vs, and Ip<3pA, since Ipy~32x0.33uA~3uA.

Similarly to BJT amplifiers, the product IpSy, implies a tradeoff between low bias currents and high noise in

micropower MOS amplifiers, at given current density (Ins/L?) and level of channel inversion (Ins¢/Ino), the later
corresponding to a fixed gate overdrive voltage (Vg—Vr). Using typical values for FOMs, . from eq. (314), we
plot in Figure 57 the product ISy, given by eq. (336) for MOS amplifiers separately for 1/f noise (middle-right
in the figure) and white noise (bottom-right). We assume that the gate length of MOS transistors for analog
circuits is about 3-5 times the minimum gate length L, of particular CMOS technology. The diamonds are for
minimum Ipp=0.1pA and L=1.5um, and correspond to pMOS of from nodes with L,;;,=0.35pum to 0.5pum
(EOT~Tnm, Cox~0.5uF/cm?, p~150cm?/Vs). The squares are for Ipo=0.333pA and L=0.5um, and correspond to
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nMOS from nodes with L;,=90nm to 130nm (EOT~2.8nm, Co~1.2uF/cm?, p~200cm?/Vs). The triangles are for
Ipo=1pA and L=0.2pm, and correspond to advanced MOS nodes with L;,;,<65nm (EOT~1.4nm, Co~2.5uF/cm?,
n~300cm?/Vs), which is expected to be used also in analog applications in the near future. For convenience, and
in order to show the gate overdrive (Vg—Vr) in the horizontal axis at the top of Figure 57, the plots for MOS
amplifiers are given versus the level of channel inversion (Ip/Ipo), which is a dimension-less quantity, rather

than versus current density.

The corner frequency f. between 1/f noise and white noise is then plotted at the top-right in Figure 57, for MOS

amplifiers that use transistors with the abovementioned parameters, according to

Ipo IDsq
M Lz(lm

I
2q02| 0.5+ /0.25+-2
Ipo

f. =1Hz

(337)
I Vg =V
FOM Ipo || P4 ~exp ——L | for (Vg - V)< —20,,and Vp > 30,
Sve 2 IDO ¢t
=1Hz 5 L ;
- ( DSqJ:VG_VT’forVD>(VG‘VT)>2¢t
Ipo 26,

as follows from eq. (336) for the condition S(1/f)=S(white). Note that the plots for MOS amplifier in Figure 57
are for low-impedance case, when the signal source resistance R;<<21TfWLC,,, and the plots represent the input
referred voltage noise of MOS amplifier, whereas, the plots for BJT amplifier are for high-impedance case, when
the signal source resistance R;>>zp=B@/Ic, and the plots represent the input current noise of BJT amplifier via

Sv =S, Zs? as discussed earlier after eq. (327).

Several useful comparisons between MOS and BJT amplifiers can be made in Figure 57 for the product IncSv,.

For the white noise, the product is independent of transistor size, but increases with bias level (Ipy/Ino) in MOS
amplifiers, whereas, the product is independent of bias level Jc=I-/Ag, but it depends on the current gain 3 of
BJT used in the amplifier. For the 1/f noise, the product increases with the bias level in both MOS and BJT
amplifiers, but the product is independent of the current gain B in BJT amplifiers, whereas, it increases as
Ipo/L20uC /L2 in MOS amplifiers. The corner frequency f. decreases with the current gain § in BJT amplifiers,
owing to higher white noise, whereas, f. increases as C,,/L? in MOS amplifiers, owing to higher 1/f noise.
Consequently, f. is usually in the kHz range for BJT amplifiers, whereas, f. can reach GHz range in MOS
amplifiers. Thus, one can observe both 1/f noise and white noise in low-frequency BJT amplifiers, whereas, the
1/f noise dominates in the entire low-frequency range below 1MHz in MOS amplifiers with short gates, e.g.
L<1um. Note again that the comparison is between voltage noise in MOS amplifiers and current noise in BJT

amplifiers, the later multiplied by the square of input resistance of BJT.
The relations for the product IncSy, in eq. (326) for BJT amplifiers and in eq. (336) for MOS amplifiers are

generic, and we illustrate in Figure 58 how they are reflected in commercially available integrated amplifiers
from different fabricators, Analog Devices, Linear Technology, and Texas Instruments and Burr-Brown. From

the datasheets of the amplifiers, we have collected the values for 1/f and white noise, maximum quiescent
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current Iy and bandwidth. As shown in the left-hand plots of Figure 58, on the top for BJT and below for MOS
amplifiers, increasing lo, the bandwidth increases, the white noise decreases, while the 1/f noise scatters

generally.

Obviously, the datasheets provide performance parameters of the amplifiers and the details for the designs are
omitted. Since the current Ipc and the sizes of the transistors in the input stage are not stated in datasheets, then
we assume that Ipc is a portion of the quiescent current I, of the amplifier, and Ipc scales approximately linearly
with I, in order to preserve the bandwidth of the amplifier. Then, the current density in the input transistors of
BIJT amplifiers is estimated from the corner frequency f. between 1/f and white noise, according to eq. (327), and

using typical values for f=150 and FOMSVB:3.8><10_12 um2V?/Hz from eq. (315). Re-arranging the data against
the current density, as illustrated at the top-right plot of Figure 58, the product 0.5IoxSv, for BJT amplifiers fits

with the predictions of eq. (326) given earlier for the design window in Figure 57. In particular, the 1/f noise is in

agreement with the general trend (solid squares) for 2JcFOMs, , having a distribution illustrated with bell-
shaped curve with standard deviation 5.5dB on right of the trend. The product 0.5IxSy,  for white noise

(triangles) also became with trend independent of the current density, having a distribution with a peak within
the limits given by the design window for =50 (solid diamonds) and =500 (solid triangles), and standard
deviation also 5.5dB. The similar values for the standard deviations for 1/f noise and white noise, as well as the
increase of the bandwidth as function of current density, imply that the scattering around the trends is due to
differences in the design of the amplifiers, but in general, the predictions from of egs. (326) and (327) hold for
BIJT amplifiers, by taking 50% of I in the product IncxSy, . The high value of 50% is empirical, and it is

justified by the fact that the input referred voltage noise of BJT is normally lower in low impedance circuits, see
again the discussion after eq. (327), and one has to take 10-20 times the biasing current Ipc of the input stage of
the amplifier in order to compare to eq. (326), which is derived for the dominant current noise in high-impedance
circuits. Indeed, as given in the datasheet of the ultimately low noise amplifiers LT1028 and LT1128 from
Linear Technology, the DC current is 1.8mA in the input stage, and it is a significant portion (~25%) of the
quiescent current 7.5mA.

As for MOS amplifiers, it is not possible to calculate gate overdrive and gate length from the information in

datasheets. Therefore, the portion of I in the product IDCXSVIN was varied until no data point left below the

ultimate minimum of 2qot? for the product, as follows from eq. (336) and assuming negligible noise contribution

of the loading transistor. Using 0.02IgxSy,, the results are shown in the bottom-right plot of Figure 58. In

agreement with the prediction from eq. (336), the product with the white noise (triangles) is low at low I, and it
increases slowly at higher I,. There is bimodal distribution in the data, which corresponds to Ipo(W/L)=2pA and
150nA, and for these values, the predictions from the term 2><2q(pt2[0.5+(0.25+IDSq/IDo)0‘5 ] of eq. (336) is
illustrated by solid lines through the triangles. Along with the increase of the bandwidth, this confirms that the
current density (Ip/L2) increases with I, and according to the prediction from eq. (336) for the 1/f noise, the

product 0.02IoxSy, is nearly proportional to Iq for 1/f noise, as shown in the bottom-right plot of Figure 58 with

circles and a trend line through them. The distribution in the data is wide, having standard deviation about 7dB,
with limits shown by solid lines. The upper limit corresponds to 5V MOS with EOT=10nm, L=3um,
WL=450um?, low input capacitance of 1.6pF, and FOMs,, =500 pm*uV?/Hz. The low limit corresponds to 30V

MOS with EOT=30nm, L=40pum WL=16000um?, high input capacitance of 18pF , and FOMs, =100
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um2uV2/Hz. The capacitances are within the range given in the datasheets, the oxide thicknesses correspond to

the maximum supply voltages in the datasheets, and the values for FOMs, , are within the range for analog MOS
in ITRS [3].
Overall, the right-hand plots in Figure 58 demonstrate that the relations given in eq. (326) for BJT amplifiers and

in eq. (336) for MOS amplifiers for the product IDCXSVIN are valid, and the relations are observed in the

commercially available integrated amplifiers as extension of the design window in Figure 57 toward low current

densities, Ic/Ag for BJT or Ipo/L2 for MOS. Therefore, the IC manufactures use IQXSVIN as the figure of merit for
their low-power low-noise amplifiers — see [295] for a datasheet from Linear Technology, for example.
VIL.2.Up- and cross-conversion in phase noise

VII.2.1. Definitions

The noise in ideal linear circuits is additive, that is, the noise and the signal occur simultaneously and

independently each from other. However, many circuits used for signal generation and processing are not linear,
they are also time variant, and the low-frequency noise is “multiplied” in these circuits, even when the circuit
operates at high frequency. This effect is known as up-conversion of low-frequency noise, in which the
properties of the high frequency signal, e.g. amplitude, phase, delay, are affected by the low-frequency noise.
The up-conversion of noise degrades the spectral purity of the signal, widening the spectrum of the signal, and in
time domain it causes jitter in the transitions of the stationary cycling signals. There are many works devoted on
up-conversion of low-frequency noise, and the up-conversion was reviewed in [296] with emphasis on BJT

circuits.

The problem of up-conversion can be introduced when looking at the modifications of ideal signal, when passing

through a circuit. The modifications are assumed as modulations, and given generally by

V() = [V + 4, (0]sin[21t + A4 (1)]. (338)

where A, is fluctuation in amplitude and A, is fluctuation in phase of the original signal V=V sin(21tt), the
latter with amplitude V, and frequency f;. The frequency f; of RF signals is usually high as compared to the
frequency range of the spectrum of the low-frequency fluctuations A, and A,. Therefore, A, and A, appear as
amplitude and phase modulations of the original signal, and respectively, are regarded as amplitude and phase
noise. (Other forms of signal modification can be also assumed, for example, as in perturbation phase noise
theories, which we will discuss later.)

The noise from devices contributes to both amplitude and phase noise in eq. (338). Both contributions result in
broadening of the spectrum of the signal around frequency f;. For the amplitude noise, the product A,(t)sin(2Ttt)
results in convolution A,(Af)*5(f;—Af) in frequency domain between noise spectrum A,(Af) at low frequency
Af<<f; and spectral line §(f;—Af) of the signal. The convolution creates side-lobes around signal frequency f; at
offset frequencies Af, which can be further modified by the shape of the amplitude-frequency response of the
load, e.g. LC tank in RF circuits. In similar manner, the phase noise also creates side-lobes around signal
frequency f, since sin[2Tift+A,(t) |=sin(2THt)cos[ A, (1) [+cos(2Tt)sin[A,(t)] in time domain, and when converted
in frequency domain, it also results in convolution d(f,—Af)*A,(Af)/Af. (The division on Af occurs, because one
can take the spectrum of phase noise at Af as constant at f>>Af, having spectrum inversely proportional to Af

after Fourier transformation. Precisely, the division is due to the fact that the frequency is time derivative of the
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phase, as shown later.) The term A,(Af)/Af results in “addition” of 1/Af2 slope to the frequency dependence of
low-frequency noise, when addressing power spectrum densities (PSD) at high frequency. In other words, the
PSD of phase noise decreases as 1/Af2 steeper, when compared to PSD of the noise source that causes the phase
fluctuation. The above explanations are heuristic, but they capture the main properties of amplitude and phase
noise. The typical spectrum of an oscillator is shown in Figure 59a for a CMOS oscillator [297]. When taking
one side of the spectrum, either below or above oscillation frequency f;, one obtains the single side band (SSB)
noise. The ratio of the power spectrum density of SSB noise to the magnitude of the carrier signal at the

oscillation frequency defines the normalized spectrum of the phase noise, PhN, according to

PhN(Af) = SSL(M), in unit [1/Hz]
Pearrier (339)

- =10dB xlog( (PhN),in[dBc/Hz],

where P.ier is the power of the signal at the output of the oscillator and Sggp is the power spectrum density of
SSB noise at Af=f—f; frequency offset from oscillation frequency f;. One usually reports the data for PhN in units
[dBc/Hz], which are according the second line of the equation. Figure 59b illustrates the PhN spectrum obtained
from the spectrum of the oscillator in Figure 59a, showing also the two typical slopes, 1/Af3 and 1/Af2, in PhN,
which are result of up-conversion of 1/f and white noise, respectively, by “addition” of 1/Af? to the slopes of the

low-frequency noise, as mentioned above and discussed later.

The amplitude noise is not a severe problem, since most practical circuits possess amplitude limiting mechanism
[296], e.g. automatic gain control in oscillators and limiters for mixers, resulting in substantial suppression of the
amplitude noise. However, the phase noise is serious problem, since a phase feedback is difficult, and the
spectral broadening of the oscillation signal due to phase noise is perhaps the most critical issue for reference
oscillators, in which the oscillator is free-running. Therefore, from here to the end of this sub-section, we focus

on phase noise in oscillators.

VII.2.2. Phase-noise in oscillators

There are three approaches studying the phase noise in oscillators. These are time invariant, cyclostationary and

perturbation approaches.
Time invariant approach

The time invariant approach was first suggested in [298], it is used widely, and a detailed review of the approach
is given in [296]. It is assumed the obvious configuration of an electronic oscillator, in which an amplifier with
noise figure NF, see eq. (228), has a frequency dependent LC—R; feedback so that at frequency (21t;)?=1/(LC)
the feedback is positive without phase shift, and the circuit generates sinusoidal signal at f,. An assumption is
made in [298] that power spectrum density (PSD) of the phase fluctuation is equal to the ratio of amplifier noise

to oscillation power. This assumption is based on eq. (338) in the following manner.

VO - afsinfort,t +8g (0] = coslorft + Ag (0 g ©), (340)
S
which rewritten for noise becomes
Sv _ 2 _Se
W = Cos [2T1fst+A¢ (t)] Sq) ~7, (341)
S
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since the time invariant approach takes the average value of cos?(x)=0.5. Then, by taking into account that

VRMS=VS/\/2 for sinusoidal oscillation, then the voltage noise of the amplifier is expressed with noise figure, as

Sy _4KTR(NF _ 4kT . 2kT . 2KkT

V32 Vs2 V32 / R Pearrier Pearrier

Af
NF,p, (1 + Afc j (342)

where NF,,, is effective noise figure of for white noise in respect to the resistance R; of the LC tank at resonance
frequency f;, and Af. is effective corner frequency between 1/f and white noise, as introduced in [298]. Thus, the

PSD of the noise in the phase is

S 2kT Af

20 NF,p| 1+—= |, (343)
2 carrier Af

where S,/2 is SSB component corresponding to one side-lobe of noise.

The fluctuation S, in the phase is applied to the LC tank, which converts it in frequency noise Sy, as follows.

The LC tank has (-3dB) bandwidth

BW _f,
+—— =S
2 Q

where Q is the quality factor of the resonator used in the feedback of the oscillator. When the frequency offset is

(344)

small, Af<BW7/2, then the relation between phase and frequency in the LC tank is approximately

0 2
+ —¢ = —Q , at f=f; and f—f=Af<tBW/2. (345)
o(ar)  f,
Therefore, d(Af)=dexf/(2Q), which rewritten for noise So/2 in £BW/2 is
5 ) S
Sar =| —= | —. at f=f; and f-f=Af<xBW/2. (346)
2Q 2

For frequency deviation larger than BW/2, the phase of the LC tank does not change significantly with
frequency. Therefore, the frequency and phase fluctuations are directly coupled each to other, without
modification from LC tank. Owing to the general relation 211df)=0(d¢)/0t between phase ¢ and frequency f,
which also holds for the output of the oscillator, then phase fluctuation can be equally rewritten as frequency
fluctuation [298]

» S (Af)

S (Af) = (af) . at f~f, , but f~f,=Af>*BW/2. (347)

Rewritten for the oscillator output, the last relation is

Sar(8f) _ Se(af) _ Sssp PhN(Af), at £~f, and any f—f,=Af, (348)
(Af )2 2 Pearrier

where Sy is noise in the phase and Sggp is the single-side band PSD of the oscillator output signal. Combining
eqs. (346) and (347), as suggested in [298], and substituting in eq. (348), one gets
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S (A 2
PhN(Af) = SssB :SAf(Af): ol )1+( fs j , at f=f, and any f—f,=Af. (349)

Pearrier (Af )2 2 2QAf
When substituting with eq. (343), the expression for time invariant approach for phase noise in oscillators
becomes as
S 2KT Af £, )
PhN(Af) = =55B NF,, (1 S j 1 +( S ] , at £=f, and any f~f,=Af, (350)
carrier  Fearrier Af 2QAf

where the noise figure NF,,;, is for white noise in respect to the resistance R; of the LC tank at resonance
frequency f;, as mentioned above. In RF oscillators generating in the frequency range of GHz, one usually uses
LC tanks with Q<100, and f/(2Q)>10MHz. Therefore, the last term in the square brackets dominates, and
practically for Af<1MHz

PhN(Af) =

2 2 . . . .
kT Af f 1/Af )7, if Af > Af ., whitenoiseup - conversion
Nth( Cj( s j O (17a4) ¢ (351)

2QAf (1/ Af )3 ,if Af <Af,1/f noiseup - conversion

carrier

Consequently, one observes two slopes, 1/Af3 and 1/Af2, in oscillator phase noise, as illustrated in Figure 59b.

Egs. (350) and (351) are known as Leeson formula for phase noise [298].

Certainly, the time invariant approach captures very essential features related with the phase noise. These are the
abovementioned two frequency slopes, and the requirements for high quality factor Q of the resonator, low noise
figure and low corner frequency between 1/f and white noise in the amplifier. However, there are issues, because
Af, is different, usually lower, than the corner frequency f. between 1/f and white noise in the amplifier, and
also, there is no accurate expression that relates NF,;, to the noise figure NF of the amplifier, the latter given for

low-frequency noise by eq. (228), for example.
Cyclostationary approaches

The above issues were found to originate to circuit asymmetry and high-order harmonics in oscillators, after
applying cyclostationary analyses. Earlier experiments, such as that in [299], showed that improving the circuit
symmetry, and thus reducing harmonics related to non-linearity, decrease the SSB lobes and phase noise. The
cyclostationary analyses are area of active research [300, 301, 302], they are lengthily to be presented here in
full, and there is no review available at present, which compares different approaches, in computer simulators.
The approach is introduced in [303], it is sketched in [304], the derivation of the equations is presented at [305],

and summarized in [212], as

of
61 0

Sl/f or, T 1
PhN(Af = —
(ar)= Z Z[alm} m’“[aij 2(nf)? (352

() m=0 n=0

where 0Of,/0i,, are sensitivities of the (oscillation) frequency f; to changes in harmonic with number m=0,1...N
[of/0i,]* are complex conjugated values of the sensitivities of the (same) harmonics with number n=0,1...N, and
the white noise power spectrum densities Sy, are from all noise sources weighted by magnitude of the
harmonics (e.g. for shot noise in BJT, S, ,=2qln-n, Where I,-, is the magnitude of the (m—n)th harmonic in the

BJT current). Note that the 1/f noise, Sy, and any other low-frequency noise, contributes only by the DC
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component iy of the signal, as shown with the term in front of the sum, whereas the high frequency white noise

around all harmonics also contributes to the phase noise around the fundamental harmonic with frequency f..

In other words, the up-conversion of low-frequency noise is only via “DC component”, the 0™ harmonic, of the
signal derivatives in oscillators, while the white noise around all harmonics adds on the top of the up-converted
low-frequency white noise, according to harmonic balance method for cyclostationary analyses of phase noise.
Thus, in oscillators, in which the signals are large and harmonics are present, the phase noise is not solely due to
up-conversion of low-frequency noise; and the corner frequency Af. between 1/Af2 and 1/Af3 phase noise
components is lower in oscillators as compared to the corner frequency f. between low-frequency white and 1/f
noise of the transistors biased at the same DC conditions as in the oscillators. This is also confirmed by
perturbation methods for analysis of phase noise, which are summarized below. Owing to the importance of
balance between DC, amplitude of oscillation and linearity for phase noise, we will discuss the tradeoff
immediately after the paragraphs for the perturbation approach, as the third design consideration — see later and
below eq. (398).

Perturbation approach

The perturbation approach for analysis of phase noise assumes that the noise perturbs the operation of the
noiseless oscillator. As mentioned earlier, eq. (338) is not the only way to describe the modification of ideal
signals. The perturbations can be assumed and introduced in various manners, e.g. in amplitude A, and phase A,

by eq. (338), or in other form, such as

+00
V() =8, (0 + v, [t+A ()] =8, 0+ DV exp{izrkt[t+ A (t)]} (353)
k=-00
where v (t)=XVexp(j2nkfit) is the un-perturbed (ideal) signal of the oscillator with fundamental frequency of
oscillation f;, and also having harmonics with amplitudes Vi, which are the Fourier coefficients of v,. The noise
perturbation is usually assumed in A, as an amplitude perturbation, and the response of the oscillator converts it
into jitter A, or, equivalently, in phase deviations 2nkA,. Thus, the phase deviation A =2nf,A; around fundamental
harmonic (k=1) is the phase noise modulation in eq. (338), and eq. (353) also implies that there is phase noise
modulation around all harmonics of the oscillator, which, indeed, are k-times larger than the phase noise
modulation A, of the fundamental harmonic, where k is the number of the harmonic. Among the several phase
noise theories that use perturbation, we discuss two, since the mathematical derivations are lengthy, while the
results from the different analyses appear to converge each to other. A list of publications that deal with phase

noise theory is provided at the end of this sub-section.

First approach. One approach to perturbation phase noise analysis is to look at the differential equations that
describe the oscillator, by adding perturbation in the equations, and obtain insights for the behavior of the
oscillator signals in time and frequency domains. Such approach was taken in [306], the comprehensive
derivations are published in [307] and [308] for white noise and colored noise (1/f noise and band-limited

Lorentzian noise), respectively, and the approach was summarized in [309], as follows.

PhN(Af, kf, ) = 5SSB. = (ks (e + D crSs (21) |
Vlz [T[(kfs )2 (CW + ZCf Sf (Af))]z + (Af)Z

where k(=1, 2, 3...) is the number of the harmonic of interest with frequency (kf;), c is a parameter that reflects

(354)
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the contribution of white noise sources in the oscillator, the sum is over noise sources in the oscillator, c; are
parameters that weight the contribution from colored noise sources, the latter having power spectrum densities
S¢, and ¢¢S; is normalized noise, that is, if S is in unit A%/Hz, then c;is in unit 1/A2. The expression in the square
brackets is small, e.g. less than 10Hz, and it causes the phase noise spectrum to level-off at small frequency
deviations. The parameter c,, can be determined from the circuit analysis both in time and frequency domains
[307], but the calculation involves finding solution of the equations based on the oscillator circuit equations,
which are also differential and non-linear in principle. Nevertheless, at particular biasing and in particular circuit,

cy has a single value, and it is shown in [307] that c,, is also related to the variance of the jitter, or

2
¢, =2Btw (355)
t m
where t,, is the duration of observation (measurement) of the jitter, and c,,,, is the standard deviation of the jitter
A 1in eq. (353) during the observation and due to white noise. One can assume only the white noise causing the
jitter, that is o =0, by neglecting other components in G4, resulting from 1/f or Lorentzian noise. Then, if the
jitter measurement is at the n™ period of the clock of a digital signal (after slope triggering of an oscilloscope by
the clock signal, for example), then t,=nT=n/f; and from histogram of the time of the signal transitions around
nT,, one can calculate 6, and estimate c,, from eq. (355). Then, one can measure the phase noise spectrum and
from the region with 1/(Af)? slope in the spectrum, to obtain other estimate for c,=PhNx(Af/fs)?, according to eq.
(354), and verify whether the contribution of white noise is the dominant in the jitter, which would be true, if the
values for c,, obtained by both measurements are close. One note should be made here, that Gaussian white noise
was used in the deviations of egs. (354) and (355), while in the practice, the jitter may have pattern dependent
component, which might be not Gaussian. Thus, a simple pattern should be used in jitter measurement, but not
pseudo random sequence. For the clock signals, one useful relation between cycle-to-cycle jitter and phase noise,
which has been derived in a simple manner and verified experimentally in [310], is
2
o %t, W (tm =1/1 ) = (A% PhN(Af W ) , cycle-to-cycle jitter. (356)
S

The expression for cycle-to-cycle jitter follows directly from eqs. (354) and (355) when setting observation
(measurement) interval t,,=1/f; reciprocal to of the oscillation frequency f; and consider the phase noise in the
fundamental harmonic (k=1) at dominance of c,, in the nominator and dominance of (Af)? in the denominator of
eq. (354).
Apart from the complications to calculate the parameters c; from differential equations of the oscillator, another
problem in eq. (354) is a singularity that occurs at very small offsets Af—0, if the colored noise Sy =K/f is 1/f
noise. In such case, eq. (354) reduces to Af/[(mkfs)?cK]LIAf—0, and the phase noise reduces, instead to increase
or level off, when the frequency offset Af decreases. Such reduction was never observed for phase noise in the
practice of free running oscillators. (The reduction is evident in fractional PLL with sigma-delta modulator.) To
remedy, a low-frequency corner f.; for the spectrum of 1/f noise was introduced in [308], below which frequency
S¢ is constant. Thus, the 1/f noise at very low-frequency Af—0Hz and DC was limited to S(OHz)=4/f.; in

perturbation theory, by terming the flicker noise spectrum as
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(S¢ =)smL(f) 4I

£ X2+ 2th
—l—iart fet spectrum of 1/f noise limited to low frequency f.:. (357)
|f| ot g T > Sp q Y L.
LN N L1 P P S P
f 2mf 2 fcf of

The autocorrelation function R=R ;s and the variance o; =6, (related to the jitter) of 1/f noise with low-

frequency corner f., respectively, are [308]

(Rf :)Rl /f (t) = 2EI(fo |t|), autocorrelation function of 1/f noise, (358)
Glz/f (t) =2 Aept =1+ exp(— fer t)(lz_ et t) * (fo t)z EI(fo t) , variance of 1/f noise, (359)
fcf
with the exponential integral EI(x) being
0
EI(x) = j@dz. (360)

1

For comparison, for RTS, burst and GR noise, which have low-frequency band-limited normalized Lorentzian

spectrum of
1
(Sf :)SBL (f ) = — Lorentzian spectrum (361)
f
1+(2nj
fcf
the autocorrelation function and the variance are [308]

f
(R £ :)R BL (t) = CTfexp(— for |t|), autocorrelation function of noise with Lorentzian spectrum, (362)

O'%L (t) — fcft -1 +fCXp(— fcft)
cf

, variance of noise with Lorentzian spectrum, (363)

and the white noise has jitter variance (Ga.wh)?>=Cyt, as follows from eq. (355) given earlier. Note that variances
are functions of the time, and the complexity of the functions increases when the type of the noise changes from

white noise, through Lorentzian noise, to flicker (1/f) noise.

In addition, the observation of phase noise or jitter is never for infinite time, but for the time window t,, of the
measurement, that is for the acquisition time by spectrum analyzers or oscilloscopes. The time window t,,
modifies the results for variance, and at high time and frequency resolution, so that both frequency and time
being assumed continuous, it was shown in [308] that the variance o, for the jitter A,, see again eq. (353), during

the observation time t,, can be calculated by

135 of 286



t

0% (tm)=Cutm + . 2¢; I(t—r)Rf(t)dT, (364)
0

using egs. (358) and (362) for autocorrelation functions of 1/f noise and Lorentzian noise, respectively, by

performing the calculation in time domain, or equivalently by calculation in frequency domain

1- exp(jZthtm)
(2me)?

+00

04 (tm) = ctm + 2 2¢¢ [ S¢(F) df (365)
-0

using eqs. (357) and (361) for power spectrum densities of 1/f noise and Lorentzian noise. The summation in the

last two equations is along noise sources in the oscillator circuit. To meet the assumptions for Gaussian random

variables, which is used in the derivations, t,, has to be in large enough steps At,, so that the results for

0i=0a(iXAty) and ox=0a(kXAt,) by any values of i and k must satisfy the condition

-2t 2 (i -k)? 02 ]

Opti

exp
= (,if i # k, when using egs. (364) and (365). (366)

- 212t 2 (i - k)? 0% ]

exXp OAt,k

Second approach. Noticeably, the use of the equations above meets with difficulties in the practice, they might
be mapped in numerical methods, but then, they become vulnerable for quantization errors. Therefore, other
approach for building of solvers for phase noise and jitter was used in [309]. The approach is based at macro
model for the relation phase-frequency, in particular, the phase deviations are integrated frequency deviations.
That is, the macro model is an ideal integrator in time domain. The circuit noise sources are weighted and
summed into power spectrum density S,, of a macro noise source at the input of the integrator, and the output of
the integrator is the phase deviation A, or jitter A=A,/(2nkf,) of the oscillator, where k is the harmonic number
and f; is the frequency of oscillation. The weighting is with the parameters s,, and c¢ are according to eq. (354),

and the macro noise source at the input of the integrator is
Selaf)=cy + 3 cpSe (af]). (367)
Note that S,, is a normalized power spectrum density in unit 1/Hz, as mentioned after eq. (354).

In frequency domain, the transfer function of the integrator is H;=1/(j2nAf). The observation (or measurement) is
practically for finite time t,,, and then, it is repeated, if desired. In other words, the integration captures the
evolution of the increment of the phase and its variations (e.g. jitter or phase noise) only for time t,,. Then, the
integrator is “zeroed” before the next observation. This is exactly what happens by triggering the measurement

in real instruments.

Let us neglect the pause between single measurements. Every single measurement will give the increment of the
phase and its variation between current and delayed with t,, integrations. In such situation, the delay-difference
operator in frequency domain is H, =1-exp(—j2nAfxt,), and Hy , is a transfer function that multiplies the transfer
function Hj of the integrator. In this way, the observation time window is introduced in [309], and the power

spectrum density S, of the phase at the output of the integrator for observation time t,, becomes, as
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sin (T[Af tm )

Sg(af) = |HI|2‘Htm‘ So(af)= (raf)?

S,(Af). (368)

Interestingly, the mathematical problem of singularity at Af—0Hz is resolved, once S,(0Hz) is finite, since

lim { sin (xtm )

} =t - Thus, at finite time of measurement t,, the power spectrum density S,, of the phase at
X

X -0

the origin Af—0Hz will be observed as
S¢(0Hz) = t7,S,(0Hz), (369)

which is a version scaled by square of the duration of the observation of the power spectrum density of the
macro noise source S, at the origin Af—0Hz, where S, causes the phase noise in the oscillator, but S is not an
integrated value of S,, thus the integration function in the macro model is “lost” when the product (Afxt,,) is
small, although mathematically everything is perfect. Similarly, there is no mathematical problem to obtain the

variance in the phase from
az,(, js Af)d (o)
J- ITAf 1 )

0

(Af ) (Af ) since the noise spectra are even functions of frequency, (370)

=215, (OHz Af 42 j Sm ”f L Sw(f)d(f)
B i

The last integral can be calculated to a finite value either by analytical or numerical method, by taking
appropriate minimum offset frequency Af,;,, which in the practice is set by the frequency resolution of the
spectrum analyzer or by t,, in the case of jitter measurement by oscilloscope, so that
[sin(TATL yintn)/ (TA L intm) 12>(1—error). However, note again that the phase-frequency relation (of integration) is
lost at low frequency, and at Af=0, it is replaced with a term that scales the “frequency” noise S, by the product
(tmXtmXAfi,) of measurement settings, instead of having integration of S,. It is worth mentioning, without
expanding a discussion on measurement uncertainty and errors, that Af,;,t,=N, where N is the number of
spectral lines resolved by the spectrum analyzers that use discrete Fourier transformation, whereas in digital
oscilloscopes, tn, is the time from triggering and Afi,=fsmy/N, where N is the number of points acquired by the
oscilloscope at the sampling rate f,,, of ADC, but Af,;, does not have direct relation with the time scale on the
screen or with the time resolution or bandwidth of the oscilloscope. There are important issues related to the
above consequences from finite time observation of phase noise, and one has to carefully take into account the
consequences when analyzing experimental data and comparing to simulations. The simulators preserve the
calculation consistence in circuits, trying to provide a result that is independent from the length of the data
window, whereas the measurements are affected by the time window, because of limited accuracy and resolution
that also depend on measurement settings. Simply, the spectrum analyzers and oscilloscopes do not “know” that
they measure phase noise, and certainly, the instruments do not make corrections to remedy artifacts from

measurements, unless the user programs the instrument to do post processing in specific way.

So, when using the integrator with delay-difference operation, as shown in [309], one obtains from eq. (370) the
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following expressions for the variance of the jitter

e 2 sin? (Af t,,)
) [splar)alar) 2 [ == ==mis (ar)d(ar)
) B o (o)
ey (2m? (2m)?
= (kfs )2 Cy Uy for white noise, and (371)

= (kfS )ch '[12n [0.8456 - 21n(fcf tm )], for 1/f noise with low frequency corner f ¢,

where kf, is the frequency of the k™ harmonic of the oscillator, f. is the low-frequency corner for the spectrum of
1/f noise, below which frequency S{OHz)=4/f; is constant, and 0.8456 is twice the difference between one and
Euler’s constant, the latter ~0.5772. The expression in square brackets is truncated for high-order terms [309], it
is a rough approximation, and for practical purposes one can take the expression in square brackets equal to one.
Observe that the standard deviation o, of the jitter A, is linear function of the measurement time t,,, when the
white noise sources dominate, while 6, becomes nearly quadratic function of the measurement time t,,, when the
1/f noise sources dominate. The parameters c,, and c; are as defined by eq. (354), which describes the phase noise
spectrum.

The variances in eq. (371) correspond to the so-called Allan variance, which is defined in [311] as frequency
variance (Gr)? between delayed observations (measurements) with given durations t,,. A simple comparison
between eq. (371) and eq. (10) in [311] establishes that

2

—sz (kfy. ) 0t2,. (372)

O (k. tm )
The analysis of the delayed observations in [311] has adopted the approach for incremental evaluation of
variance by delay-difference of observations, as introduced in [312]. The approach in [312], in principle, is the
same as the commented above, although the differences were taken algebraically in [312] for statistical variables
of averages, rather than by converting the integration and delay operators to transfer functions in frequency
domain, as explained above, using Fourier transformation. Other works that make use of the Allan variance and
other variance definitions for analysis of the phase noise in oscillators or for phase noise with different slopes of
the spectrum are [313] and [314].
One issue, which should be considered by measuring of the phase noise spectra of stable oscillators by spectrum
analyzers with discrete Fourier transformation, is that the acquisition time t,,, of the spectrum analyzer may
become a multiple of oscillator period 1/f;. In such cases, the sin?(x) term in eq. (368) causes modification of the
original phase noise spectrum of eq. (354), and peaks and notches or slow variations in spectra can be observed.
Proper windowing and averaging should be used in these cases. Worth mentioning, the parameters c; in eq. (354)
to (371) are related to 0™ harmonics V., that is, to DC components of the solution of the stochastic differential
equations of the oscillator, ¢=2|V, [, as explained in [308], which is the same as what was noted after eq. (352)
earlier for the up-conversion of low-frequency noise when harmonic balance method for analysis of phase noise
is used. Thus, the cyclostationary and perturbation approaches converge in their results, in principle, although
some discrepancies in values and computational complexity and time can be found in practice. The convergence
also allows to simplify the assumptions in perturbation approach, and to relax the computational complexity, by

avoiding the computation of stochastic differential equations. One perturbation approach that illustrates the
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avoidance of computation of stochastic differential equations is now summarized.

Third approach: Impulse sensitivity function. The perturbation approach, which avoids calculation of
stochastic equations and not necessary requires a calculation of contribution of harmonics in frequency domain,
is introduced in [315]. The approach is based on determination of the impulse response of the phase of the
oscillator when a perturbation impulse with very short duration (that is, a Dirac function 3(t) disturbance) is
applied at the place of noise source. The impulse response of the oscillator phase to the Dirac function-like
disturbance A;s0(t) is termed as impulse sensitivity function (ISF). It is noted in [315], that the disturbance A;z0(t)
results both in instantaneous amplitude A, and excess phase A, of the oscillator, see again eq. (338), and the
response of the oscillator, including ISF, is time variant and different for different phases within a period of
oscillation. However, the response is nearly cyclostationary, that is periodic with the period 1/f; of the
oscillation, as long as the perturbation A;0(t) is not very strong, as compared to the signals in the oscillator, an
assumption that is obvious for noise. (Mathematically, in other words, the derivatives of the of the differential
equations that describe the oscillator can be linearized, which corresponds to a use of Jacobian matrices in
[307]). Thus, the non-linear perturbation differential equations can be split in two parts, one for amplitude
impulse response h,(t) and, second, for phase impulse response h,(t), neglecting the combined amplitude-phase
impulse response, which corresponds to second derivatives in the non-linear perturbation differential equations.
To have the determination of ISF more practical, it was taken in [315], that the disturbance in electronic circuits
is a disturbance in electrical current, which affects the charge, and thus the voltage of the capacitance C,
associated with node of the circuit, where the current is applied (having the other node of the current source
connected to ground, for convenience). That is Az0(t)=I36(t)=C,; AV=AQ, where AV and AQ are the
instantaneous changes of the voltage across and the charge in the capacitance C,. By denoting with Qyax
=Cof|Vimax| the magnitude of the maximum charge that can occur in C,, during one period of oscillation T=1/f;,
and by t; the exact position of the disturbance within the period T, 0<t;<T=1/{;, then the phase increment due to

the disturbance is

B lt-to)= [t~ Oi(elar = [ISFrem( =Ty

to t Qmax

t
= J'—ISF((zzTEfStR )i(r)dT,

o

(373)

ty

where the function rem(x/T)=x—Txinteger(x/T) is Remainder after division function, which is the difference
between x and the last full period nT, and takes into account the periodic and cyclostationary behavior of the
phase sensitivity to disturbances. Therefore, the remainder time tg(t)=rem(t,nT) corresponds to the time t; of the
disturbance. So, the definition of impulse sensitivity function (ISF) becomes as
Qmaxh (t’ trR )
ISF(2rt 1 ) = 0 2R = Qi (R ), (374)
1(t-tg)
since after the moment t; of the impulse disturbance with Dirac impulse, the unity step function 1(t—tg)=1 for
t>tr=t;. For the dual case of a voltage noise source in series with an inductor, Q,,.x should be replaced with
D ox=LX1ax, Where @, represents the maximum magnetic flux swing in the inductor by swing I, for the

current in the inductor of inductance L.
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As discussed in more details in [315], ISF can be relatively easily obtained from transient simulations by
injecting impulse at different relative phases of the oscillation waveform and the oscillator is simulated for a few
cycles afterwards. By sweeping the impulse injection time t; across one cycle of the waveform, t;=tg, and
recording the resulting time shift At(tr), h, can be calculated as function of tg noting that A,=2nf,At. There also
other methods given in [315], based on phase (state) variables by or=2nf tr, which use the derivatives ovi/O(¢r)

of the normalized nodal voltages v=V;(or)/|V,| at each node (i) in the circuit. As the first approximation,

vientitg)  ovilde)

olorfytg)  _ dop

o] (o]

]

ISE (21t tg ) =

, for i™ circuit node and all j circuit nodes. (375)

Having ISF for one period of oscillation, one can use the phase variable gr=2nfitg , and calculates the DC

(average) value ISF,. and the root-mean-square (effective) ISF,,,, from

2T
1
ISFy = [1SF(0R Jaor = %" (376)
0
and
ISF2. = iZﬁISF(ch Paog =+ icz , (377)
rms 2T[ ) 2 = k

where ¢, are the Fourier coefficients of ISF, and the later equation is the Parseval relation.

Itis shown in [315], that the phase noise, as defined by eq. (339), due to white noise sources with power

spectrum density Sy Of the current white noise is then

[oe]
2
2.k
Af) _ ISE; . = .
Pth/Afz (A ): SSSB( ): S 2rms Swhlte2 _ k_g Swh1te:2 . with Sy in units A%Hz, (378)
Peamier  2Q%. (2mAf)*  4Q%., (2mAf)

while the phase noise due to up-converted flicker low-frequency current noise sources with power spectrum
density S,,[11/f depends only on ISF,., and the corner frequency Af,xs between 1/Af2 and 1/Af3 components in
the phase noise spectrum is reduced, as compared to the corner frequency f. between 1/f and white noise, and

these corner frequencies are related by

2 2 2
A s _ ISF;1C _1 e :l(C_OJ <0.5. (379)
f 2 0 2\ ¢
o BFm T2,y !
k=1

Thus, combining eqs. (378) and (379) one gets that
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Nf Af 3
PhN(Af) = —SSSB< )= PN\ (Af)(l + —CA/ fAf ]
carrier
5 ) (380)
_ ISEims  Swhite + ISch f_c

2Q7ax (2mAf)* | IS, Af

which is another way to write the Leeson’s formula of eq. (351) for near-carrier phase noise, by using other

quantities, however.

From the last equation, also provided that Sxf.=S(1Hz) is the flicker low-frequency noise at frequency 1Hz,

see again the discussion in section IV.4.5, then one gets a second useful form for phase noise in terms of ISF

2 2
ISleS Swhite + ISch Swhite 2thc
2Qmax (2mAf)* 2Qp,  (2maf)’

PhN(Af) =

) (381)
2
ISleS Swhite + ISch S1/ f(lHZ)

Q2. () 8PQh. ()

showing that the phase noise follows the evolution of the white and flicker noise in the circuit components, for
example, with the bias, although in different proportions, as compared to low frequency, since ISF,.<ISF,, as

mentioned above.

Next interesting arrangement of the last equation, which can be used to separate the up-conversion of low-

frequency noise from cyclostationary noise high frequency noise sources, is

[ISFns ~1F2.)S e (RE) | ISF,  Syplite) , ISER, s, 1112)

N e W) . Wf sl (@)

- %
3210 Qpax (BF)
(cg +2 ZCﬁJ
k=1 -

252 5 Z SrE (kf s ) from high frequency noise sources at oscillatorharmonicskfy.
3210 Qpax (BF)* £

5 S1E (Af ) fromup - conversionof low frequencynoise Sy g = Sypite +51/f (Af ) (382)

The high frequency noise sources Sgr are sources of white noise, in principle, with an exception, the gate
induced noise in MOS transistors, which increases with frequency. They have stationary components, given by
the quiescent (average) operation point, and also cyclostationary components that follow the variations around
the quiescent point. It is clear from eq. (382) that the up-conversion of low-frequency (or base-band) noise is
only a portion of the total phase noise, as mentioned by the discussion of harmonic balance method earlier.
Interestingly, if re-arranging eq. (382), one will obtain an equation in the form of eq. (352) for harmonic balance
analysis of phase noise, demonstrating convergence between the ISF-based perturbation method and harmonic

balance method.

Considering the different terms in eq. (382), the conversion of circuit noise into phase fluctuation and side-band

noise around oscillator harmonics is illustrated in Figure 60. The top spectrum Syorsg is the noise from different
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noise sources connected to one node of the oscillator circuit, e.g. sum of noise currents of pMOS and nMOS
transistors, which drain terminals are connected together in each inverter in CMOS ring oscillator. The low-
frequency portion of Syorsg , Which corresponds to Sy in eq. (352) and has white and 1/f components, causes
phase fluctuation Spyasg that is proportional to (c,)?, and respectively, Spyasg due to S;r has 1/f and white noise
components. The stationary and cyclostationary high frequency portions of Syoisg around oscillator harmonics
kf; (which correspond in eq. (352) to white noise Sgr) cause phase fluctuations Spyasg that are proportional to
(c,)? and (cy)?, respectively. In the figure, only (cy) are shown for clarity. (To say bluntly, this is down-
conversion of RF amplitude noise into LF phase noise Spuasg; the term usually used is “folding of noise spectra”
[316], in analogy to what happens when sampling signals with frequency spectrum higher than the Nyquist
frequency. Actually, the process is similar.) Since the high frequency portions of Syoisg are with white spectra,
then the noise in Spyase due to Sgg is also white. Thus, Spuase “collects” white noise from low and high
frequencies via all (cy), whereas, the 1/f noise in Spyasg “‘comes only once” from low-frequency noise Sy via
(c,). Therefore, the ratio 1/f noise to white noise is decreased in Spyasg, as compared to Syosg, and the corner
frequency between 1/f and white noise decreases in Spyasg, again as compared to the corner frequency in Snorse-
Note that the decrease of the corner frequency is due to increase of the white noise contribution in Spyasg, rather
than due to decrease of the contribution of 1/f noise, which one may mistakenly suggest. The bottom spectrum in
Figure 60 illustrates the conversion of Spyagg in the spectrum of the oscillator Spsc. As follows from the general
relation 210df)=0(d@)/0t between phase ¢ and frequency f, see between eqs. (346) and (347), each component in
Sosc is obtained from the corresponding component in Spyasg by multiplying with 1/(2nAf)?, resulting in side-
band phase noise lobes in the spectrum of the oscillator. This is illustrated in the figure by arrows for the
fundamental harmonic f; of the oscillator (the side-band lobes around f; in Spsc are shaded for clarity), and the
same happens around higher harmonics, scaled by the amplitude of the particular harmonic.

To take into account the cyclostationary components without making harmonic balance, it is suggested in [315]
that one can modify ISF(2nfitr) defined by eq. (374) and calculated from eq. (375), for example, with the
normalized evolution a(2nfitg) of cyclostationary noise (in respect to stationary noise) with tg, O0<tr<T, within

the period T of oscillation, T=1/f;, obtaining effective impulse sensitive function effISF(2nftg), given by

effISF(2nf tg ) = ISF(2nf tg )x (2 tg ),

with a(27t, (g ) = STNOISE (2mf ik ) or with a(27t (g ) = \FI/NSNOISE (onfstg) | 383
1 1
T ISNOISE (2nf st )dt ;_f SNoisg (278 t)dt
0 0

where the quantities in the numerator of o are cyclostationary noise and the quantities in the denominator are
stationary noise. The corresponding DC and RMS values of effISF are then obtained from (376) and (377),
respectively for effISF,. and effISF .

The relation between effISF and ISF depends on how the devices operate during oscillation cycle. In ring
oscillators, eff[SF=ISF, but in Colpitts oscillators, effISF is very different from ISF [315]. The rule is simple. If
the peaks in ISF and cyclostationary noise source are in phase, that is, the peaks occur at the same time in the
oscillation cycle, then effISE=ISF. This is the case of ring oscillators, in which the current and its noise are at
maximum during the signal transitions between high and low, and also the derivatives of nodal voltages are with

maximum absolute values, [0vi/Opg|=max by Z(0vi/0pr)?*~constant in eq .(375), during the signal transitions, and,
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thus, from eq. (375), ISF also peaks during transitions. Detailed investigations of phase noise in ring oscillators
can be found in [315, 317, 318, 319, 320], from which one can have simple analytical expressions for phase
noise as function of number of stages, supply, frequency, transistor sizes, etc., and comparisons to other type of
oscillators, and regimes of operation, as well as relations for jitter, that match with the discussion on eqs. (371)
and (372) earlier. In contrast to ring oscillators, in LC oscillators, the cyclostationary currents and voltages are
not in phase, which results in large differences between ISF and effISF, especially in single transistor oscillators,
such as the Colpitts oscillators, in which the cyclostationary transistor current is only for a fraction of the half
period of oscillation, and max(|effISF|)=max(JISF|xo;)<max(|[ISF|)xmax(a).

VII.2.3. Suggestions for the design of oscillators

Several useful considerations in design of oscillators can be deduced from eq. (382).
Minimize the up-conversion of low-frequency noise

The first is that the DC component ISF,.=c./2 has to be minimized in order to minimize the up-conversion of
low-frequency noise, according to the middle line of eq. (382). This will also reduce the conversion of stationary
RF white noise (e.g. thermal noise or shot noise due to quiescent current) by the term (c,)?> Sgr(kf;) in the
bottom line of the equation. As shown in [321], ISF, is minimized when having particular symmetry in the
waveforms of the oscillator, either even periodic waveforms f(t)=f(—t+nT), or half-wave symmetric waveforms
f(t)=—f(t+T/2+nT). From practical point of view, both symmetries put requirements for identical transitions in
oscillator waveform. This is depicted in Figure 61, in which the ideal waveforms are given with solid lines, and
the distorted waveforms are drawn with black dash-lines, giving a rise of non-zero ISF,., and thus, of up-
conversion of low-frequency noise into phase noise. The even symmetry requires identical transitions by
mirroring in time, and the half-wave symmetry requires identical transitions by mirroring in amplitude, the latter
also at delay of exactly half period. From spectral point of view, the even symmetry results in harmonic
expansion of the oscillator waveform, ) cos(2knfit+ko,) with g,=constant, that is in-phase or equally delayed
harmonics. The half-wave symmetry requires that the oscillator signal is free from even harmonics and the duty
cycle of the signal is 50%. As seen from Figure 61, differences in rise and fall times of the circuit signals cause
deviation from desired ideal waveforms. The circuits shown with gray color in the figure help to improve the
signal symmetry. In particular, the complementary pMOS cross-coupled transistor pair works in anti-phase of
the nMOS transistor pair. Therefore when nMOS switches on, pMOS switches off (and vice versa), which
provides that one has always a transistor switching on and other transistor switching off during the time of signal
transitions, and thus, smaller difference between rise and fall times and better even periodic symmetry, as
illustrated by gray dash-lines in the bottom-left figure. Experiments that confirm the effect of reduction of phase
noise when using complementary cross-coupled pairs can be found in [322]. The introduction of current limiting
(“starving”) transistors in series with the main switching transistors in the ring oscillator minimizes the
difference between the charging (Ip, from pMOS) and discharging (I, to nMOS) currents that flow through the
node capacitance during transitions, and, thus, the rates dv/dt during signal rise and fall are equalized, resulting
in signal with better half-wave symmetry, as illustrated by the gray dash-line in the bottom-right figure.
Obviously, limiting the current, the circuit is slower, and the oscillation frequency in the ring oscillator with
current “starving” is expected to decrease, as compared to the initial circuit without current “starving”.
Experiments and analysis that confirm the effect of reduction of phase noise in ring oscillators when using

current limiting (“starving”) transistors to adjust the currents of nMOS and pMOS transistors can be found in
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[317]. Thus, the symmetry of the up and down transitions between the signal levels is important consideration

for reduction of phase noise due to up-converted low-frequency noise [315].

The occurrence of high-order harmonics is not favorable for oscillators

The second useful consideration in design of oscillators, which can be deduced from the bottom line of eq. (382),
is that the occurrence of high-order harmonics is not favorable for oscillators with low phase noise. In the
presence of harmonics with numbers k=1, 2, 3...K,,, in oscillation signal, one can estimate the AC component
of ISF,,,,s from eq. (375) [315], as follows. Assume that the signal is

K max K max K max

V(e)= 3 Vi cos(kamty)= > Vi cos(ko)=Vy > K cos(ko) = Viv(p). with ¢ = 2 e, (384)
k=1 k=1 =1 Vi

where V| are the harmonic amplitudes and v(¢)=V(¢)/V, is the normalized signal in eq. (375), from which the

impulse sensitivity function ISF(¢) is

0v(9) Sk K sin(ko)
ISF(¢) = o(¢ z __a v . (385)

sl =]

To obtain ISF,,, one can transform ISF(p) in the space of harmonic numbers, using Fourier transformation by

making analogy k—ko and ¢—t, and then using Parseval relation, see again eq. (377). Assume constant norm of
the derivative in the denominator of eq. (385), which seems reasonable for cyclostationary process in LC
oscillator. Next equation shows the result, but note that the simple transformation misses important fact of

convolution with noise, as it will be corrected afterwards.

2
A%
Zkz(vkj
ISFrzms (incomplete) = 1 X ! = ! . (386)

2 2
2
e 2z
" \% k Vi

When substituting in eq. (378) we obtain the following incomplete result for phase noise

, (af) = Sssp(Af) _ ISFins Swhite

incomplete: PhN

1/Af Pearrier nglaX (2TTAf)2
_ 1 Swhite (387)
2 2
K max vV (ZTﬂf)
4Qax 2k (ij
1

where reminding that the white noise S is in units A%/Hz. This incomplete result has wrong behavior when
the number and the amplitudes of the harmonics increase. In particular, the incomplete result suggests that the
phase noise will decrease when K., and Vy increase, which is the opposite to what one would observe in

experiments.
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The correct result will be obtained when considering that the white noise at different harmonics is uncorrelated.
Therefore ISFk of each harmonic k can be separately estimated from eq. (385), taking ox=ko, vi(@x)=cos(py),

which is the same as for K;,,,=1 in eq. (385), and gives

ovy (& +wy)
ISFK(6) = ko) = a(%) A — sin(@, +l|J1§) ISP, -1 (388)
v (05 +wy ) sin® (9 +Wy )+ cos? (9 +Wwy) 2

| a(oy)

where v, is the initial phase of the k™ harmonic at ¢=0. Note that for a cycle =0...27 of the oscillator, ¢, makes
k cycles, thus adding k times the noise from k™ harmonic, which results in phase displacement A=k Ay at the
end of the oscillator cycle p=2m. (We use k", because the contributions Agy are statistically independent, since
the white noise is uncorrelated, and the variance (Gaqwn)2UtLk is proportional to the time t and, thus, number of
cycles k, see eqs. (355), (369)—(372) earlier). The phase displacement Ay, causes the “pulling” of the white (or
other) noise around the k™ harmonic in the phase noise, as depicted in Figure 60 earlier, by changing of the state
of all other harmonics, including the fundamental one, as illustrated in Figure 62 in simplified form. Provided
that the phase “pulling-pushing” between the oscillator harmonics via the change AL of the state on the

oscillation contour is small, then one can write for the oscillator contour, k™ and pth harmonics that
AL =V sin(AlIJk) = Vi sin(x/_A(I)k ) = Vi VkAd, , for k'™ harmonic,
= Vp sin AL|J P) p Sin \/_ AP ) p\/_ Ad ., for p' harmomc (389)

/ZVZ sin A(I) fZV Ag, for oscillator contour.

Rewritten in terms of noise, AQ—(ISFK;,)2S white(kfs) and AQy— S, from the first and second lines of the last

equation, one gets
2

3%
S, (from K harmonic) =—k ISFK 2, white (KFs ). (390)

PVp

where S« is the noise in the phase in the p‘h harmonic caused by the k™ harmonic, and (ISFK,,s)2=Y2, as follows
from eq. (388). Neglecting the cyclostationary component in the white noise, we can assume that Sy 1S nearly
constant within oscillation cycle. It is of particular interest the fundamental harmonic, p=1. By adding the
contributions from all harmonics, each given by S, « in eq. (390), and according to eq. (382), the phase noise

component in the fundamental harmonic f; of the oscillator due to RF white noise becomes, as

(ISFrzmS B ISF(%C ) S white (RF)

complete: PhN 2 (Af ,atf ., from RF noise) =
Al S e mf)? son)
~ S white (RF) fo V_kISFkZ - S white (RF) 1 fo k—K V2
rms
2Qma 2 ) (S VP 2Q%,, 2maf)? 2 (5 v

where reminding that the white noise Sy 1S in units A%/Hz. This is the corrected version of the incomplete eq.

(387). Consequently, instead of eq. (386), the correct expression for ISF in presence of harmonics in the
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oscillation signal is

K 2
) 1 dnax V.
ISFr2ms - ISFC%C = ISFr2ms (complete, at f, for RF noise) = 5 z kV_l; . (392)
k=1 1

Now, both egs. (391) and (392) demonstrate in a simple manner that the phase noise in oscillators increase when
the high-order harmonics occur and increase, while the incomplete egs. (386) and (387) predicted the opposite
incorrectly. The problem in eqgs. (386) and (387) is mathematical. In particular, is was neglected the phase
variation of the denominator in the preceding eq. (385) and it was assumed constant by Fourier transformation.
The correct way of making the transformation is complicated, and it uses characteristic multipliers and
characteristic exponents (Floquet theorem) in order to invert and find reciprocal of the state transition matrix of
differential equations of the oscillator — details on how to do this in time and frequency domains can be found in
[306, 307]. It is noted in [315] that ISF is inversely proportional to the sum of signal derivatives (in time domain)
in the oscillator circuit, which consequently, is replicated squared in phase noise. This observation, however,
should be not extrapolated in frequency domain, assuming that the larger are the high-order harmonics the higher
are the derivatives ISF in time domain. In fact, at high frequency and large signals, the amplifier slew rate limits
the speed of the transitions, which causes increase of high-order harmonics, but the maximum values of the

derivatives are hardly increased.

Circuits with more than one node. Worth mentioning, eqs. (391) and (392) are for single node circuit
calculation. If the circuit is with more nodes, then the calculations has to be performed for each node and the
results has to be properly referred to output of the oscillator. Usually, there is circuit symmetry in LC oscillators
and circuit repetition in ring oscillators, which allows easily to scale the result for one circuit node to the whole
circuit. Furthermore, if the operation of the transistors in the circuit is non-linear, obviously this is the case in
oscillators, then the noise sources are cyclostationary and correction for the value of Sy Will be necessary.
Nevertheless, egs. (391) and (392) are so simple that are appropriate even for approximate manual and
qualitative calculations, without using complicated simulators and in cases when the circuit details are not
available, by measurements, for example. For such cases, since (ISF1,,,)?= Y2 for the ideal sinusoidal signal, then
it might be helpful to use the excess value of ISF that is caused by the occurrence of the harmonics, e.g. as the
figure of merit. The excess ISF, (eISF,y)?, is a difference between (ISF,)? of the signal with harmonics and
(ISF1 ;)%= Y2 for the ideal sinusoidal signal; and eISF,, is defined as

harmonics)

S Vl? _1 Pth/Afz(

eISF2,, =ISF2 . —ISF12, =ISF2, -
= V12 2| PhN

-1, (393)

| =
| =

1/ AF2 (sinusoidal)

by assuming no change in other parameter, €.g. Q.x, Af and Sy are the same for the two signals. To illustrate
the contribution of signal harmonics to the phase noise, we plot (ISF,;5)? and (eISF,s)? for several harmonics in
Figure 63a versus the harmonic distortion (HDy)?2=(V/V )% Observe that higher order harmonics cause stronger
increase of phase noise for the same level harmonic distortion. Since the quantity THD?2=}(V\/V)? —1 is the
popular total harmonic distortion factor that is used for quantification of the deviation of signals from ideal
sinusoidal waveform, we show the dependence of phase noise for two typical waveform distortions, in which the
harmonic amplitudes vary as the reciprocal of the harmonic number, V[J1/k. In Figure 63b, only the odd

harmonics are present, resulting in a “rectangular” type of distortion. In Figure 63c, all harmonics are present,
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which results in “peaking” distortion, if the harmonic co-sinusoids are in phase, or “saw tooth” distortion, is the
harmonic sinusoids are in phase.

Observe in all plots of Figure 63 that a harmonic distortion in the range —10dB to —4dB causes 3dB (two times)
increase of phase noise. These are high levels of waveform distortion, especially for LC oscillators. However,
the transistors that drive the LC tank operate usually in highly non-linear mode, close to regime of switching,
and consequently, the cyclostationary noise associated with current pulses replicates the harmonic of the
cyclostationary current of the transistors. As explicitly stated in [315], ISF(¢) multiplies the transistor noise in
phase (time) domain, which results in convolution in the domain of harmonic numbers after Fourier
transformation. Then, even if the oscillation signal is free of harmonics, the product ISFXS ;. Will have
harmonics, since Synie(k@)ULeyc10(k) repeats the harmonics in the transistor cyclostationary current Iey.j,. For
example, as follows from eq. (263), for cyclostationary shot noise in the collector of BJT one defines noise

generating current iy, given by

max

icyclo (¢) = \/SIC,cyclodf = \/Zq(l + B¢ )df z Iy eXp(jL|Jk — kg )’ (394)
k=1

where [3; is high frequency current gain, normally B~f/fr<Bpc, Ii are the amplitudes of the cyclostationary
collector current, and y4=2nf/ft is the phase delay due to transit time of the BJT. In phase (time) domain, one

writes for phase noise deviation that

D¢ (0) = ISF(®)*icyeio (0). (395)
which is a multiplication, and it results in convolution after Fourier transformation in harmonic domain
Kmax
By (k)= [TSF(x)xicyero(k = x)dx
k=0 . (396)

max

= /2q(1 +B; )df Z \/_—eXlele Z\/_eXp imyy)

where we assume that the DC component in ISF is zero at the waveform conditions discussed earlier. Converted

in noise power spectrum density, one gets

mdx Kmax
Sp = Z k 2Q(1+Bf)1c pcil* 2. N cos” (muy)
m=1 C,DC
(397)
1KmaX Vk KmaX Im
=13 > kV_ 2q(l"‘Bf)IC,DC 1+ > I
k=1 1 m=1 C,DC

The term in the square brackets is the same as eq. (392). The term between the square and large brackets is the
stationary white noise. The sum in the large brackets is the relative contribution of cyclostationary noise. In the
last line we have neglected the delay in cyclostationary current, assuming f;<<fr, to make the comparison to egs.
(390) and (392) clear that the harmonics I,, in the transistor cyclostationary current contribute on the top of the
noise from the stationary current I¢ pc, and also, to show the origin of the last sum ) Sgr(kf;) in eq. (382). The
precise expression for the cyclostationary noise with y,#0 is obtained from harmonic balance method for circuit

analyses with computer simulators, and it was shown earlier by eq. (352). To conclude the discussion on the
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importance of oscillator harmonics for phase noise we combine the last line of eq. (397) with eq. (391), and
obtain the following expression, which shows in explicit generic form the harmonic contributions to oscillator

phase noise.

PhN

(Af, at £, from RF noise) = (ISFrzmS _ISFdzc) S white (RF)
) S

1/ 0F2 2 2
2Qpax  (2mf)
(398)

. . K K 2
Swhite(RF, statlo;arycurrenztnmseatIDC) I+ fx Iy cosz(k fy j 1 fx k(l+COH)V_k2'
2Qfmax (270 k=1 IpC fr)]| 2 = Vi

Here, Qumax=VmaxCiot 18 the swing of the charge during oscillation by voltage swing V.=V ik across the node
capacitance Cy, presumably the capacitance is the same as the capacitance of oscillator LC tank; Af is the
frequency offset from fundamental harmonic f; of oscillation, k=1...K,,x are harmonic numbers; V are the
harmonic amplitudes of the voltage across the LC tank, the term in the square brackets is impulse sensitivity
function (ISF) corresponding to the waveform of the voltage of the oscillator; Ipc and Iy are DC and harmonic
amplitudes in the current of the transistor, which drives the LC tank with negligible delay ty/T~f/fr, thus
cos?(x)=1, the sum in the large brackets is the relative contribution of cyclostationary noise; and Sy 1S
stationary white current noise, associated with Ipc, and Sy is With negligible correlation coefficient 1>corr=0
at oscillation harmonics. We are reminding that the white noise Sy 1S in units A%Hz. Now, eq. (398) allows to
carry out the discussion on the next design consideration for phase noise, the oscillator power.

Optimum magnitude of the oscillation

The third useful consideration in design of oscillators is to find optimum magnitude of the oscillation, so that the
phase noise is minimized. From the Leeson formulas, egs. (350) or (351), it is clear that, if everything else being
the same, increasing the power P.,;., of the fundamental harmonic signal, the phase noise decreases. Therefore,
one would increase the oscillation amplitude V; in order to minimize the phase noise PhN. However, the
increase of the amplitude will increase the non-linearity in the oscillator circuit, and thus, the high order
harmonic content will increase, which will increase the phase noise, as discussed just above, and summarized by
eq. (398). Experiments reported in the literature, such as in [297, 323], show that the relation phase noise —
oscillator power is non-monotonic, and the relation has a minimum at certain optimum power. Deviations of
Pearier from P, result in increase of phase noise and in v-shaped plots of the relation PAN—P,pier, as shown in
Figure 64.

Consider the LC oscillator. The quality factor of the LC tank is Q=2nf;RC,, where R; is the loss resistance in
parallel to the LC tank. Then, the charge swing Qu=VmauxCio=VmaxQ/(2nf;R;) and

(Vina)?=8(Vims)2=4(V )X(1+THD?»)=8R P\, where the total power of the signal P,,=P uie:(1+THD?) is the sum of
the power of the fundamental harmonic P, and the power of high-order harmonics P, THD?, the latter is
given by the total harmonic distortion factor THD. Assume that THD<O0.3, then P\,=P_ ... Inserting these

relations in eq. (398), we get

: 2 K Knax  v2
S white (RF, stat R f U | Zax
PN, o =| SuhieRESRIONAIRs _ Ts oy 9% D YL Tl o)
8Pcarrier 2Q (Af) k=1 Ipc || 2 o1 V;

where Poise=SwhieRs=(4kT/R,)NF,,;, is the spectral density of the noise power that is applied on R, from all noise

sources connected to the LC tank, e.g. from transistors and Ry itself. Evidently, we have obtained the Leeson
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formula for phase noise from white noise, see eq. (351), with the impact of harmonics disclosed. Note, we are
assuming that the DC component of ISF is zero for clarity, and one should add (ISFy)? to the sum in the square
brackets, to obtain the complete expression for PhNyx¢.

In the special case of LC oscillators, I can be large, in the order of Ipc/k when the transistor is operating close to
switching mode, but the LC tank suppresses the high order harmonics as V,=IR/(kQ) for k>2 and Q>3. Since
V=IiR,, then the terms k(V/V)?=~1/(k3Q?) are small, and for k>2, the sum

> k(Vi/V1)?=1/(2k?Q?)<1/72<<1=1(V/V)? for k=1. Thus, one can take value 2 for the expression in the square
brackets of eq. (399), and also Peaier~(V1)?(2R)=(11R)%(2R)=(Ipc)2(11/Ipc)*R /2 for the power of the oscillation
signal. Therefore, for practical cases of single transistor LC oscillators, such as Colpitts oscillators, eq. (399) can

be reduced and arranged as

K

1+ IIk
2
f Swhite (RF, 1 =1 +DC
PhN a2 = 2s 5 white (2 DC) k=1 3 , single transistor LC oscillator.(400)
16Q° (Af) Ipc { I, }
Ipc

For the mostly used topology of LC oscillators with cross-coupled pair transistors, see Figure 61a, the DC
current of each transistor is a half of the supply current, Ipc=Isyp/2, and both transistors contribute with their
noise, thus Sypie=2Swhie(Isup/2). Eq. (400) becomes as

Kmax
1+ IZIk
2 . =1 1SUP
PhN Ung? = 2fs . S white (RZF’ Isup/2) k=1 5 , pair-transistor LC oscillator, (401)
2Q*(af) ISup [ 21, }
Isup

where note that the harmonic amplitudes I of the currents in each transistor are taken doubled, owing to
Ipc=Isup/2.

Egs. (400) and (401) show in convenient form the impact of different factors on 1/Af? phase noise in LC
oscillators. First, PhN increases with oscillation frequency as (f;)2. Second, PhN can be decreased using LC tank
of higher quality factor Q. Third, PhN can be decreased, increasing the consumption Ipc or Isyp of the circuit,
since the term in the round brackets is the normalized white current noise in transistors, which is inversely or
nearly inversely proportional to the bias current — see eqs. (248)—(250) for MOS transistors and eq. (263) for
bipolar transistors. Fourth, PhN can be minimized by increasing the oscillation amplitude, or precisely,
maximizing the use of the bias current I,/Ipc, or 2I;/Isyp, as shown by the squared ratio in the square brackets.
Fifth, however, maximizing I,/Ipc, one should not exceed I;>Ipc much, because the transistor current will
saturate and distortions will occur in the transistor drive current. The harmonics Iy associated with this distortion
will increase the sum ) I;/Ipc in the large brackets, and PhN will increase, consequently.

The overall behavior of egs. (400) and (401) shows that there is a minimum for phase noise as function of the
level of use I;/Ipc of the bias current. This is clearly depicted in Figure 64a for a CMOS oscillator [297], where
the minimum phase noise is not at the maximum oscillation voltage (V), but at maximum ratio I,/Isyp.

To illustrate further, we assume “rectangular’” distortion of the transistor current. That is, odd harmonics I,

k=3,5,..., occur when increasing the amplitude of the fundamental harmonic I; above Ipc. We shall assume that
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the high-order harmonic power (I)%(2R;) is proportional to the power of the fundamental harmonic [(L)Y(2RY*
on exponent k, which is well established from the intermodulation analyses of RF circuits, e.g. IIP3 at which
extrapolated power of first and third harmonics are equal. The second assumption, which follows from Fourier
series of rectangular waveforms, is that at particular value I;r=(4/1)Ipc of the fundamental harmonic, the
amplitude of the rectangular signal is Ipc and the amplitudes of the harmonics are I,g=I;r/k. With these

assumptions, it can be shown that for a given value I;, one has

k-1 k
I_k:l(’jj( ) o
This is because
K 4 ) 4
1(5}““” I :l(ﬂj(k_l) n'>C :l(ﬂj(k_l)(ij(k_l)n °C _Lx 1 _lw
k\ 4 IDC k\ 4 IDC k\ 4 Tt IDC k IDC IDC
and
2 2
2 - k —
Ik l(_’__[j(k 1) I] l(ﬂ](k 1) 112
Ipc k\ 4 Ipc k\ 4 (I%c)k’
from which it follows that
2 2
_ k k-1
e ER TN
kK~ - 1 1) >
k\ 4 Ipc k\ 4Ipc

since Ipc is constant.

Using these rations, we have obtained the phase noise from eq. (401), shown with a solid curve in Figure 64b,
considering shot noise 2qlsyp/2 in BJT and quality factor Q=16 and loss resistance 720Q), as reported for the
circuit in [323]. We also put in the figure the data from [323]. Evidently, the calculation with eq. (401) for the
minimum phase noise matches well with the experimental data, shown by squares, and again, the minimum
phase noise is at maximum ratio I;/Isyp, just below the severe harmonic distortion in the current begins. In the
particular circuit, the automatic amplitude control keeps the oscillator amplitude constant, and the minimum
phase noise is observed when the current consumption is minimum, as shown by circles in the figure, thus, the
usage of the supply current is at maximum. Worth mentioning, the distortion in the transistor current is
accompanied also with increase of the current consumption, and ratio I;/Ipc>1.2 (or I/Isyp>0.6) is practically not

accessible by real circuits, since “hyper-rectangular” distortion (I,/Ipc>4/r) is very unlikely.

VII.2.4. Summary

To summarize, the models for phase noise converge each to other. The simplest Leeson formula, given by
eq.(350) or eq. (351), captures the essence, and eqgs. (400), (401) enhance it to predict the optimum operation
point for minimum phase noise. However, the accuracy of these simple equations is not very high, since the non-
linear operation and the phase of harmonics are neglected. The consequence is that the slopes, when deviating

from optimum, cannot be calculated accurately, as seen from Figure 64b. The accurate calculations can be
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obtained only by circuit simulators, by employing harmonic balance or perturbation analysis. The computer
simulators have achieved maturity in phase noise analysis last decade. The analyses showed that the up-
conversion of low-frequency noise in phase noise occurs when asymmetry in the transitions in the waveforms
are present. The RF noise, however, contributes always, resulting in unavoidable 1/Af2 component in the phase
noise, which can be minimized only by high quality factor resonators. Important insights for phase noise through
experiments and several analytical theories have been obtained by many researchers and reported in the literature
at varying levels of generality and rigor. The following commented list of publications traces the efforts and
achievements over the years. Despite the tremendous progress made during the past decades on the theory,
modeling, analysis, and characterization of phase noise, certain gaps still remain and a “standard” theory for

phase noise is not established at present and an incomplete collection of references is provided below.

- Leeson, 1966 [298] — simple generic expression for phase noise in LC oscillators.

- Barnes, 1966 [312] — delay-difference approach for evaluation infinite variances, and used in Allan variance of frequency.
- Allan, 1966 [311] — introduction of finite time variance measurements as the measure of infinite time variance of
frequency. The approach is known as determination of Allan variance now.

- Lax, 1967 [324] — nonlinear, nonstationary oscillator noise analysis based on Langevin theory and Fokker—Planck
equations.

- Abidi, Meyer, 1983 [325] — jitter in relaxation oscillators.

- Vanicola, Varshney, 1983 [326] — dispersion of modulated signals in Lorentzian noise spectra due to oscillator white and
random walk phase noise.

- Chen, Ziel, Amberiadis, 1984 [299] — identification of circuit non-linearity as additional contributor to phase noise.

- Kartner, 1990 [327] — nonstationary phase noise model based on Floquet theory.

- Weigandt, Kim, Gray, 1994 [328] — CMOS jitter in ring oscillators with time variant noise sources and confirmed by
Monte Carlo circuit simulations.

- McNeill, 1994 [329], 1997 [330] — jitter in ring oscillators.

- Razavi, 1996 [331] — practical aspects of time invariant analysis of noise in CMOS oscillators.

- Poore, 1997 [304] — method for harmonic balance in calculation of phase noise in mixers and oscillators.

- Takagi, Serikawa, Kurita, 1997 [332] — experimental evidence for correlation between 1/f and phase noise in BJT

amplifier, showing that 1/f noise can be reduced, detecting phase noise. The correlation is via the diffusion coefficient in

BJT and was modeled with transmission line model in [333] in 2005.

- Samori, Lacaita, Villa, Zappa, 1998 [316] — contribution from harmonics to phase noise in LC oscillators, by spectral

“folding”, caused by convolution between broadband noise and oscillator harmonics.

- Samori, Lacaita, Zanchi, Pizzolato, 1998 [310] — verification of the relation between phase noise and cycle-to-cycle jitter —
see eq. (356).

- Herzel, 1998 [334] — phase noise is treated as spectral optical linewidth broadening of lasers. At low-frequency offset, due
to 1/f noise, the phase noise spectrum has Gaussian probability shape exp[-(Af/c)?] similar to Doppler broadened laser light
lines, while at larger frequency offset the phase noise spectrum has Lorentzian shape 2D,/[(D,)*+(2nAf)?], where D,, is
“diffusivity” of phase in the circuit. The latter Lorentzian shape for phase noise from white noise is basically in the same
form as eq. (354) when removing from the equation the sum } c; S; that was related to “colored” noise. The convolution in
frequency domain between circuit impulse response and noise is addressed.

- Hajimiri, Lee, 1998 [315] — introduction of impulse sensitive function (ISF) for the phase in oscillators in perturbation

analysis of phase noise. The method emphasizes the dominant role of phase perturbation and neglects the amplitude
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perturbation in oscillators. This simplification made the phase noise analysis straightforward, relaxing the complexity in
computer simulations. The simplification was subject of criticism, but the results from ISF analysis converge to other
methods of perturbation analysis.

- Post, Linscott, Oslick, 1998 [321] — requirements for waveform symmetry that minimize phase noise, according to the ISF
method for analysis of phase noise.

- Hajimiri, (Limotyrakis), Lee, 1998 [322], 1999 [317] — application and verification of the ISF method for analysis of phase
noise, with analysis of circuit asymmetry that causes extra phase noise in ring oscillators.

- Margarit, Tham, Meyer, Deen, 1999 [323] — identification of non-monotonic behavior of phase noise level as function of
bias and gain in the oscillator amplifier. The optimum condition is when the ratio harmonic amplitude/DC bias is at
maximum, as we have shown here in Figure 64 and follows from eqs. (398)—(401).

- Demir, Mehrotra, Roychowdhury, 2000 [307] — full perturbation theory for phase noise and jitter in oscillators from white
noise. The method is mathematically complex and it is appropriate for computer simulations of circuits.

- Demir, 1998 [306], 2002 [308] — inclusion of 1/f and other “colored” noise sources in perturbation theory [307] for phase
noise and jitter in oscillators.

- Coram, 2001 [335] — a critical discussion that the ISF method for phase noise analysis misses the contribution of
amplitude noise in phase noise. That is true, when simplifying the vector norm in the denominator of eq. (375) to constant
and assuming that the vector of disturbance is always in the direction of the amplitude of the oscillation, which is never the
case, since the noise has random phase, while the oscillation signal and its derivatives are cyclostationary, thus, the
disturbance is never well in phase with the amplitude of the oscillation. Therefore, the potential underestimation by ISF
method perhaps is not more of 3dB, which, practically, is similar to (or less than) the measurement accuracy, and this
underestimation is not a serious issue at present, while the vast linearization and computational difficulties by numerical
integration may cause unforeseen instability of solutions when using Floquet theory mapped in discrete numerical methods.
Indeed, the demand of resources (CPU time, memory) and the accuracy of the different methods for phase noise analysis in
computer simulators are not consistently addressed in the literature, especially in relation to accuracy of device models.

- Vanassche, Gielen, Sansen, 2002 [336] —ISF and full perturbation methods are identical for stationary noise sources, and
ISF method fails for long non-stationary noise (or systems with locking), since no period of cyclostationary process is
present, which violates the assumption for ISF. On the other hand, stationary noise was used in the derivation of closed
expressions for phase noise from full perturbation in [307, 308], so, perhaps the assumption that the amplitude noise can be
neglected in ISF method is not very critical.

- Dai, Harjani, 2002 [318] — effective quality Q-factor for phase noise in ring oscillators and coupled ring oscillators.

- Vanassche, Gielen, Sansen, 2003 [337] — a generalized semi-analytical method for derivation of phase noise expressions
obtained by perturbation theory, and the results also are similar to that in [334] by assumption of spectral line widening.
This method indicates that phase noise expressions can be derived by different means, but the final result will be the same.
Various issues in oscillator noise analysis, ranging from “averaging” of differential equations, through split of process into
fast and slow parts for behavioral modeling, to near-carrier spectrum.

- Grozing, Berroth, 2004 [319] — calculation of minimum possible phase noise in CMOS ring oscillators with relations to
transistor geometry.

- Navid, Lee, Dutton, 2005 [320] — calculation of minimum possible phase noise in relaxation (RC, ring, no inductors)

oscillators.

- Demir, 2006 [309] — use of frequency integrator macro model for phase that reflects and simplifies the perturbation

methods for analysis of phase noise and jitter.

- Chorti, Brookes, 2006 [314] — formal mathematical modeling of phase noise when the phase noise spectrum could have

several different power-law slopes (PhIN(Af)=) (a,/Af)?, where a, are constants).

152 of 286



- Zhao, 2009 [338] — differential Colpitts voltage controlled oscillator based upon the understanding on symbolic

expressions of negative resistance and phase noise theory.

- Liu, 2016 [339] — Theoretical analysis using time-varying phase noise theory derives closed-form symbolic formulas for

the 1/f* phase noise region, showing that this feedback path could improve the phase noise performance

- Siddiq, 2019 [340] — phase noise theory developed for FMCW radar systems. New design equation derived to specify
the maximum bound on the allowable source phase noise level in radar systems.

From the above publications, one could see that the results from different theories and methods for phase noise
analysis converge, but a really general and unique theory for phase noise might be not possible to achieve. The
bottom line is that the up-conversion of low-frequency noise is not the only process, which generates phase
noise, although the 1/f and other “colored” noise sources dominate in near-carrier spectrum of phase noise, and
the contribution of up-converted low-frequency noise is higher when the transitions in oscillating process are
asymmetrical. Thus, the vertical symmetry in circuits and less harmonics in the non-linear oscillator circuit help
to minimize the up-conversion, but this is a trade-off with the level of power supply used. Nevertheless, better
designs [341] can achieve micro-power VCO with oscillation frequency in the GHz range and phase noise -115
dBc/Hz to -125 dBc/Hz at frequency offset of 1 MHz, by the simultaneous optimization of contradicting factors -

reduction of phase noise level and power consumption, even when the VCO frequency increases.
VIIL.3. Noise in sensors

Electronic circuits are widely used in sensors for different purposes, e.g., for measurement of pressure,
temperature, bio-chemical concentrations, light detection and imagers, to mention some sensor applications. The
variety of sensors is large and it is impossible to address the implication of the noise in all types of sensors.
Therefore, we briefly discuss the noise in sensors with examples for electrochemical and photo sensors, in order
to illustrate the significance of noise in transistors and other electronic devices in sensors. The sensor’s figures of
merit, e.g., signal-to-noise ratio (SNR) are defined in respect to the sensed quantity. Consequently, the sensor

definitions differ from the definitions for electronic devices presented earlier in Sec. IV.4.3. Noise factor, noise

resistance, noise temperature.

VIIL.3.1. Noise in electrochemical sensors

The electrochemical sensors acquire the potential difference (voltage AVyion) between the sensing electrode and
the chemical solution of a given ion concentration, relying on the Nernst relation that the change in the potential
difference AVyion O (¢/n) In(N,,,) is a component proportional to the logarithm of the ion concentration N, in
the chemical solution, where ¢=kT/q=0.026V is the thermal voltage at room temperature T=300K and 1] is the
valence of the ion, e.g., N =%1 for Na" and CI” ions, and n =+2 for Ca®* and O* ions. If the chemical does not
dissociate in the solution, then the chemical molecules have to be polarized dipoles, which is usually the case for
bio molecules, such as DNA, ) can be fractional number, and the dipoles have to be properly aligned in order
the potential difference (voltage AVy;,,) to occur. Thus, the sensitivity of the electrochemical sensors, e.g., Si

nano-wire pH sensor [342] at room temperature T=300K with N =1 and 1pH=1decade of Nj,, is
Kxion = AVxion / 10810(Nion) = (/1) In(10) = 60mV/pH = 60mV/dec of Ni, (403)

In practice, the sensitivity Kyion Of the electrochemical sensor varies below the value predicted by eq. (403), e.g.,
between 30mV/dec and 55mV/dec for the Si nano-wire pH sensor in [342], because the ion activity, which

actually participates in the Nernst equation in place of Ny, is a fraction of the ion concentration Njg,.
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If the chemical does not dissociate in ions and does not have polarized molecules, then it is electrochemically
inactive, the Nernst equation does not apply, the solution behaves as an electrical insulator and the chemical
concentration cannot be acquired by means of electrical potential difference (voltage AVy;,,) measurement.
Other requirement for the electrochemical sensors is that the liquid solution has to be in equilibrium, that is,
chemical reactions have finished (e.g., reduction and oxidation, if any, have reached stationary rates), the
temperature is constant (and known), and there is not a directed flow of ions, that is, there is no or at least

negligible electrical current flow through the chemical solution.

The above discussion implies a structure of reference electrode (RE), a solution with ion/dipole concentration
Nion, an ion selective layer, which adsorbs the desired chemical on an insulating layer (and repulses other
chemicals), and the second electrode, e.g., a silicon layer. Adding two contacts of width W and at distance L, one
obtains a MOSFET-like structure, with the gate being the reference electrode, a gate stack of (solution + ion
selective layer + SiO, insulator), and transistor channel in the semiconductor between the two contacts in the
silicon layer. This structure is known as the ion-selective field-effect transistor (ISFET). One advantage of this
structure is that it can be manufactured by the usual MOS/CMOS fabrication processes, optionally omitting
deposition of the polysilicon or metal gate and adding only two extra steps for deposition of the Ag/AgCl
reference electrode and the ion-selective layer for functionalization of the surface of the SiO, gate dielectric of
the ISFET. Thus, a second advantage of the ISFET is that the ISFET is of micrometer-size and it can be
integrated in silicon and microfluidic chips as a single sensor or an array of sensors. A third advantage is that the
ISFET avoids wiring (and environmental noise disturbances, thereof) by stacking the Nj,;—AVyion S€nsing
interface (liquid-ion selective layer-dielectric-semiconductor) in the gate stack of the ISFET. A fourth advantage
is that AV, 18 equivalent of a change AV of gate biasing of the ISFET, thus, the ISFET provides a signal gain
through the transistor trans-conductance g,=Alp/AV g=AlNion/ AV Nion-

From the fourth advantage, one deduces that the gate voltage noise Syg of the MOS transistor can be referred as
a noise Syion Of the sensed quantity through the derivative of the Nernst equation, and vice-versa, depending

which noise source is considered.

Sva = ($/1N)? Snion / N2 = KRiion Siogloion) » (404)
where Siog100nion) 15 PSD in unit [(decades of Nj,,)?/Hz] when Sy is PSD in unit [V#/Hz], or Siogioion) 18 @ squared
RMS value in unit [(decades of Njy,)?] for a given frequency band f,j,—fin.x Wwhen Sy is a squared RMS value in
unit [VZ/Hz] in the same frequency band. The noise from other ISFET parts (reference electrode, liquid solution)
is negligible [343]. One should use low-noise voltage sourcing circuit for biasing the ISFET gate (the reference
electrode), because the noise of this source sums with and might be larger than the voltage noise Syg of the MOS
transistor in the ISFET.

Note in eq. (404) that the voltage noise in absolute unit of volts at the ISFET gate causes normalized noise for
the concentration Nj,,, which means that the voltage noise causes multiplicative error for N;,, and uncertainty for
the sensitivity (conversion “coefficient”) of the electrochemical sensor. Therefore, the voltage noise limits the
minimum relative change AN;q,/N;., that can be sensed, but it does not cause a threshold for minimum Nj,,, that
can be detected. Consequently, the signal-to-noise ratio (SNR) of the electrochemical sensor is defined in [342]
for the sensor sensitivity Ky, (but not for the concentration Nj,,), as a ratio of the RMS value of the gate voltage
noise Syg of the MOS transistor for a frequency band fi,;,—fi.x and the voltage for one decade change of Nj,
(that is one pH unit in [342]), which is the value of Ky, in unit of volts. Thus, the first line of the next eq. (405)

154 of 286



shows that the definition is ratio of the sensor sensitivity Ky, to the root-mean-square (RMS) value of the gate
voltage noise Syg of the MOS transistor for a frequency band f,;,—f.x. Furthermore, using the relations for the
noise in the electrochemical sensor in the previous eq. (404), one sees in the second line of eq. (405) that this
definition of SNR is actually a reciprocal of the RMS value of the normalized noise of the ion concentration Nj,,
in the frequency band fi;;;,—fin.x. Thus, SNR and the normalized noise for Ny, are figures of merit for the noise in

the electrochemical sensor that have reciprocal values, but hold the same information for the noise.

SNR — - KNion - KNion - RI;\ISion
max f
| Mdf Sy (IHz)x In| ~mx e
i f fmjn
(405)
KNion — 1 —_ 1
K vion X RMSlogIO(Nion) RMSloglO(Nion) norm.noise of N..

in frequency band f , —f

max

We now provide for expected typical values for the noise in electrochemical sensors. The chemical processes
have time constant in the range of milliseconds, so one desires the acquisition of chemical concentration with a
rate of more than readings per 10 seconds for changes in the chemical concentration to be detected. Accordingly,
the frequency band for noise of the electrochemical sensor is from 0.01Hz to 100Hz, in which the 1/f noise of the
MOS transistor dominates in the gate-referred voltage noise Syg. The sensor usually covers up to 5 decades for
Nion, Which results in approximately 0.3V span of the gate voltage AVg = AVyion = Knion X 5 decades = 60mV/dec
x 5 decades = 0.3V from and above the threshold voltage of the MOS transistor. For such span of the gate
voltage, the gate voltage noise Syg of the MOS transistor can be considered of approximately constant value,
especially for MOS transistors with not very thin oxides of thickness 5-20nm, Snm in [342] and 17.5nm in [343],
which prevent from gate currents and currents through the liquid (a requirement discussed above) and withstand
possible electrostatic damages in the ISFET, when using it in the sensor with simple ESD protection. Putting all
together, the RMS value of the gate voltage noise Syg of the MOS transistor in the ISFET is

RMSVG :\/SVG (IHZ)XID(?&j :\/SVG (IHZ)Xln(IO)xloglo(imaxj

min

min

100Hz
=,/S ileix 2.3x%1lo o ) 406
VG \/ glo(0.0IHZj (406)

= \/SVG (IHZ) X \/2.3 x4 frequency decades =3.03x /S, (1Hz)

where Syg(1Hz) is the power spectrum density (PSD) at frequency 1Hz of the 1/f gate-referred voltage noise of
the MOS transistor in the ISFET.

The value of Syg(1Hz) can be obtained by several approaches. One approach is the experimental determination
of PSD of Syg(fis) at several test frequencies fi , and the averaging calculation of Syg(1Hz) by
Sve(1Hz)=average(fix Svs(fisr)/1Hz). This approach was undertaken in [342], obtaining values in the range of
Svg(1Hz) = {3x107® V2/Hz to 3x107° V2/Hz} for a nano-wire ISFET. A second approach uses noise models, and
determines Syg(1Hz) from simulations. This approach was undertaken in [343], obtaining values in the range of
Sva(1Hz) = {2x107" V2/Hz to 3x107"° V2/Hz} for a bioFET. A third approach uses statistical data for noise and
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predicts typical values of Syg(1Hz) by scaling rules. Consider FOMs, . from eq. (106) in Sec. IV.1.2. Coupled

noise component (number fluctuation).and Figure 20. From the trend (thick gray line labeled by “Average” in
Figure 20), FOMs, ,=6x 10~ um2V?/Hz for an oxide thickness EOT=10nm of a typical ISFET. The values of

FOMSVG can be four times smaller for EOT=5nm (for the NW ISFET in [342]), three times larger for
EOT=17.5nm (for the bioFET in [343]) and four times larger for EOT=20nm. These values may also vary a

decade above and below the average, since the logarithmic standard deviation of FOMSV G is 10dB, as indicated

with o4 in Figure 20 and Figure 21. As follows from eq. (106), the PSD at 1Hz of the 1/f gate-referred voltage
noise of the MOS transistor in a typical ISFET with EOT=10nm gate oxide is SVG(IHZ):FOMSV G/(WL)=6x 107°
um2V2/Hz /(1000 pm2)=6x10""* V2/Hz, with gate area WL=1000 um? for the typical ISFET.

Summarizing the approaches for the determination of Syg(1Hz), one expects that the PSD at 1Hz of the 1/f gate-
referred voltage noise of the MOS transistor in a ISFET is in the range of Syg(1Hz) = {10™"' VZ/Hz to 10™°
V?%/Hz}, depending on gate oxide thickness and sizes of the MOS transistor. Substituting in eq. (406), the RMS
value of the gate voltage noise Syg of the MOS transistor in the ISFET is expected in the range

RMS,, =3.03%4/S,,,(IHz)
=3.03x410"'V? /Hz t03.03x+/10° V> /Hz . (407)

=10uV to3mV

Considering from eq. (403) that the sensitivity of the electrochemical sensors does not exceed Kyjon < 60mV/pH

= 60mV/dec of N;,, then from eq. (404), the RMS value of the noise in the electrochemical sensor is in the range

RMS 10UV to 3mV
RMS, . 1o(xion) = v/ Stog10(xion) = =
peto(Non) T PeetolNon) T Ty 7 30mV/dec to 60mV/dec
=(0.00017 to 0.1)decades of N or pH . (408)
=(0.04% t0 26%)of N,

showing that small-size and “noisy” MOS transistor in ISFET may ruin the accuracy of the electrochemical

sensor, just because of high level of the low-frequency noise.

Finally, from the reciprocal dependences in eq. (405), the signal-to-noise ratio (SNR) of the electrochemical

sensor with ISFET is in the range

K.
SNR = —RNion__ — ! =10 to 6000 . (409)

RMS VG RMS log 10(Nion)

showing that the electrochemical sensor with ISFET can theoretically have good SNR, but similarly to above,
the high level of the low-frequency noise small-size and “noisy” MOS transistor in ISFET can reduce the SNR to

unacceptable low values, e.g., causing unstable readings of the pH sensor for all digits after the decimal point.

VII.3.2. Noise in photo detectors and imaging arrays sensors

Sensors for light are increasingly used at present, because they provide non-contact and remote sensing and
imaging, which other types of sensors cannot, converting the optical power into photo current, followed by
electrical circuit, which amplifies the photo current and convert it into useful electrical signal, e.g., voltage.

Inherent for the noise in photo detectors is that the optical power is low, which results in low photo current,
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which is comparable with leakage currents and noise in electronic devices and circuits. The problem is

reinforced, when reducing the area of the photo sensors, which is the case in multi-million-pixel imaging arrays.
Therefore, photo detectors with built-in amplification and/or impedance buffering are of main interest at present,
in order to sense very low optical power by micrometer-sized opto-electrically active areas of the photo sensors,
which can be integrated also in the semiconductor chip together with other electronic circuits for signal and data

processing and communication.

Below, we briefly discuss the noise in the associated circuits of two types of commonly used photo detectors
with built-in amplification and buffering. These photo detectors are the avalanche photo diodes (APDs), which
can detect even a single photon, and the active pixel sensors (APSs), which are compatible for integration with
the electronic circuits in silicon chips to create imaging arrays with millions of pixels, but still small in size and
cheap to be used in handheld personal devices, e.g., cell phone cameras, and at the tip of medical devices, e.g.,

cameras for endoscopes, dentistry and elsewhere.

The avalanche photo diodes (APDs) are PN, PIN and more complex junction structures, reverse-biased with

excess voltage V., slightly above the junction breakdown voltage Vgg. At this biasing condition, an avalanche
process multiplies the primary carriers generated thermally and optically in the junction depletion layer. The
avalanche multiplication coefficient is MUexp(V.y), resulting in larger reverse current Ig=M(Ica+I,n) compared
to the primary reverse currents, the thermally generated current I, (observable when the junction is in dark) and
the optically generated (photo) current I;;[JP,, proportional to the optical power P, absorbed in the depleted
layer. Thus, the gain of the APD is the avalanche multiplication coefficient M. Since the junction is reverse
biased, then the carriers traverse the junction quickly, producing short “spikes” of current, and shot noise with
white power spectrum density (PSD) of magnitude [344, 345, 346, 347, 348]:

Sappashite = 2q(Teaic I MZF = 2q1x x (MF), with F=1...M, thus, F<APD gain (410)

where F is called “excess noise factor”, please see the above cited references for details on what and how F

depends on, and F is lower than the APD gain M (avalanche multiplication coefficient).

Eq. (410) is a good model for the APD noise at medium and high frequencies, e.g., when using the APD in fiber-
optical communications or for RF noise sources with PIN diodes, and when the APD gain M<100 is not high.
However, for photo sensors operating in the continuous regime, one observes the low-frequency 1/f noise of the
APD, as one can see in [346, 347, 348]. In these references, the APDs are hetero-structures with separate light
absorption and charge multiplication layers, the APD noise with 1/f power spectrum density (PSD) is described
as Sapp.1=KpxI#/f, and the values of the Kr are in the range from below 107 to above 107, varying with the
APD structure, processing and bias. However, noise with Lorentzian spectra are also observed in APD,
occasionally at low Iy [348] and regularly at elevated V., that corresponds to high gain M>200. The problem is
that a micro-plasma random switching occurs [46], when attempting elevated V., for high gain M of the APD.
Therefore, V¢ of the APD bias in continuous operating photo sensors has to be kept so that the APD gain is low,
e.g., M=20...50<100. Other low-level light applications of photo sensors require high gain M>1000, e.g., single
photon detection/counting in photo sensors for Raman spectrometers and time decaying fluorescence imaging
(FLIM), in which the APD operates in Geiger mode. In this single photon detection regime, V., is elevated and
the micro-plasma is forced to extinguish by special high-speed (~ GHz) active quenching and reset circuits. Even
though, there are problems with missing detection of photons and spurious after-pulsing of the micro-plasma.

Many publications are devoted recently for single-photon APDs (SPADs), but the low-frequency noise in SPAD
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is not elaborated well in these publications in order to extend a discussion here.

The active pixel sensors (APSs) are a combination of a photodiode and an electronic circuit, which allows

integrating the photo sensing with essential functionality in each pixel of an imager array. The APS functionality
comprises cyclic operation similar to that of a CCD (charge-coupled device). Each cycle includes “phases” of
reset, intergradation and readout. The reset phase connects a voltage source to apply a certain and maximum
potential/voltage across the depleted layer of the photo sensing structure (creating a potential well under the gate
in the CCD, or a reverse voltage on the capacitance of the photodiode in the APS). By disconnecting the voltage
source in the integration phase, the photo generation of charge reduces the depletion, through collecting photo
charge in the potential well of the CCD, or through discharging the photo diode capacitance by the photo current.
Then, by a set of switches that connect the pixels sequentially to a readout amplifier, the readout phase acquires
the amount of charge collected in the CCD, or the reduction of voltage across the photo diode in APS, where the

reduction is in respect to the maximum reverse voltage set in the reset phase.

While the phases of reset-integration-readout in cyclic operation of CCD and APS are similar, the structures and
circuits for CCD and APS are very different. From the circuit perspective, the CCD requires switching of high
gate voltages (in the range of 10-30V), and the CCD structure is incompatible with mainstream CMOS
processes, which is a problem for the single-chip integration of CCD with other electronic circuits. The
advantage of the APS is that all devices in the APS are readily available in mainstream CMOS processes, e.g.,
the photo diode is just one of the PN junctions used for drain, source or well for MOS transistor in the silicon
substrate. Accordingly, all parts in the APS use the ordinary supply for other analog and digital circuitry in the
CMOS chip. This made the APS the cost-effective and attractive choice for building imagers nowadays, and we

briefly discuss the noise in APS below.

The noise in APS with a typical circuit shown in Figure 65 (a) is analyzed in [349] in terms of the voltage
across the capacitance Cpy of the node v, of the photo diode D. The pixel consists of a photodiode D and three
MOS transistors. M1 is the reset transistor, which resets the photo diode voltage level close to the supply voltage
VDD before integration. The transistor M2 is the buffering source follower, which isolates the high-impedance
photo diode node from the low-impedance readout bus. The transistor M3 is the pixel select transistor, which
connects the pixel to the readout bus. During the readout phase, the channel resistance of M3 is low, and the
pixel output voltage V,=(V,—Vrtm) at node v, follows the photo diode voltage V; at node vy, offset-shifted with
the threshold voltage Vrm, of M2. The transistor M4 is the pixel load shared by the pixels connected to the
readout bus.

Shot noise and “KTC” noise in APS. The shot noise 2qlr=2q(licax+I,1) in the photo diode reverse current
Ig=(Tjca+Ipn) is mainly considered in [349] at different reset and integration times. The shot noise current is
converted into voltage noise by the differential resistance r;=dV/dIg~$/Ir, where V| is the voltage of node v,
and ¢ =kT/q=0.026V is the thermal voltage at room temperature T=300K. Accordingly, as given in [349], the

voltage noise of node vy is

I I \
RMS2, () = a4 F= I® o Gith F=landr, =3IS

Vs

PH PH R (411)
I
=~ Lr xﬂ = KT = KTC noise, assuming 1, = &
2C,, Iy 2C,, ke
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where the factor F depends weakly on the reset and integration times. Note that due to ry~¢/Iz, the shot noise has
been converted into thermal-like noise, often termed as the “KTC” noise in imagers. Note also that the KTC
noise is in principle independent of bias and photo current. Consider in addition that the voltage of the v, node is
sampled twice in the so-called correlated double sampling (CDS), once in the beginning and then at the end of
the integration phase, so that the voltage swing AV of the discharge of the capacitance Cpy of node vy is
obtained. This swing is proportional the photo current, since the swing is given by

_V _ Ileak +Iph

integ.end C int
PH

CDSswing AV, =V (412)

reset
where t;, is the integration time, and many offset voltages in the circuit are compensated, except for the offset
due to leakage current I,.,,. Thus, considering AV, as a signal, the signal to noise ratio (SNR) due to shot noise in
the photo diode in the APS is

AV I eal +1
SNR shot = : . = = - int
V2xKTC noise \/kT XChry
_ Ileak +Iph _ Ileak +Iph - Ileak +Iph
- tint - tint - ) tjm s (413)
e Vad Cor " {1.6X107°Cx26mV X C,,
q PH
~ fA to pA (HS to ms)

64 x10"*/fF to pF

The SNRy, increases with the photo current and integration time, and the orders of the magnitudes of the
different quantities are swing AVs = 100mV, noise 2xKTC=(0.2mV)? and SNR,,~~500=54dB for
Ig=(Ticar+Ipn)=1pA, Cpu=0.1pF and t;,=10ms. Eq. (413) suggests that SNR increases with the integration time,
but the detailed analysis in [349] indicates non-monotonic SNR as function of the reset and integration times, as
shown in Figure 65 (b) and (c), mainly due to non-linearity in the photo diode and MOS transistor I-V and
C-V characteristics and saturation of the voltage of the photo diode node v; or of the APS output node v, near

the GND supply rail at long integrations time and high photo currents.

In addition to the shot noise of the photo diode discussed above, a significant contribution to the APS noise has
the buffering transistor M2 in Figure 65 (a), because it operates in the active mode of source follower. This
transistor contributes with 1/f noise, and if the gate area is small, e.g., (WxL)<3um?, then it contributes also with
random-telegraph-signal (RTS) noise, which can cause pixel “blinking”, if a step transition between the levels of
the RTS waveform occurs during the integration phase between the two samples of the correlated double
sampling (CDS). The other transistors have small to negligible noise contribution, because they are operating as
switches (M1 and M3) and the load transistor M4 can be of large area, being one for hundreds of pixels in the

imaging array, and not affecting the fill factor of the array.

To refer the 1/f noise of the buffering transistor M2 in Figure 65 (a) to the photo diode node v;, one considers
the gate-referred 1/f voltage noise Syg(f)=Svc(1Hz)/f, for which we have scaling rules and statistical data for

FOMs, ., in eq. (106) in Sec. IV.1.2. Coupled noise component (number fluctuation) and in Figure 20. From the

trend (thick gray line labeled by “Average” in Figure 20), FOMs,  =6x 10~ um2V2/Hz for an effective oxide
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thickness EOT=10nm of the gate dielectric in a MOS transistor. Having scaling rule FOMs, .LJEOT? and

typically a gate dielectric thickness EOT=3nm to 5Snm for the buffering transistor M2, depending on the CMOS
technology node, then the values of FOMs, =1.5x 10 um2V2/Hz to 6x 107" pm2V?/Hz, for EOT=5nm and 3nm,

respectively, are four to ten times smaller than FOMs, =6x 10™ um2V?/Hz for EOT=10nm. According to eq.

(106), and knowing the area (WxL) of the buffering MOS transistor M2, the power spectrum density (PSD) at
1Hz of the gate-referred 1/f voltage noise of M2 is SVG(IHZ):FOMSV G/(WXL), and the PSD of the 1/f noise

associated with the photo diode node vy is
Sva(lHz) _ FOMy,, /(W xL)

f f/1Hz
(6t015)x10™[um*V2/Hz)/ (3um? to 10um?)
f/1Hz
_(0.6t05)x10™"V* /Hz

f/1Hz

Svalf)=

PSD of the 1/f noise in APS =

(414)

Having delay t;, in the correlated double sampling (CDS), the squared magnitude [Hcps(f)? of the transfer

function of the delay-subtraction operation of the CDS is a cycling spectrum (spectral “comb”) given in [350] by
H s (F) = 4sin®(2nt,, /2) = 2xHPF(f 20.25/t,,) (415)

which, for the purpose of 1/f noise analyses, can be approximated by a high-pass filter HPF(f>f,;,) with power
gain 2 and corner frequency f,;,,=0.25/t;,. The values of the HPF parameters are easily deduced, considering the
two samples in CDS, thus, the power gain=2, and f,;, as the min frequency, at which
[Heps(fmin)P=average(|Heps(f)P)=gain=2.
The cycling of [Heps(f) P=4sin?(2nft;,/2)=2(1-cos(2xnft;,)) can be understood, considering that the subtraction in
CDS suppresses fully a DC signal and “full-period” signals with frequencies of f=n/t,, n=0, 1, 2,..., but adds
“half-period” signals with f=(n+%2)/t;,,, because cos(2n((n+%2)/ti,)tin)=cos(n)=—1. Then, the identity
(1—cos(x))=2sin?(x/2) explains the “twice faster” cycling of [Hcps(f)]?, that is [Heps(f)[? is a spectral “comb” filter
with frequency step of Af=0.5/t;,.. Finally, the increase of the signal (actually, the 1/f noise) frequency from
0=DC to 0.5/t;,; causes reduction of the signal suppression toward signal addition, passing through the corner
frequency fnin=0.25/ti of the high-pass filter approximation, at which the CDS does neither suppresses nor
enhances the average power gain=2 of the high-pass filter approximation. Comparing the frequency step
Af=0.5/t;, of [Heps(H)P of the spectral “comb” with the slower-varying spectrum of the 1/f noise, the given in
[350] Riemann-like integration at the [Hcps(F)]? spectral “comb” for determination of the root-means-square

(RMS) value of the 1/f noise can be replaced with continuous integration, that is
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RMS?; s = j Syr ()| Heps ()| LPR(@< @, )de but S, (0<0) =0

LSy (1H2)  dsin” (mimQ) d(2rt), the known noise PSD = 2x double-sided

2T[O f 1+(f/fmax)
=Sy (IHZ)JM& = complicated integral = | sz xHPF(f 2, ) *LPF(f <f,, )df
0f[1+(f/fmax) } o f
f
g 0.25 1 t
=28, (le)fI o with £, = . o= T and (30 5) T, m

min

= 2Sy; (1Hz)x1Hz x1n[1;max J =2S; (1Hz)x1Hz xh{(

min

30 to 100)/(2m;, )
0.25/t, }

int

=2%(0.6 10 5)x10™°V? /Hzx1Hz xIn (19 to 64) = (0.019 mV t0 0.065 mV)’ <(0.2 mV)* =2xKTC noise
(416)

where ®ma=1/T,cq=2mfmax 1s the bandwidth of the readout amplifier for acquisition of the pixel output voltage at
node v,, considered as a first-order low-pass filter LPF with pole at f,,, and time constant T,.;. As shown in the
fifth line in eq. (416), the acquisition time constant T,.q has to have low value to instantly sample the pixel output
voltage at node v, for a short time of t;,/(10 to 20), and with low dynamic error, that is, the acquisition time

constant T,¢q has to be (3 to 5) times shorter than the short acquisition time short time of t;,/(10 to 20).

The lines in eq. (416) indicate the following. The first line explains the method for determination of the squared
RMS3cps value of the noise by power-spectrum transfer functions [Heps(®)[? of the CDS and LPF(0<®,x) of
the band-limited to w,x acquisition channel for the pixel output voltage at node v,. The second line substitutes
the equations for the 1/f noise PSD and the power spectrum transfer functions, also converting the angular
frequency o into regular frequency f in unit Hz The third line indicates that the integration results in a
complicated function, which is a mixture of trigonometric and hyperbolic functions even for white noise, as one
can see in eq. (10) in [350], and in eq. (11) in the same reference, also a sinc(x) function occurs in the mixture,
when considering a finite time in the rectangular waveform of sampling in the CDS acquisition channel. Such
complicated functions (although seemingly accurate) are not worth for analyses, since the scatter in the noise
PSD around the geomean value of the PSD is in excess of £6dB, as seen by the rocky curve for (and labeled by)
Single acquisition in Figure 76 later in Sec. VIII.6. Consequences from statistical nature of LFN —

distributions in spectra, techniques of averaging, data volume and coordinates, instrumentation.

Therefore, approximations are undertaken in the fourth line of eq. (416) with an ideal high-pass filter
HPF(f>fyi,) of power gain=2 for the power-spectrum transfer functions [Hcps(®)? of the CDS and with an ideal
low-pass filter LPF(f<f},,,) for the power-spectrum transfer function of the acquisition channel, which allows to
write a simple definite integral in the fifth line, with integrand 1/f for the noise PSD and limits f;, to fi., (the
values are discussed above) for the frequency pass-band determined by the CDS and the bandwidth of the
acquisition channel. This pass-band applies for the calculation of RMS?cps value of the 1/f noise in the APS.
The sixth line of eq. (416) shows the resulting formulas for the calculation of RMS?%cps value of the 1/f noise in
the APS.

The seventh line substitutes the values from eq. (414) for the PSD at 1Hz of the gate-referred 1/f voltage noise of
the MOS transistor (gate oxide thickness EOT=3nm to Snm, gate area (WxL)=3um? to 10um?) typically used for
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the buffering transistor in APS, see again M2 the circuit in Figure 65 (a). The last, the eighth line shows that the
RMS /¢ cps due to the 1/f noise in APS is expected to be 3 to 10 times (10dB to 20dB) lower than the 2xKTC
noise of the shot noise in the photo diode reverse current, estimated above after eq. (413). However, noticing that

the scatter of FOMSV G is 64g=10dB in Figure 20, which may cause the same 10dB increase in Syg and in

RMS ¢ cps, and if the buffering transistor area is reduced 10 times (10dB) in the range (WxL)=0.3um? to 1um?,
which would increase the 1/f noise of the MOS transistor with the same 10dB, then RMScps of the 1/f noise
could be increased 20dB and may become comparable or even dominant in the APS. Other problem in APS with
buffering transistor of sub—um? gate area is the RTS noise, which can cause having “blinking” pixels in the
imager array; and the problem is now discussed.

Mentioned above, the RTS noise in the buffering transistor, M2 in the APS circuit in Figure 65 (a), could cause
pixel “blinking”, if a step transition between the levels of the RTS waveform occurs during the integration phase
between the two samples of the correlated double-sampling (CDS). Similarly to above for the KTC and 1/f
noise, one refers the RTS noise as a voltage noise at the photo diode node vy, see Figure 65 (a), although it
occurs actually at the output node v,., since the pixel output voltage V,=(Vs—Vrm2) at node v, follows the photo
diode voltage V, at node vy, offset-shifted with the threshold voltage V1, of M2. Thus, the RTS noise voltage
AVrrs of the APS is the RTS noise voltage AV, rrs in the threshold voltage of M2, it occurs as voltage noise
AV, rrs=AVrts=—AVTMarTs at the APS output, and the output RTS noise voltage is identically referred to the
photo diode node vy, that is AV rrs=AV,rrs=AVrrs=—AVTM2RTS-

As discussed in length Sec. IV.3 RTS noise in MOS transistors, the RTS change of the threshold voltage of the
MOS transistor is due to RTS capture/emission of single electron in the gate capacitance WLC,, of the MOS
transistor. Therefore, from eq. (178), the voltage of the RTS change is AVrrs=—AVtmrrs=2q/(WLC,x), Where

the signs + are alternating at random intervals between the changes. Considering also the CDS and eq. (412) for
the voltage swing AV of the discharge of the capacitance Cpy of node v, (due to the photo diode reverse current)
during the integration phase, one writes for the CDS-acquired voltage swing AV »ps at the output of the APS
(node v,) that

AV sps=AV +AVrrs=AV +q/(WLC,,), when RTS occurs with probability PRgrs, otherwise AV ps=AV;  (417)

This equation corresponds to the histogram [351] for single RTS shown in Figure 66 (a), heuristically explained
in Figure 66 (b). There is a central peak corresponding to AV aps=AV,, and two lobes at AV +q/(WLC,y). The
probability PRrrs=(ZCNTpe)/(CNT pearctZCNTiope) for occurrence of the RTS noise in the APS is the ratio of the
counts XCNTy,e of occurrences (often called frequency in the histogram) in the lobes over the total count
(CNTpear+ZCNTgpe) in the histogram, including the central peak. The RTS probability PRgrs is split between the

two lobes, but not necessarily equally split.

If two or more traps are involved in the RTS noise, then one has multi-level RTS, the number of lobes is
2x(number of traps), as shown heuristically in Figure 66 (c) for a triple RTS in an APS with a larger-area
buffering transistor (M2 in Figure 65 (a)), having reduced spacing q/(WLC,,) between the lobes. The reduced
spacing results in overlaps of the peaks in the histogram. The overlaps eventually lead to inability to distinguish
the peaks in the histogram envelope (gray curve), the individual RTS noises superimpose and, consequently,
attribute into 1/f noise.

While the spacing q/(WLC,) between the lobes is certainly predictable in the histograms for the CDS-acquired
voltage swing AV sps at the output of the APS, the probabilities CNTigpes /(CNT pear+XCNT)qpe) of the lobes cannot
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be elaborated well theoretically by diverse reasons, e.g., the RTS transitions are random, they randomly occur
(or not) during the integration time, the occurrences of high-to-low and low-to-high level transitions of RTS are
not necessarily alternating in consecutive CDS, the RTS time constants vary between the pixels and with the bias
and illumination in imaging arrays, etc. Therefore, although the RTS noise in the buffering transistor causes RTS
noise in APS, the rates of the pixel “blinking” are impossible to predict. The RTS “blinking” of the APS can be
slow or fast, or in bursts, and one can arbitrary percept the RTS noise in APS as a bi-stable “blinking” or as a
“flickering” noise, which is a counterpart of the fact that noise waveforms cannot be reconstructed from the
noise spectra, due to omitting the random phase in the noise spectra.

Following from above, one can state amplidude and RMS figures-of-merit (FOMs) for the RTS noise in imagers.
The amplidude FOM is the signal-to-noise ratio, which uses the amplidude q/(WLC,y) of the RTS noise

— CDS SWil’lg A\]% - (Ileak + Iph )tint/CPH

SNR g o1 =
RTS,blink _ APS AVAPS q /(WLCOX)
_ (torA tolOpA)X(l(_)ltls tolOms)’ with wiC, = Co @is)
3x1.6x107°C 3

=0.2t0200000=-14dB to +106 dB

The calculation shows very wide range, from complete dominance (SNR=-14 dB) of the RTS noise at low photo
current in small-area APS and short integration time t;,, to insignificant RTS noise at high photo current in large-
area APS under strong illumination and long integration time t;,.. The published data imply that the RTS noise is
dominant in APS arrays with pitch lower than 3um, in which the buffering transistors have an area lower than
(WxL)<1um?, and many pixels are “blinking”. The problem of pixel blinking is rare for imaging arrays with

pixel pitch 10um and larger, since the buffering transistors are of large area (WxL)>3um?2.

The RMS FOM for RTS noise in APS uses the root-mean-square value q/(WLCox)x(\/Z/Z) of the RTS noise and
the probability PRgrrs for the CDS readings in the lobes of the histogram. There is not really an established RMS
FOM for the RTS noise in APS, but the FOM can be constructed, as follows

_ CDSswing AV,

SNR ickeri -
RMS, flickering _ APS RMS(AVAPS )

(Ileak + Iph )tint / Coy

JERCIN (5 N S T @19

[a/(WLC,,

SNR RTS,blink _ APS

B V21= Y PR

assuming 3 PR s = (X PR s f + 3 PR2g and 3T PR g <50%

The RMS FOM is usually a scaled version of the amplitude FOM, but the scaling coefficient (the expressions in

SNR RTS,blink _ APS?

denominator of the equation with the probability PRgrrs of the lobes in the histogram) is uncertainly varying
around unity, and the expressions can be written differently by different authors. Again, there is not really an
established RMS FOM for the RTS noise in APS, although many works use RTS time constants [352, 353] and
spectra for the RTS noise [353]; thus, we do not extend further the discussion on RMS FOM for the RTS noise
in APS.
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Diverse approaches have been also undertaken to remedy the RTS noise in imagers, e.g., trapped charge “flush”
by the reset phase followed by a short integration phase [353] and multiple sampling for CDS [354]. However,
all these complicate the operation, increase the circuit overhead and the chip area of the imager, without
remedying the inability of the CDS to remove RTS transitions during the integration phase. In fact, the only
sustainable for the practice approach for reduction of the RTS noise in APS remains the use of larger-area
buffering transistor (M2 in Figure 65 (a)), and consequently, limiting the imaging array to pixel pitch larger than
3um.

In summary for the noise in APS, the dominant noise sources are the KTC noise due to shot noise in the photo
diode, and the 1/f noise and RTS noise due to a small area of the transistor buffering the photo diode from the
readout amplifier in the imaging array. The levels of these noises are inversely proportional to the photo detector

and transistor areas, limiting the APS pitch to min 3-5 um in the imaging arrays.
VIII. Outlook for the LFN

Looking about a century back, one can see that the noise in electronic devices was always in the scope of
investigations, hand by hand with the development of these devices and the range of their applications.

Therefore, obviously, we begin the outlook by the extraction of trends from the past.

VIII.1. Trend for the LEN level and variations

In the era of vacuum electronic devices, which is the first half of the 20" century, the fundamental relations for
white noise as shot noise [355], S;=2ql, and thermal noise [172, 173], Sy=4kTR, were established by the charge
quantization of the current flow and thermodynamic approaches. The presence of flicker noise was noted,
attempting to explain it by thermodynamic approaches, e.g. in [356], as it was done successfully for the white
noise, and thus, it was promising approach for the flicker noise, but it was not possible. Therefore, the approach
of superposition of Lorentzian noise sources was developed in the period from late 1930’s [357], during 1940’s
[358] to late 1950°s [85].

Nevertheless, the universality of thermal noise provided suitable reference, and the noise factor (or noise figure),
NF - see eqgs. (226) and (228), became a norm in measurement and reporting the results for 1/f noise, which
continued to mid-1970’s, and caused some inconvenience and delay to establish that the factors for 1/f noise are
different from the factors that determine the white noise. Apart from the shape of the spectra, the main difference
between white and 1/f noise is that the white noise can be described by electrical DC quantities, current for shot
noise or resistance for thermal noise, while the 1/f noise is in addition inversely proportional to the size of
statistical populations of carriers and/or traps. In particular, taking given densities of charge carriers and traps,
the 1/f noise normalized value S,,,,=S/DC?=Kg/flJ1/Area - see eq. (14), is inversely proportional to the noise
generating Area. The noise generating Area is the cathode area in the case of vacuum tubes [359], the emitter
junction area in the case of bipolar transistors and diodes, and the gate area in the case of field-effect transistors,
as discussed in details in previous sections. Accumulating experience from about two preceding decades,
experiments and analyses, such as those in [359, 360, 361], established the areal dependence of 1/f noise. This
dependence was used for the design of low-noise amplifiers, in which the input transistors are large [362],
despite the critical statements in some publications, e.g. in [363], that the area is irrelevant to 1/f noise, using by
inertia the noise factor as a figure of merit, and overlooking that the resistance for the minimum NF increases

when the Area decreases.

Thus, the factor (AreaxKg), see eq. (2), can be used as the figure of merit (FOM) to compare the data for 1/f
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noise in different electronic devices. The evolution of the factor (AreaxKg) and the normalized RMS noise
(inoise/Inc) is shown in Figure 67 over almost of a century of research on 1/f noise. In this figure, the data are from
[359, 364] for vacuum tubes. The data for Si, Ge and SiGe bipolar transistors is aggregated from Figure 2,
Figure 14 and Figure 40, and from [365, 366, 367] for the period before year 1980. The aggregated data from
Figure 15 for MOS transistors and from Figure 54 for silicon nanowires and carbon nanotubes are also shown, as
well as data from [360, 362] for the period before year 1980 for MOS transistors. Data from [368, 369] for III-V
semiconductor HBTs and from [370] for optical noise of light-emitting diodes are also added for comparison.
The prediction lines (top to bottom) are for MOS-Analog, MOS-RF and BJT and the Moore’s law (right-hand
axes) are from ITRS predictions for the period 2006-2020 [3]. Please, see eq. (3) for the conversion from ITRS
FOM (umpV?) to FOM (Area x Kg). As assumed in ITRS [3], the regression line in Figure 67a is with slope
(—0.5)dB/year, reflecting improvement in device structures and fabrication, and the Moore’s law line is for

minimum-sized MOS transistor with gate area L2, where L is 2 of DRAM pitch.

The graph in Figure 67a is arranged so that the left-hand and right-hand scales are with 6 decades difference.
Once the line for Moore’s law crosses with regression line, or it is below a data point, then the ratio (Area x
Kp)/L2 is larger than 107, indicating significant level of 1/f noise in small area devices. To illustrate, the

(AreaxKg) data from Figure 67a are recalculated in Figure 67b as ratio of noise to DC currents, according to

1hoise _ [\AreaxKp
Ipc L?

, at 1Hz in bandwidth=1Hz, (420)

where i,0isc 1S the RMS (root-mean-square) value of the 1/f noise at 1Hz and in bandwidth of 1Hz, and L has the
values from Figure 67a. The line for Moore’s law in Figure 67b is from ITRS [3] for the number of MOS
transistors per cm? in microprocessor integrated circuits. Interestingly, the data around year 2000, especially for
BJT, imply that the ratio i,is/Inc follows the slope of the Moore’s law for integration, that is slope +1dB/year,
which means that FOM (AreaxKGg) is constant, and the 1/f noise rapidly increases with the integration level to
critical for device application magnitudes. This is discussed in the next paragraphs for reliability issues. Overall,
as the devices become smaller, highly integrated (and faster), the 1/f noise increases [170] in ratio to the DC
current, thus circuits with minimum sized transistors become noisier. From crossing the level ise/Ipc~0.1% at
about year 2000, it follows that one does not use minimum sized devices when the application is sensitive to
noise, an obvious observation in analog and RF designs nowadays. This fact is clearly seen in the trend followed

by the data collected after 2000, in which the measured noise is lower than the predictions.

Having the data from a century of research on 1/f noise arranged in Figure 67, one will be able to deduce trends
and predict possible issues related with 1/f noise in circuit applications. An earlier prediction for possible future
scenarios was made in [29]. An observation in Figure 67a is that (AreaxKp) is relatively higher at the beginning
when new devices are introduced, and later, it decreases according to the regression line. However, note two
large concentrations of data points, one located around the beginning of 21* century, and the other one around
the last decade. In the first one, although the data are largely scattered, the minimum values tend to be in the
range (AreaxKp)=10" to 10 um?, irrespectively of the type of the device. In the second group, the minimum
values have been reduced significantly, almost two orders of magnitude below the first group of data and also
well below the regression line. The devices that have contributed to this reduction are NWs and CNTs, but
mainly HBTs, in which the introduction of C in the SiGe semiconductor has reduced the noise significantly. The

consequence is that the normalized 1/f noise 1i,,;s./Ipc (at 1Hz in bandwidth 1Hz) is also reduced, not following
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the regression line prediction, as depicted in Figure 67b.

Despite the large scattering of data, MOS transistors do seem to agree with the assumption in ITRS [3], that
(AreaxKg) decreases, following the slope —0.5dB/year of the regression line in Figure 67a. Considering the data
from ITRS [3], as given by the lines for MOS-Analog and MOS-RF in Figure 67a and b, and using [x~'dx=In(x),

then one can write for the RMS (root-mean-square) value of the 1/f noise that

RMSLFNmse:\/( re§VL F)2.310g10(ﬂj, (421)

DC

min

where (AreaxKg) is the FOM taken from the ITRS prediction lines for MOS-Analog and MOS-RF in Figure 67a,
the gate area (WL) depends on the application of MOS transistor and it is greater than the minimum L?, depicted
as Moore’s law in Figure 67a, the constant 2.3=In(10) follows from changing natural to decimal logarithm, and
logio(fimax/fmin) 15 the number of frequency decades in the bandwidth that device application considers. Let us
consider (fya/fmin)=100kHz/1Hz, IMHz/1Hz and 10"*=1/(bit error rate) for analog, RF and digital applications,

respectively, as shown in Table 4.

In the majority of applications, one needs the peak-to-peak magnitude of the noise. Assuming the common belief
that the noise is Gaussian, as follows from central limit theorem for superposition of random events, then one

can write for the peak-to-peak magnitude (LF Noise)

. : Areax K f
LFNoise _,\ RMSLENoise _, MMIO&O s
DC DC

(422)

min
where N, is the number of standard deviations that one needs to take in order to achieve a desired Confidence

Probability, given by

+Ng 2
!— 2) N
Confidence Probability for LF Noise = j Xp \/i / dx =erf (TGJ , if normal distribution. (423)
N 21 2

For analog applications, one usually takes N,=2, which represents the noise “peak power” (LF Noise)? with
sufficient confidence of ~95%, considering repetition and averaging of analog signals. Also, one usually uses
large transistors (WL)~500x20L? to avoid short channel effects. Substituting the FOM (AreaxKp) from ITRS for
MOS-Analog, one obtains the data shown with diamonds in Figure 68. Provided that one requires high accuracy
in analog applications, e.g. not more than 0.01% error from noise, the 1/f noise causes larger uncertainty, and it
is a concern for analog applications, which always consider noise reduction techniques, such as integration,

averaging, offset tracking and cancelling, etc.

For RF applications, especially with the explosion of digital wireless communications, there are tough
requirements for increased carrier frequencies, wider bandwidth and small channel spacing and phase instability.
Therefore, one usually takes N,=3, which guaranties 99.7% confidence and implements error correction
techniques that successfully maintain the communication channel operating at error rates of 0.1%-0.2%. The
high frequency usually requires large aspect ratio W/L~1000 in MOS transistors and use of short channel
devices normally at the minimum gate length L. Thus, (WL)~1000x 112, and substituting the FOM (AreaxKg)
from ITRS for MOS-RF, one obtains the data shown with squares in Figure 68. Provided that correction of more

than 0.2% error rates increases considerably the overhead in the communications channels, the 1/f became a
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concern for RF applications, and after year 2005, it is always in the focus in the design of low power oscillators

and mixers, since the 1/f noise degrades the phase noise in RF front-ends.

In the past, 1/f noise was not assumed to be a problem for digital applications, since the immunity of digital
circuits against noise is relatively high, having SRAM Static Noise Margin (SNM) more than 10%-20% of the
DC supply, as estimated in [371] for 0.5-0.8um CMOS technologies, that is SNM~0.3-1V at Vpp=2-5V.
Simulations of sub-50nm CMOS [372], however, indicate that the opening in the “butterfly” graph of SRAM is
reduced to few tens mV, since the DC supply is less than 1V, and process variations are becoming more
important. On the other hand, one relies that digital circuits do not do random error. This might be not true for
circuits with very small MOS transistors, unfortunately. A normal requirement for SRAM is bit error rate of
107"2, the reciprocal value of which is 12 frequency decades. One usually takes at least N,=4, which guaranties
confidence 99.994% that double error will not occur. To save chip area, and to comply with Moore’s law, one
uses small MOS transistors in SRAM cells, e.g. (WL)=3x1L2. Since there is no specification in ITRS for 1/f
noise in digital MOS, we take the specification for MOS-RF (note that in virtually all domains of technology,
RF electronics is going digital via analog-to-digital converters (ADC) and digital-to-analog converters (DAC)
[373] ). Then, using eq. (422), we obtain the data shown with circles in Figure 68. Provided that the SRAM
Static Noise Margin (SNM) can be as low as 10%, we see from the figure that the reliability of digital circuits is
also a topic of concern after year 2013 [374, 375, 376, 377]. In other words, the 1/f noise might become

unforeseen limit in device down-scaling.

Connecting the points for (LF Noise/DC) with 0.01% for MOS-Analog (it was some time in year 1995), 0.2%
for MOS-RF (it was circa year 2005) and 20% for MOS-Digital (around 2015), one draws the solid line in
Figure 68, which illustrates the escalating issues with low-frequency noise by the device down-scaling with
MOS technology nowadays. And this is on the top of the many other difficulties that accompany the device
miniaturization, such as lithography, alignment, power density, wiring, accessing, volume of designs, testing,

cost and complexity of the technology, etc., which are addressed in ITRS [3].

It is important to mention that average data for 1/f noise are used in the calculations shown in Figure 68. As we
have presented in previous sections, and also seen in Figure 67, individual devices may have large deviations for
the 1/f noise, normally 6—10dB, that is, about a decade for noise power spectrum density, or about 3-4 times for
the ratio (LF Noise/DC). The issues with the scattering of the noise level around the average were put forward in
the 1990’s, when the device areas became less than 1pm?, by publications such as [74], from which Figure 11 is

adopted for illustration earlier in section I11.4. “Measurement and characterization uncertainty —

experimental accuracy, fitting and averaging”. These large deviations for the 1/f noise also imply that the
“average” noise does not describe completely what the noise in the devices is. Looking again at shaded areas in
Figure 13, one clearly sees that the relative variation becomes more than 100% (3dB) of the “average” noise in
BITs, when the emitter area is less than 1um2, consequently, with “average” Kp>10™®. Similar data for MOS
transistors can be found in [72, 378]. In this situation, there are two-three simple, but confusing, questions:
“What is the meaning of noise variation larger than average noise, since the noise power is always greater than
zero?”; “Why the noise variation is greater than the noise itself, assuming that the average is representative for
the noise in the devices?”’; and “What we should use or do when the noise variation is greater than the average
noise?”. Surprisingly, these simple questions are related to the fundamental understanding for low-frequency

noise in electronic structures (and other systems [160]), and to the principles and techniques of gathering
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information for noise and modeling in these devices.

VIII.2. Common assumptions for noise

Let us list with A1, A2, ...A6 the assumptions for noise, used in the literature, starting from fundamental to

specific, and briefly discuss them from present point of view.

A1. The noise is not deterministic, that is, random variables describe mathematically the noise currents and
voltages, and statistical parameters (e.g. average, variance, etc.) over a population of data (realizations, samples,

time of observation) can only describe the noise.

A2. The noise is statistically invariant in wide sense, that is, the average rate (e.g. DC current, which is number
of electrons passing a cross-section per unit time) and the variance (standard deviation in square, 62) are
constants in wide sense, both in time and for identical samples and at identical conditions. This assumption is
established by the first half of the 20" century, it seems for mathematical convenience in order to use the Carson
theorem, as one can see in several publications, e.g. in [379, 380]. The Carson theorem states that, if identical
pulses with duration, or lifetime 7, and shape F(t) occur randomly at average rate R,,, (with Poisson distribution),

then the power spectrum density of the noise is

0
S(F) = 2R 4y [F(£)* . with F(2rt) = [F(t)exp(- 2t} (424)
-
where F(f) is the Fourier transformation of F(t). Taking an example for current shots Al due to electrons
traversing a PN junction or the base of a BJT for transit time t=r, at average rate R,,,=Ipc/q, with q being the
electronic charge, for 1=0 we have Dirac current pulses F(t)=qo(t)=F(f)=q, and one obtains the relation for shot

noise

I
S(f) = 22 |q* = 2qIpc, with =0. (425)
q
For a finite value 1>0, at an additional assumption for exponential decay in the autocorrelation in the pulse [379]
in order to satisfy Langevin equation 6AF/ot=—AF(t)/t+F(t), with AF(t)=F(t)-F,,, one gets the Lorentzian noise

power spectrum density

S(f)= 402 —"——  with >0, (426)
1+ (2mfr)?

where the variance 62 might be difficult to be found, but it is assumed to be constant, as stated above.

A3. The noise is small in magnitude (e.g. as compared to DC), and therefore, it can be described with linear AC
models. In addition, the DC component of the noise (e.g. average of noise waveform in time domain) is zero.
Combined with the assumption above for constant variance ¢2, and according to Wiener-Khintchine theorem, the
noise power in time and frequency domains are equal. A direct consequence is that the power spectrum and the
square of noise waveform are equally representative for the noise properties. Other consequences are that the

noise power is additive to any other power in the device, and the DC is always deterministic.

A4. The microscopic noise sources may have autocorrelation different from zero, but only in time. At
mesoscopic scale (device level), the microscopic noise sources are independent, that is, there is no spatial, time

or frequency correlation between the individual microscopic noise sources. This assumption implies that the size
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of the microscopic noise sources is negligible, as compared to the distance between the noise sources or the sizes
of the device. Also, combined with the assumption above for linearity, it allows for superposition of noise

sources, see next.

AS. The population (the number of) of microscopic noise sources is sufficiently large from statistical point of
view, and the realization of all microscopic sources is time invariant, that is, it depends on the duration of the
observation (measurement), but not when the observation was made. Combined with the previous assumption,
this allows to sum or integrate microscopic noise sources over any variable, e.g. along sizes of the device,
energy, time constants, number of the observations (measurements), independently from integration over time or
frequency associated with individual observations (single capture of data during measurement). Also, due to the
additive property of the noise power assumed in A3, and according to the central limit theorem for this case, the

noise in the device should be Gaussian.

A6. Following from the last assumption, continuous mathematical treatment of the noise is allowable, by using
effective quantities, such as energy, velocity, mobility, time constants, etc., that represent the particle-wave-
quantized nature of the solid matter on average, and in deterministic manner. Thus, the frame for noise analyses,
modeling and measurement is consistently defined, and the science, physics and practice on electronic noise

grows rapidly in proportion with the growth of the electronics.

VIII.3. The fabrication ‘“frozen noise’’ — from spatial variations to vield problems

While the above assumptions (at the end of the previous sub-section) draw a coherent picture from physical and
mathematical points of view, the device downscaling actually has questioned several of them. Some of the issues
are now discussed. In this discussion, we pay particular attention to the numbers, because they are where the

problems usually come from when dealing with random quantities, thus, with statistics for noise.

VIII.3.1. Length uncertainty variances

Please, look again at Figure 67a. Except for the uncertain data (solid circles) for nanowires, when their cross-
section area is used to calculate the figure of merit (AreaxKg), all other data are above (AreaxKF):IO’gum%
mostly in the range of 10 um2. Then, we calculate from eq. (421) a characteristic distance 64 of random
uncertainty for a frequency decade, taking f,../f,i,=10, (RMS LF Noise)/DC=1, and setting WL=(c4)2. So, we
get

2
0y =23(AreaxKp) ~ 1/23x1078 K2 =(0.15 2 0.047)———= (427)

decade Jdecade
The meaning of o4 is that after 10 transitions between atoms in the semiconductor, the electron (or hole) carrier
will be displaced at distance 64 from the ideal position, which would be, if no randomness exists in electron
motion, and the electron travels “smoothly” at the deterministic velocity and trajectory, which one can calculate
by the continuous equations, e.g. for drift and diffusion, for example. For comparison, the atomic radius of
silicon is 0.11nm and the average atomic distance in silicon crystals is 0.27nm. Thus, the ten transitions
correspond to 2.7nm travelling distance, and for a given length L of the device, the uncertainty length oy . for

one electron traversing the device is

_ L
OLle =044/10g10 > 7om

j =/2.3(AreaxKg) (428)
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Here, we note that the number of transitions, which the independent electrons do, when traversing the device, is
proportional to the product of number of electrons (n) in the sample and to the ratio t/t; of the time of observation

t and transit time t,. Therefore, the uncertainty length 6,.. accumulated from all electrons during the observation

0,..=0 lo ni =0, [lo L nL
acc Lle+|10810 T, d1/19810 270m T,

:\/2.3(AreaXKF)Jlog10( : ni}

27nm T,

is

(429)

Note that the logarithmic functions are result from the constraint that the noise is 1/f, and they do not imply

particular physics. We will discuss this later by eq. (438).

On the other hand, one “sees” all (n) electrons, when measuring the device, so, the measurement is integration

over the number of electrons, and the observed length uncertainty variance is

2 2
(0] o L t
of =4 =—d10g10( H—]

n n 27nm T,
Areax K L t
ZMZ.MoglO n— (430)
n 27nm T,
Areax K
_ ( rea F) In n vtl,
n 2. 7Tnm
where v=L/t, is the carrier velocity. The differentiation against the measurement time t gives
Area X K
alo?, )= e e g ) (“31)
n

We use now that 1/t corresponds both the resolution df and the minimum non-zero frequency f,,;, in the spectrum

in frequency domain.

o) (A“"“KF)d[m(f ! ﬂ - (A K ) =

n min n 432)
dGI% _g (f . ):(AreaXKF)
—df L\'min fminn

Here, S, is the power spectrum density of the length uncertainty 6;, as promoted by random deviation of electron
motion from deterministic trajectory, and the minus sign is due to the fact that the longer is the time of the
observation, the lower is f,,;,, and (—df) denotes increase in the resolution in frequency domain. Since the

observation time can be chosen with various values, then we obtain 1/f noise, given by

(AreaXKF) 03
f)= = R
Sc(f) f n 23 fn (439
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0.05nm (1/2 atomic radius), when (Area X KF) =107° umz
with 04 =40.15nm (between atomic radius and atomic distance), when (Area X KF) =1078 um2
0.5nm (almost lattice constant) , when (Area xK F) =107’ um2

and o4 being random displacement of electron (uncertainty of electron position) after 10 transitions between
atoms in the semiconductor, as defined by eq. (427). The total number of carriers n=n"WL is proportional to the

carrier concentration (n’) and device area WL, e.g., as in MOS transistors, for example.

Surprisingly, eq. (433) is for spatial noise, the unit is area/frequency, and this unit is in direct disagreement with
assumption A4 above, but on the other hand, the values for the random displacement of electron o4 are

meaningful. For example, the momentum of electrons, py, due to thermal motion in silicon is
- k _
Pty =VipMom, :105(9( 9.11x10 31[kg]x0.29(k—g( =2.46x%10 26(kg2(, (434)
S g S

where, with the values given above, vy, is the thermal velocity, m, is the electron mass, and m, is the relative

electron mass for conductivity calculations. From Heisenberg uncertainty principle, we have

h h Oy, MoMme Ovg Noisein v,
4_S0-pth0-th:>4 S Op = Oth =0Oth———— =Omn
n ™ VinMeMe Vih Vih
6.63x10734{Js] (435)
O 2 = 2nm,

12.6x2.46x10720 (kg m(
S

where, with the values given above, we use that vy, is the same as RMS of the thermal velocity (the thermal
motion is random), 6y, is the uncertainty for the position of the electron, and h is Planck constant. One “sees” the
thermal noise only in the direction of the current flow, e.g. along x-coordinate, so, in this direction, the

instantaneous uncertainty for the position of the electron is

()
Oy =—B=1.47nm, (436)

V3

but after 10 transitions, which is equivalent to average of ten, or reduction of the bandwidth 10 times, one
expects that the electron is closer to its average equilibrium position, thus, the uncertainty for the electron

position should be

(0)
Oy = — = 0.36nm. (437)

V10

By comparing to eq. (433), we observe that the values for 6,4 and o4y, are in the same order of magnitude, which

justifies the values for the random displacement of electron o4, that causes 1/f noise. The smaller values for o4
indicate that the 1/f noise might be “smoother”, or more deterministic, than the thermal noise in short time scale,
which is obvious from practical point of view, since the power spectrum density of the 1/f noise decreases at

high frequencies.

Note that the variance 6, in eq. (429) for 1/f noise increases with the time of observation t, whereas G4y, in eq.

(429) is independent of t. Qualitatively, this is similar to what is established by Allan variance, recalling the
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corresponding eqs. (372) and (355) and the discussion on them. The increase of the variance for 1/f noise is in
contrast with the assumption A2 that the noise is statistically invariant in wide sense, from which it followed that
the variance is constant in time. Also, the range for o4 is at atomic distances, which does not lend much
confidence to assumption A6 that the particle-wave-quantized nature of the solid matter can be neglected in
noise analyses and models. Explanation of the 1/f noise in terms of quantum effects was attempted [381], and
reviewed together with other fundamental 1/f noise sources [382], but the quantum 1/f noise was also strongly
criticized [2], by objecting the assumption for the “power loss” introduced in the wave equations for the cases
beam in vacuum and metal at zero absolute temperature; and at present, the concept for quantum 1/f noise is not
followed up widely, except for special cases, e.g. for lasers, by different mathematical treatment. Later works
[383, 384, 385], however, indicated that vibration-wave nature of the crystals can produce 1/f noise, and,
perhaps, there will soon be a reassessment of the approach for quantum noise, since some of the down-scaled
devices are with dimensions similar to quantum devices, such as quantum dots and wires (e.g. CNT), and the

noise in these devices is very large, see again Figure 51.

VII1.3.2. Consequences from the length uncertainty variances

Now, we discuss the consequences from the length uncertainty variances and 1/f noise, which were introduced
by eqs. (427) to (433). First, we observe that the logarithmic function disappeared at the step of differentiation
after eq.(430), hiding all device and bias dependent quantities in the logarithmic function, but giving arise to 1/f
noise for the power spectrum density in eq. (433) by the observation time t. Otherwise, eq. (433) is in very
regular form, as expected, and we will use this after the following remark.

Instead of o4, the random displacement of electron (uncertainty of electron position) after 10 transitions, one can
choose characteristic standard deviations o, for different quantities F in eq. (427), e.g., F can be mobility,
carrier concentration, velocity, etc., and a spectral density Sg for the corresponding quantity will be obtained in
eq.(433), as long as the variance of the chosen quantity is a logarithmic function of the time. This is nothing, but

to write

o (t) = o, h{ ! J@ 19 _OFo exp{GF—(t)}:i, (438)
tFO dt t OFo tFO

where the characteristic standard deviation og, and reference time constant tg, has to be chosen by physical and
other reasons. Obviously, the middle equation implies 1/time distribution for o. For the physically plausible
relaxation processes, in which F(t)/Fo=exp(-t/t) occurs randomly at average rate R,,,, one has Lorentzian noise
spectrum, according the Carson theorem — see again eqs. (424) and (426), but by distributing the variance as 1/1,
also assuming proper time for observation, one obtains the superposition integral for 1/f noise from bistable RTS
fluctuation, as we have used many times in the previous sections — see eqs. (72)—(74) in section II1.3 for BJT and
egs. (97) and (100) section IV.1 and later for MOS transistors, for example. Indeed, distributing amplitudes as
1/time at sufficiently high average rate will produce also orlJlog(t), and therefore, 1/f noise spectrum. Thus, one
has to be careful using the observation of 1/f noise as justification for existence of particular random phenomena
in the device, the justification should be provided by other method too. The 1/f noise only provides that the
variance of the fluctuation is a cumulative function of time, in particular a logarithmic function, if the spectrum
is exactly with slope 1/f. Other conclusions require additional physical justification.

The regular form of eq.(433) allows to arrange it in normalized form, by adding it as another term Sz/Z2 to the

canonic form of the Hooge equation (6).
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Here, n is the total number of carriers, Oy is the Hooge parameter, and WL is the area of the device, in which the

1/f noise is generated. Surprisingly, ay becomes a function of the area of the device, as
1077, for (Areax K) =10~ um2and WL = (1x1)um?

1077, for (Areax K ) =103 um2and WL = (1x0.1)um? (440)
107>, for (Areax K) =107 pm2and WL = (0.1x0.1)um?

_ 03 :(AreaXKF)~
2.3WL WL

Oy

spanning pretty well the “good” values for Oy reported in the literature. One of the questions from the past,
whether one should use the number of atoms, or number of carriers in Hooge equation, and answered in favor of
number of carriers [2] in the 1980s, seems is not completely answered. The noise in few-nanometer-sized

devices may help to find whether the sample size matters for Hooge parameter.

VII1.3.3. Fabrication frozen noise. Definition

Another difficult problem, which emerged in sub-100 nm devices, is the “contrast” of doping profiles and
lithography [3]. For maximum resolution, the doping profiles are achieved by ion implantation, usually using the
gate mask or the polysilicon gate itself as the implantation masks, with the purpose of self-alignment in MOS
transistor fabrication. To minimize the drain-induced barrier lowering (DIBL), but not increasing the threshold
voltage [252], the MOS transistor body doping profiles are retrograded, or even d—doped, with a peak

concentration in the range of 10'® cm™ at depth around 30-60nm (or less) from the gate oxide interface.

We assume that Poisson distribution will hold for the ideal case of ion implantation, and several 6—doping
profiles are given in Figure 69 on left. With every next generation, the depth of the 6—doping needs to decrease,

so that the depletion distance tqe, is reduced to minimize DIBL, in order to satisfy the semi-empirical rule for

_ 2
LGATE,min = A {tjtoxtgep - (441)

where t; is the depth of source and drain junctions, t, is the thickness of gate dielectric (silicon dioxide), and A is

minimum gate length [386]

a fitting constant. Assuming that t,, might be difficult to scale down nowadays, and that t;Ut,,, then the
depletion distance tq., needs to scale proportionally with gate length. For 6—doping, from electrostatics of point
charges, we also assume that the effective depletion depth t4, at each atomic column under the gate is
(1/tgep)?~> (1/t;,)2, where t;, is the implantation depth of individual impurity atoms. Then, we have generated
random numbers with Poisson distributions that correspond to the desired tq, in atomic distances (0.2715nm for
Si), and also, corresponding to peak concentration in 10'® cm™ at taep- Sample results are shown in Figure 69 on
right. In these figures, the dots are the impurity atoms, the grid corresponds to the atomic distances in silicon,
and the lines correspond to the values for the effective depth at each atomic column under the gate dielectric,
obtained from abovementioned (1/tsp)?~ (1/t;,)2. We observe strong departure from continuity toward
quantization, decreasing Lgarg from 90nm to 12nm, accompanied with increase of the normalized standard
deviation (Ggep/taep) from 7% to 20% for the effective depth.

Since several parameters in MOS transistor, e.g. the threshold voltage, are proportional to te, to the first order of
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approximation, then (G4ep/tap) Will be replicated as variation in voltage overdrive and current flow in the MOS
transistor. We will present an analysis later, beginning from eq. (443). Further, in smaller size transistors, the
regions of the current transport (graded areas in Figure 69 on right) become very close to the lines of the
effective depth t4.,, which implies that the variation in t4., will be replicated as variation in the current transport,
thus, in noise. Since the variation in tqp is due to fabrication, then we have this variation embedded in the device,
thus the noise is fixed, or “frozen noise”, in other words. The fabrication “frozen noise”, in particular the
increase of the normalized standard deviations (c/average) in MOS transistors with Lgatg<20-30nm, is usually
observed as increased leakage and gain reduction, smear in the device I-V curves, resulting in parameter
variations from device to device and between circuits [372, 387], which should be nominally identical. The
“frozen noise” from fabrication, perhaps, also increases the temporal low-frequency noise, which at present is

not investigated for such relation, unfortunately.

VII1.3.4. Investigation of fabrication frozen noise

The investigations on the fabrication “frozen noise” are usually performed in three ways, namely, Monte-Carlo
simulations, statistical evaluation of large number of measurements of identical samples, and theoretical
extrapolation of models toward small devices. Each of these approaches provides valuable insights on the

“frozen noise”, but also has specific limitations.
Monte-Carlo simulations

In the Monte-Carlo simulations, one usually takes an ideal structure and adds particular randomness in the
structure. Then, the device or the circuit are simulated, and from the obtained characteristics, the variations of
the model parameters or characteristic quantities are estimated for magnitude, correlations and behavior. It is
believed that 3D simulation of structures described at atomic level, with embedded drift-diffusion and gradient
formalism in the simulation, should provide correct and sufficient information, which reflects the “frozen noise”.
Typical results from 3D simulations of few-nm to few-deca-nm structures are shown in Figure 70. In Figure 70a,
the strong impact of single traps on carrier velocity in MOS transistor is evaluated [388, 389] for square-shaped
bulk MOS transistor shown on the top of Figure 70b, where also is evaluated that the single-trap occupancy
changes significantly (~18-20%) the current in 30nmx30nm transistor, and this variation is “dramatically”
larger, ~50%, for 10nmx10nm transistor, thus causing unacceptably large RTS noise. In Figure 70c, the impact
of 1-2 atomic layers random non-uniformity in the gate oxide and body of ultra-thin-body SOI MOS transistor
(this is one of the mostly spelled alternatives for MOS transistors in future [3]) on the BSIMSOI model
parameters is evaluated [372]. The scatter in the values is evident in Figure 70c, while the correlation between
different model parameters is weak. In this way, the Monte-Carlo and atomistic simulations provide reach sets of
values, implying forthcoming difficulties with the increasing “frozen noise”, but one should note that
interpretation of the data is difficult and not always very certain, because, first, the assumed structure for
simulations can be unrealistic or not representative for real structures, second, the simulations generate sets of
large data, which requires post-processing for extraction of statistical or other parameters, and third, the physics
is beyond this point, since the numerical data sets do not “say” what, where and how the numbers depend on the
structure. This is a drawback of computer simulations in principle, and it requires somewhat empirical search for
correlations in the numerical data, which eventually can be related to models and physics. In addition, if one tries
to obtain temporal variations and noise from them, the simulation becomes 4D, the data volumes and

computation overhead become too large to be feasible for the practice. Finally, one should always keep in mind
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that the quantum-wave nature of the matter, important at the few-nm scale, is lumped in continuous gradients for
carrier concentrations in order to avoid the 5" D in the simulations, which would make the simulations

impossible even for super computers.
Statistical evaluation of large number of measurements of identical samples

The experimental investigations on the fabrication “frozen noise” have the advantage that they are practical,
although vulnerable to experimental uncertainties both due to sample fabrication and measurement errors. The
obvious and main advantage of the experimental investigations is that they are “real”, but not “virtual”, as the
simulations are. On the other hand, there are three barriers for the experiments, as compared to simulation
approaches. First, the technology for sample preparation has be physically available and accessible, thus,
“future” devices cannot be experimented now. Second, the devices cannot be interactively tailored, e.g. one
cannot change doping profiles, oxide thicknesses etc., either because the fabrication process does not allow for
this, or because it is too expensive or takes too long to do it, thus, in the space of experimental conditions, the
fabrication parameters are at few or even in one fixed point, and in addition, many details from fabrication
process are not available as information for experimentalist, either due to policies for proprietary information by
the fabricator, or just because the fabrication does not keep track for the particular parameter. The third barrier
for the experimental investigations on “frozen noise” is that the experiments are mesoscopic, that is, the device is
seen from its terminals, but not inside, and one has to provide electrical access from measurement instruments to
the nanostructure terminals, which, however, is accompanied with many problems for contacting the device and
de-embedding the parasitics from probes, cables and etc. in the experimental setup; certainly, the simulations are
completely free from the third barrier. Nevertheless, by mapping several wafers with identical devices or
circuits, there are publications that experimentally characterize the “frozen noise” [387, 390, 391]. One
illustrative insert from [387] is shown in Figure 71 for a 90nm CMOS SOl fabrication process, the “frozen
noise” in which was evaluated using ring oscillators. The contribution of the “frozen noise” was attributed to
several factors (variation in transistor threshold voltages, capacitance, resistance, interconnection, RTA) and
these factors were divided in three types —variation between groups of identical ring oscillators in several chips
from 2-3 wafers, and correlated and uncorrelated variations within the groups. The horizontal axis in Figure 71
for the average delay in the groups represents the first type of factors for variation between groups and chips, and
the span of the inter-chip variation in this axis is about 8ns around 20ns, that is, +20% max, or =~10% standard
deviation. The correlated and uncorrelated portions of in-group variation were deduced in the following way.
First, only the data for maximum and minimum delays of individual ring oscillators in each group are
considered, and two regression lines are found, one for maximum and one for minimum delays, as shown in the
figure. These lines appeared to be linear functions of the average delays in the groups, and therefore, the vertical
separation of about 1.6ns represents the correlated variation, which is #2% max, or =1% standard deviation from
the average delay of 20ns of all samples. Then, the 0.6—0.8ns scattering of the data around the regression lines
represents the uncorrelated (random) variation between individual ring oscillators, which is less than 1%
standard deviation from the average delay of 20ns of all samples. A close look at the publication also indicates
that number of samples in this investigation is large, in the range of several thousands, and also, a variation and
track to the fabrication conditions were made in order to compare to Monte Carlo simulations based on
predetermined models (namely “Ring Oscillator Delay Model to Hardware Correlation”, and “Back-End-of-
Line” interconnect model, along with Layout-vs-Schematic, SPICE simulator and BSIMSOI model with and

without lattice stress equations), which indicated that the experimental statistical characterization of the “frozen
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noise” is quite costly, and possibly, accessible only to industrial research groups from foundry companies — well,

the publication [387] is from IBM Semiconductor Research and Development Center.
Theoretical extrapolation of models toward small devices

The third way in the investigations on the fabrication “frozen noise” is the theoretical extrapolation of models
toward small devices, as mentioned earlier. The models are usually very generic, and they are based on standard
deviation of transistor sizes and trends deduced from publications. Since the most of the parameters occur in
products or ratios in the device equations, then, the total standard deviation becomes a quadratic sum of the
normalized standard deviations of the particular set of factors for the “frozen noise”; that is for MOS transistor,

for example,

2 2
2 2 2 O 40
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+..., (442)

since in saturation regime
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and eq. (442) can be further “enhanced” or “reduced” with cross-correlation terms by particular assumptions for
systematic dependences, e.g. the etching affects in the same manner W and L of the gate, so the ratio W/L will
be affected mostly by the variation of the gate length L as (c.n/L)?, and this effect will be compensated partially
With [-(Geen/ W )2A(L/W)?] by variation of the gate width W in same direction, assuming that the etching error
Gerch 18 Systematic for small transistors and, therefore, the correlation coefficient c=1. One particularly important
conclusion from eq. (442) is that the processing variations need to be proportionally reduced by device down-
scaling, €.8. Geen[[Linin, OroxUtox -, SO that the total “frozen noise”, (6,/Ip in the equation) is maintained
unchanged. In this way, the extrapolation models provide easily an estimate for what would be necessary in
order to fabricate operational nano-devices. It is another question, however, whether this will be feasible for

mass-production at the growing technical, financial and other constraints.

The answer of the later question is in the statistics of the random numbers, therefore we address it as noise, in
relation to the aforementioned first assumption A1l for noise, but once the device is fabricated, then the statistics
is fixed in the device spatially, that is, the noise is frozen, in contrast to the other assumptions that the noise is in
time-frequency domain. (From general conservation principles in physics, one has to consider conservation of
mass and charge, rather than only for power, as stated in assumption A2, questioning us whether some

coordinates in the noise space are overlooked, conservatively for the “frozen noise”.)

As mentioned above, now we present an analysis that uses the theoretical extrapolation approach for the impact
of the “frozen noise” in 6-doping on the yield, in order to illustrate the importance of the statistics of the random

numbers. Recall the values for depletion depth, te, and its standard deviation 64, from Figure 69. For each

implanted atom, at the assumed Poisson distribution for the implantation, so that Oge;, = ,/tgep - these values

are
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L =90nm - tge, =200 atomic distances — Ogep /tdep = 7.07%

L =45nm - tge, =100 atomic distances — Ogep /tgep =10.0%

o (443)
L =22nm - tge, =50atomic distances — Ogep /tdep =14.1%

L =12nm - tge, =20 atomic distances — Ogep /taep = 22.4%

The corresponding average rates of occurrence of impurity atoms per atomic column are 0.963, 0.681, 0.482 and
0.306, and these correspond the desired peak concentration of 10" 1/cm? in Figure 69 on left. Taking square

shaped transistors, the total number of impurities Niy, in these transistors, on average, will be

WL =90nm x90nm - Nipp = 106000 - (Oyep /taep) o =0022%

av,

WL =45nm x45nm - Nj,,

n

19000 ~ (Ogep /taep )avg ~0.073%
(444)

n

WL =22nmx220m - Nipo = 3200 - (Ogep /tep )avg ~0.25%

WL =120mx120m - Nipp = 600 — (0gep /tdep)avg ~0.92%

Here, the average standard deviation in the device is [(Gaep/taep)ave]>=(Cdep/taep)?/Nimp, and this deviation is only
due to Poisson distribution in ion implantation for §-doping. The threshold voltage of the transistors, on the other
hand, is given by [252]

0,4
(445)
dt
= Vp =§2¢F - %O.8V, and Vi O tgep _, Vr  Cdep

Vr t dep

since the ratio of depletion capacitance C,4 to oxide capacitance C,, is approximately C4/Cox~1/3 for MOS
transistors nowadays, the Fermi potential in the body is in the range ¢p~0.4V for impurity density ~10"7 1/cm?3 in
these transistors, and also, the depletion depth tq., is approximately equal to the depth of the 5-doping [252].
Therefore, the average standard deviation for the 5-doping is replicated as standard deviation for the threshold

voltage of the transistors, and from eq. (444), we have
WL =90nm x90nm - av,. =0.022%
WL =45nmx45nm - oy, =0.073%
WL =22nmx22nm - Oy, =0.25%
WL =12nmx12nm - oy =0.92%

(446)

With these values, the results from calculations using the extrapolation approach are illustrated in Figure 72. The
different lines in this figure correspond to the different (WxL) sizes of the transistors (90nmx90nm),
(45nmx45nm), (22nmx22nm), and (12nmx12nm), denoted with diamonds (#), squares (W), triangles (A) and
circles (@), respectively. Figure 72a shows that at given limit for tolerance in the threshold voltage (horizontal
axes in the figure), the ratio of oy, to the tolerance for V1 increases as the device size decreases, since the

number of oy, for the given tolerance decreases. Figure 72b shows that decreasing the device size, one has to

relax the design rule for variation of V1 from 0.3% for (90nmx90nm) devices to more than 10% for

177 of 286



(12nmx12nm), in order to achieve probability 10~ for failure due to exceeding the allowed tolerance for Vr.
Figure 72¢ shows that the impact of randomness in d-doping is negligible for SRAM built on (90nmx90nm)
transistors, since 0.25% variation of Vr is well below variations ~3% in Vt caused by other processing factors,
while 3.25% variation of V- is comparable to that variations in (22nmx22nm) transistors, which correspond
roughly to 45nm MOS technologies. The required limit of 12.5% for the variation Vrin (12nmx12nm)
transistors is, however, too large. Therefore, bulk MOS is generally rejected as an option for commercial MOS

technologies after node 32nm [3], in which the minimum gate length should be 11nm, or less.

VIIIL.4. Statistical accumulation of variance ‘“innovates” 1/f noise

The above discussion showed that the “frozen noise” is becoming a limiting factor for device downscaling, since
the small populations in small devices cause larger relative variations between the devices. The question is
whether the “frozen noise” also affects the temporal low-frequency noise, because all rules for the low-frequency
noise imply an increase as inverse of device area. In order to answer this question, we plot in Figure 73 the “Spot
frozen noise” for the implantation depth from eq. (443) and the “Device average frozen noise” for Vr from egs.
(444) and (446) together with the values for low-frequency noise predicted in ITRS [3], shown earlier in Figure
67, against the minimum device area. The observation in Figure 73 is that LFN and the “Spot frozen noise” have
the same areal dependence, which implies that the low-frequency noise replicates the spatial “Spot frozen noise”,
but in time domain. The fact that the low-frequency noise is larger in non-uniform devices is obvious and well
established semi-empirically in the 1980°s — see [9], for example. The physical explanation of this fact, however,

meets with difficulties, since no general theoretical approach to the problem is available.

In the origin of the problem is that the charge transport in electronic devices, in particular the transit time for
electrons and holes traversing the device, is much faster than the frequency range of low-frequency noise.
Therefore, other phenomena that interfere with the charge flow are attributed to the low-frequency noise, but not
the charge flow itself. At present, two “schools” attribute the LFN to scattering (mobility fluctuation noise) and
to trapping (number fluctuation noise). The mobility noise is usually related to the “slow” phonon scattering, see
[70], for example, where, however, it was also mentioned that this might be equivalent to assume phonon
number fluctuation. The number fluctuation is usually related to “slow” charge trapping in dielectric (e.g. gate
oxide) with distribution of the time constants t[11/t, and then it modulates the number of carriers in the
conductive channel, replicating the distribution, and generating 1/f noise after superposition, as we have
discussed several times in previous sections. However, the traps may cause also modulation of mobility, thus,
again we have convergence to mobility noise. What is common in the two approaches, is that the 1/f noise is
explained by distributions of time constants, strictly following assumptions A3 and A4 for small noise

amplitudes and correlations only in time domain, see again the end of sub-section VIII.1. “Trend for the LFN

level and variations”, and many useful models are developed, as we have discussed in the previous sections.

There are also other useful relations, such as

OH,eff _ OH,latt N OH,imp
2 2 2
Hetr Hiatt I"limp

(447)

which relates the measured effective Hooge parameter oy .¢r and mobility g to Hooge parameters oy j, and
O,imp and mobility i, and iy, of lattice and impurity scattering — see again [70], for example, or condition for
dominance of single RTS over 1/f noise [170, 392]
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n < (448)
where (n) is number of carriers in the conductive channel, by assumption of single electron trapping, thus
6/n=0.5/n. However, there is no clear answer whether or how the spatial non-uniformity is (or not) in the origin
of the distributions that generate 1/f noise. On the other hand, egs. (428), (429) and (430) indicated a logarithmic
dependence in the variance that can be obtained from spatial “frozen noise” and causes temporal 1/f noise, since

this dependence is converted into 1/f noise power spectrum in eq. (433).

VIII.5. Statistical origin of the temporal 1/f noise in relation with the spatial ‘“frozen noise”

We now discuss the statistical origin of the temporal 1/f noise in relation with the spatial “frozen noise”, the
latter probed by the fast, and thus with regular average rate, current flow, considering again the observation in
Figure 73 that LFN and the “Spot frozen noise”” have the same areal dependence, which implies that the low-
frequency noise replicates the spatial “Spot frozen noise”, but in time domain. For convenience, the standard
deviation of the “Spot frozen noise” we will term with spatial “Roughness” and denote with c,. The spatial
“Roughness” corresponds to the quantity (Gaep/taep) in €q. (443), for example, €.g. 6,=(Gqep/taep). When the
electron traverses the device, it also probes and accumulates the variations in the structure, e.g. as variation in
velocity. Since the variances are statistically additive, then one writes for the electron at its exit from the device
after K steps that
2 of 2 G2
Ok =0r|ck + X ¢ |- (449)
k=1

with ¢, being regression coefficients that describe the transfer of the random “Roughness” into variance (oy)? at
each instance k=1...K of probing, e.g. atomic position along the channel length of the MOS transistor for the
“frozen noise”, or scattering event in mobility models, or sampling in signal processing. Eq. (449) is a basic
relation in the statistics of the so-called “innovation variance” [393, 394, 395]. The “innovation variance” was
introduced as prediction for the variance in time series at the output of a correlating filter in [396], where also
important finding for logarithmic spectra are given, and we will use soon. A simple introduction to “innovation
variance” is given in [397], from which we insert that for a random sequence {X;, X, ..., Xk} with, let say, first

order (one-step) auto-regression with coefficient c, one has
Xk =RND_INNOV +c¢ Xg-1, (450)
where RND_INNOV is an uncorrelated random “innovation” added to X at step K, and RND_INNOV has

variance (Ginov)?, then the “innovation” is also added to the average at the previous step (K-1), and, thus to the

revious random “innovations”. So, the random variation AXx of Xk from the average is
K K

K-1
1
AXg =Xg-1 ——— > . Xg. (451)
K-1/7=
and the variance (ok)? for AX is

o2

Ok = Olnnoy +OK-1 =05 (452)
-C
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The last term is valid for large K and |c|[<1, owing to the convergence the power series S(c2)*=1/(1-c?), when
K—oo, since k=1,2,...,K, showing also that the variance in the random sequence { X }will be finite for this case,
but the variance (ox)? will grow, if [c[>1. By comparing to eq. (449), we see that (Gimov)?=(0,)%(cx)?, and it is
reasonable to assume that cy=cy=c=constant, if the sample is uniform, although it is not necessary in general,
otherwise.

So, since every electron in the sample accumulates variance (ck)? given by eq. (449), but the sample has a
population of (n) carriers, which we sense simultaneously at the device terminals, then the observed

instantaneous variance (o,)? for average of (n) carriers is

) 02 O.2 5 K-1 5 o2 ,
Oky = X - cg t E ¢ |= —L ¢“K, with cx=ci=c=constant for uniform sample. (453)
n n n
k=1

Then, the carriers traverse the sample for a transit time 1=KxAt, where At is the time between the probing
instances k, as defined above. Therefore, for an observation time (t), the variance (ok.)? seen at the device

terminals can be rewritten as

2 2 2 2
(0) t (0) T t 0. ¢C
Oy =—Lc?K—=—Tc2-t = =| 22 | =Ag, (454)
T, n AT, | n At

where all quantities in the brackets are device parameters, which may depend on material structure, fabrication,
biasing, environment and other experimental conditions, but once the experimental conditions are fixed, then
these device parameters are with constant values in time, and therefore, they can be combined in a single

constant parameter A, as shown by the last right-hand term in eq. (454), and 0A/0t=0. Rewriting eq. (454) in

logarithmic form, and taking derivative, we get
1n(o%<m ) =1In(A)+1n(t) = In(A) = In(f), since f,=1/ty, and (455)

2 2
a&’Knt):,_(ant

of

where we have also a substitution of the time (t) with the reciprocal variable f=1/t, with the obvious meaning that

. because 0A/ot=0, (456)

twice longer time of observation gathers Y2 lower frequency in the spectrum of the variance (6k,)2. Furthermore,
the variance in a given unit bandwidth Af around frequency (f) and power spectrum density S(f) at this frequency
are related by (ox,)>=S(f)Af. When substituting this relation in eq. (456), and since the unit bandwidth Af is a
given constant, then Af is cancelled, and we get

0S S
— = (457)
of f

It is obvious to show that the solution of this differential equation is In(S)=—In(f), from the finite difference of

which we obtain the expression for the noise related to accumulation of variance in the sample as

Mt

where the reference frequency f, can be chosen arbitrary, and S(f,) is the power spectrum density at f,.

Noticeably, the statistical accumulation of variance produces 1/f noise, owing to the ability of the matter to probe
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the built in variance, and forward the variance to next step in the time. In our example, the spatially uncorrelated
“Roughness”, which will be equivalent to temporal white noise, if ¢,=0 in eq. (449), results in 1/f noise, when
|ex[>0, without any need of special entities, such as traps, phonons, 1/t distributions of time constants, uniform
energy or spatial distributions, etc., usually assumed as the origin of the 1/f noise in electronic devices. In fact, it
seems that we can make a conclusion that the common mechanism, but not necessarily the only one, in the
nature that causes fluctuations with 1/f power spectrum is the statistical accumulation of variance in random

sequences, known also as statistics with “innovation variance”. In relation to this, we make the following notes.

* The accumulation of variance requires only non-zero cause-consequence property in the object, which is
natural for deterministic objects, thus, the 1/f noise should be very common physical phenomenon, as well
established from the practice [160]. The 1/f noise from accumulation of variance is completely statistical in its
origin, it is based on “innovation variance” statistics, and therefore is different from the commonly used
approach for superposition of independent fluctuations with 1/t distribution and accompanied with instant
probing of these superimposed fluctuations. Indeed, these two approaches are not contradicting each with other,
since at the time, when the superposition integral was proposed for description of 1/f noise, Du Pre has clearly
stated in 1950, in the title of [358], that the superposition is “A Suggestion Regarding the Spectral Density of
Flicker Noise”, and such clear statements should be not overlooked.

* The derivations presented above have assumed constant rates, that is, all parameters have constant non-zero
values in eq. (454) at any time scale of observation, which results in a constant relative rate of variance
accumulation, and thus, in noise with exactly 1/f spectrum. If a parameter in this equation has a time scale
dependence, e. g., if dln(A)/Oln(t)=0In(c,2)/0In(t)=P in a given time scale interval, which can be caused by
autocorrelation, for example, then the slope of the spectrum deviates from 1/f with the same factor J in the

corresponding frequency range. This is because egs. (455), (456) and (457) will be modified to

1n(o%<m)= ln(AOtB)+ In(t) = In(A, ) - In(f '), (4552)
dlox 0%
oS S (457a)

oe'*B)  £IB’
and, consequently, the solution of the last differential equation is In(S)=—In(f'**), resulting in power density

spectrum

S(e) (£, )P 1
_(_Oj :>S(f)Df1+B (4582)

in the particular frequency range.

* The derivations presented above have assumed linear system of first order. Non-linear and high order effects
are not considered, which however, may lead to stochastic resonance, bistability (RTS), bifurcation, chaos — all
of great interest [273, 398, 399, 400, 401, 402]. The derivation provides qualitative result for 1/f noise behavior,
rather than a complete quantitative description of the 1/f noise, since the value of S(f,) in eq. (458) has to be

obtained by an alternative method, not cancelling the quantities in the brackets of eq. (454), as it happened in the
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step from eq. (455) to eq. (456). Thus, in principle, the derivation shows that the 1/f noise could have statistical
origin, but the derivation could be also qualified as heuristic to some extent, and more work is needed to obtain
mature treatment of 1/f noise in terms of “innovation variance” statistics. For this point, we consider and cite the
comment in [356] that Schottky made in 1926 regarding mathematical treatments of fluctuations, including his
original derivation of the shot noise [355] in 1918. The citation is: “This (mathematical) procedure, though it is
perhaps not mathematically the simplest and perhaps will later be replaced by a more elegant one (as in the case
of small-shot effect), has the advantage of greater generality and in addition makes it possible to carry out an
entirely separate investigation of the fluctuation process itself and of its action upon the circuits.” Interestingly,
more than a century later, the comment still applies.

* The derivation, and in particular eqgs. (449), (452) and (453), can be interpreted, and by using many equivalent
terms. One interpretation is “backward” auto-correlation with the history of the process, but correlation with the

future is physically incorrect, although, mathematically and in terms of signal processing with FIR filters is
t
. . L . 2 — 2 2 :
possible. Second interpretation is in a form of convolution, e.g. Ok (t) = IO r (T)C (t - T)dT , but convolution of
0

quantities in square does not have clear meaning in terms of linear transformations, such as Fourier
transformation, and justification of the physical significance is unclear, although there is no problem from formal
mathematical point of view, statistics and signal processing. It is highly desired to unify the terms used in
different sciences, in order to achieve coherent communication and avoid misinterpretation between researchers,
and to make the delivered results convertible for the practice of noise characterization, modeling and in the real
world of implementation by engineers. As one can see, many terms we needed to put in quotations, since these
terms are denoted differently by different authors from different fields.

Nevertheless, by choosing f,=1Hz in eq.(458), and dividing both sides of the equation on the square of the

average value, (DC?), we obtain the expression for normalized 1/f noise
)= S(f) _1HzxS(1Hz) _ Kg

— - , (459)
DC? f DC?2 f

S norm (f

in the generic form, as introduced earlier by eq. (15).

VIIL.6. Consequences from statistical nature of LFN — distributions in spectra, techniques of averaging

data volume and coordinates, instrumentation

An important relation found in [396] for the statistical accumulation of variance in data series is that after the
Fourier transformation of a random sequence {X;, X, ..., Xx,...,Xk}, representing sampling of continuous
random signal at K—oo with normalized “duration” T,=K, the “innovation variance”, (which is added at each
step k=1,2,...,K of the normalized sampling “period” At,=1, denoting the normalized “time” as t,=kAt,=k), is
given by the exponent of the integral with limits +1/2 of natural logarithm of the spectral density S,(f,) of {X},
where the normalized frequency is f,=+0.5k/K<+0.5/At,=+0.5. Rewritten in equations, that is [393, 395]

1/2
o iznnov (= o r2 ¢? ) =exp Iln[Sx (f n )]df n (> using normalized frequency is f,, (460)
-1/2

or, as equivalently written in [394]
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T
o iznnov =exp %_[ J.ln[S xw(wn )]dwn , using normalized angular frequency o,=2xf,. (461)
To the best of our knowledge, the above relations are used in statistics [403] and particularly, in economics
[397], signal processing [396], and control systems [404], but newer for low-frequency noise in electronic
devices and other physical systems, perhaps, because the time and the frequency are normalized, which is a
departure from physical coordinate systems that makes the physical interpretations difficult, and second, because
the accumulation of variance in time is somewhat overlooked in electronic circuits, by postulating finite variance

in assumption A2 (see again the end of section VIIL.1. “Trend for the LEN level and variations”) in order to

have invariant system, although the Allan variance for 1/f noise, jitter and phase noise (see the discussion on eq.
(372) for details) and the divergence of the power of 1/f noise at zero frequency clearly indicate that the
assumption for invariant system might be false. So, we put more weight on the most general assumption Al, that
the statistics is what describes the noise, although the statistics may not explain all details physically, and we

carry out the noise analysis further by the help of eq. (460).

By the symmetry of spectral density, S,(f,)=Sx(—f,), for real signals or series {X} acquired from real physical

processes [393], eq. (460) can be rewritten as

1/2 /2 )

ln( mnov) 2 [In[S, (F, Jlaf, =2 j {J—]}dfn : (462)
0

by also taking logarithm of eq. (460) and also showing explicitly that S,=d(c)*df, is the spectral density of

variance in {X}. Next, we scale the normalized frequency (f,) to physical frequency (f), by scaling the
normalized variable f, to f=f,,,f,, where f,,.x corresponds to the sampling frequency (respectively, sampling
period tmin=1/fiax) used in the acquisition of the random sequence {X} from the real and continuous physical

noise signal X(t). Using the rules for change of integration variables, df,=df/f,x and f=f,,.,/2 when f,=1/2, we

get
1/2 f max /2 [ 2 ]

| | dloZ(f)|| af
In ( mnov) 2 j { )}dfn =2 | ln{fmax C;‘f( )}f , (463)

0 max

2 fmax /2 2 fmax /2 max /2
ln(oiznnov): . [ n[f xS (F)laf = ln(fmax)f— [arf + j In[s, (f)laf.  64)

max 0 max 0 max

max /2 max /2

ln(oiznnov) = In(f e )+ j In[S,, (F))df = ln( mnov) In(fray ) = j In[S, (F)ldf.  465)
0'2 2 fmax /2
In % =1 (sf‘rfrfgige)= - [n[s ()t (466)
max max 0

where the Sinov=(Cimnov)¥fmax 1S an average measure for the spectral density of the process, which variance is

accumulated with the time, so that it causes the spectral density S, in the random time sequences {X(t)}, the
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latter observed in the experiment (that is, in the measurement of X(t), for example noise current measurement, by
sampling with period tmix=1/fmax). It can be shown that the result also corresponds to the rule for scaling between
time and frequency in Fourier transformation, Z(ot)<«>(1/a)[Z(f/a)], from which it follows that

O (t=t/t pin=tfna) 2 [0x (i =1/finax) /fmax; scaling the normalized “time” t, with physical sampling period o=1/f,.,

in order to obtain physical time (t), then o,(t)=c(t=at,)—(1/a0)[o(f./a=F)]/fn.x=0.(f). Consequently, we write

fmax /2
variance increment from noise source = _[Sinnov (f )df =

f

min

fmax /2
jln([sX (f)][fmin /o )df = (467)

min £
min

=exp

(samplingrage)/2
= exps 2 (duration) Iln (num'pomt\s/measured noise density )df

(frequency resolution)

Evidently, the heuristic interpretation of the last equation is difficult, even wrong, if one tries to match physical
units, missing the detail that the equation is for noise variance increment at given rate in a variance accumulation
process, that is (Oj,0y)?=0%/rate, and S;y,.y is spectral density of power rate. This is confusing, therefore, we read

carefully reference [393], considering that we always have finite number of points, when measuring the noise.
The finite number of points K suggests to convert the integrals in Riemann sums. It is shown in [393] that the
logarithmic function causes bias in the finite estimators, and the correct conversion of eq. (466) with the bias
compensated is

. fmax /2f i .
1n(saverage)= 0.57721...+ ?ﬂ > n[Sy (Fmink)], with oy, = T 2fmin (468)
k=1

Hnov max max
where 0.57721... is the Euler constant, k=0 is excluded from the sum, since it corresponds to DC, and oy, is the
standard deviation for this estimator. Then, the upper boundary of the sum f,,,/(2f,;,)=1nt(K/2) is the maximum
integer number less than or equal to half of number of sampled points (K/2), which is the number of the Nyquist
frequency, f,,;,int(K/2), which corresponds to the maximum frequency discriminated in the noise spectrum by
sampling rate f,,,x. We will skip many details related to the last equation, such as requirements for random
variables, tapering (windowing), discussed in length for random sequences in [393, 394, 395], in order to

emphasize the following important for the noise relations.

If one has iy« data points for noise, by setting a correspondence to above as iy,=int(K/2), i=k and S;(k)=S;, then

10dB 'na , ,
> logy[S;]. with o}, =5.2dB-10dB*log o (imay).  (469)

max j=1

10dB x log (saverage): 2.5dB +

or, in absolute magnitudes, S;yerage = 1.78 may |_| S; |,
which imply that
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* The average noise should be obtained by geometric averaging, which is arithmetic, when the noise is expressed
in dB, see Sag ave in €q.(83),

* The geometric average underestimates the average noise S,,, with 2.5dB, that is S,,;=Sqp ave+2.5dB, and

* The geometric average has a standard deviation G avg~01=10dBx[0.5-log o(num.points)]. Thus, the

geometric average of 10 data points has an uncertainty of *Ggeq ave(imax=10)=10dBx[0.5-1]=—5dB~30%, whereas

Ggeoave Will decrease to 10% and 3%, when increasing the number of points iy, to 30 and 100, respectively.
Three more findings in [393], which are relevant to physical signals, are important to mention. These are
* The magnitude distribution of Sx(k)=S; is exponential,

* The distribution of the logarithm of noise spectrum, that is log(S(k))=log(S;), is normal, which means that the

distribution of the noise spectrum S,(k)=S; is log-normal (but not normal).
* When converting to Riemann sum, a “periodogram” is used for Sy(k)=S;, which is

2

K
1 . k .
S; =S, (fmink) =— ZXE exp(JZT[E —j , “periodogram”, (470)
K = K
which is not exactly power spectrum, the later for discrete Fourier transformation given as
2
11 k
power spectrum = < Z X(g+1) exp(— J2TE, Ej , (471)

&€=0
and the small difference should be checked in future as to whether it causes unforeseen issue.

RTS noise. Averaging techniques.

Now, we inspect the above findings. We chose RTS noise, which is well known to originate to charge traps in
electronic devices, and therefore, one can assume the accumulation of variance is negligible, that is, 6,=Ciynoy»
since c=0 in eq.(452). As follows from Langevin equation, see before eq. (426), one expects exponential
distribution for the RTS time constants, which is also experimentally confirmed in [68], as illustrated in Figure
74. Accordingly, we generate many RTS records, e.g. as shown in Figure 75, with time constants exponentially
distributed. Next, we obtain the spectra of each record, as shown in Figure 76 with light-gray line, where also the
root-mean-square (RMS) average and geometric mean (Geomean) are shown with thick lines, illustrating that
Geomean underestimates RMS average with 2.5dB, as stated above. Interestingly, the upper limits Geomean+cyp
and RMS(average+c) for the most probable deviations from average have virtually the same values, whereas the
lower limits are different, and the RMS average is not well centered between the limits when plotting in
logarithmic scale. When calculating the histograms of spectral line magnitudes around their averages, we obtain
the distributions as shown in Figure 77. The histogram for RMS averaging, Figure 77a, indicates clearly the
distribution of spectral line amplitudes is exponential, which means that limit lower than (RMSvg—0) does not
have physical meaning, since it is equivalent to “negative” noise. The histogram for geometric averaging, Figure
77b, indicates that amplitudes can be also well described by log-normal distribution, slightly skewed on right
with 2.5dB, so that the mode of the distribution matches with RMS ,vg.

The two distributions in Figure 77 imply that the RMS averaging is more suitable for measurements of a device

at given DC operating point, because it conserves the variance, whereas the geometric average underestimates
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the variance with 2.5dB. However, the RMS average will be not very suitable when describing variations, since
the exponential distribution is asymmetric, which is a problem at larger scattering of data between different
operating points, owing to occurrence of bias-dependent Lorentzian components in noise spectra, or between
different devices, e.g. for small area devices, as it was shown earlier in Figure 9 on left. At large scattering in the
data, despite the inherent underestimation of 2.5dB, the geometric average is preferable, as illustrated further in
Figure 78 [28], because the geometric averaging finds the values, where the density of data points is higher,

whereas the RMS averaging suggests values above that values.

The reason for this difference between geometric and RMS averaging is in the statistical distributions in the data.
This is shown in Figure 79 from [79]. The RMS averaging implies a hypothesis that the variance is finite, an
assumption that is not necessary between samples, and in addition, the distribution of noise power is exponential,
as discussed above, and also seen in Figure 79a. In contrary, in Figure 79c shows that large number of data
points for noise tends to log-normal distribution, which was stated just before eq. (470). The distribution of noise
amplitude, Figure 79b, is “between” the cases for noise power and logarithmic magnitude. The histograms,
basically, confirm the statements based from the statistics of “innovation variance”, given after eq. (469), which
imply that the statistics of the noise is “multiplicative”, according to this equation. Unfortunately, this statistics is
not elaborated at present for the low-frequency noise, while the “additive” statistics is attempted to be used, as
one can see [72], and these analyses deduced that the variation in the noise level is larger than the average noise,
which is somewhat not acceptable, because it sounds as that the noise in the noise is larger than the noise itself.
Therefore, more works should be devoted to investigate the noise variation from statistical point of view, after
examination of the noise distributions, rather than to assume unproven hypotheses. The issue is that the statistics
for high frequency thermal and shot noise should not be transferred at hoc to low-frequency noise, and the noise
description begins and remains to be first statistics of random numbers, and then one may search for physical
phenomena that are behind the noise, explaining the statistical noise behaviour as function of device size, bias,

temperature, etc. The opposite approach will always fail at some point.
Instrumentation

The noise measurements for statistical evaluations, however, require large number of samples and measurement
conditions, normally in the range of thousands, which will affect also the instrumentation, since the access to
nanodevices is difficult, and also, the methods for noise characterization will change, in order to maintain and
process the large volume of data, especially when it is expected that the nanodevices will show prominent
stochastic behavior [3]. So, we return to the first sentence in this section, that the noise in electronic devices was
always hand by hand with the development of these devices. The data for noise were few in the 1920’s, and they
were analyzed almost for one decade, while the equipment was bulky, comprising vacuum tube amplifiers, large
and manually operated LC ladders. In the 1950’s, the analog spectrum analyzers were the tool to measure the
noise and compare to the thermal noise in terms of noise figures. With the development of microprocessors, and
since the fast Fourier transformation was discovered in the mid 1960’s [405], the boost in the instrumentation in
1980’s allowed to obtain the data in digital format, advancing the investigations of 1/f noise and mostly RTS
noise for large time intervals and to low frequencies. At present, the low-frequency noise measurements are not a
problem to be performed on wafer, having low noise amplifiers that are arranged near the probes, and to acquire
and store as much data, as the time budget allows. The next step will be to mount the amplifiers in the probes

itself, and the problem will be to process the large volume of measured data, rather to acquire them. In not very
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far future, however, one will need to change the approach to the noise, since the devices below 22nm node are
expected to have distinct stochastic behavior. Perhaps, the time-spectrum measurement and analysis of low-
frequency noise will be insufficient; new “coordinate” for the noise will be needed, and electrical measurement
might need to be substituted with other, since the electrical contacting to the device will be impossible, or with
too much overhead of parasitic noise sources, in order to be reliable. Certainly, arrangements of few atoms, as
that shown in the bottom-right corner of Figure 67b must be considered as devices from now on. Such devices
might not be possible to probe directly electrically, but the noise in them will be almost everything that the
devices do. So, major changes in the instrumentation and approaches for low-frequency noise is expected very

soon.

IX. Conclusion

Here, the themes on low-frequency noise through this work are summarized together. It was shown in section II
that the main equations used for description of low-frequency 1/f noise can be easily deduced by approach of
separation of the noise sources as intrinsic (Hooge noise), or these sources couple their fluctuation in the current
transport of the transistors. For both noise mechanisms, the normalized noise magnitude, in ratio to DC in
square, for example DC current, is inversely proportional to the device area, which implies that the noise in sub-
micron area devices relatively increases with every next generation of device down-scaling. By analyzing large
number of published results for bipolar junction transistors (BJTs) in section III, several issues are identified for
the low-frequency noise, as follows. The scattering of the data is large even after compensating for 1/area
dependence, and the variation in 1/f noise levels in the publications originate from differences in measurement
setups, mostly due to impedance of biasing circuit (section IIL.1), differences of fabrication approaches, mostly
due to interfacial oxide in the emitter at the emitter-base junction (section II1.2), crossover between noise sources
by changing of biasing, mostly with surface and bulk origins (section III.3) by occurrence of large Lorentzian
components due to charge trapping, and measurement and characterization uncertainty (section II.4), owing to
scattering in noise spectra, fitting and averaging procedures. Overall, the 1/(emitter area) dependence of the 1/f
noise in BJTs is confirmed, but the scattering of the data, especially for sub-micrometer emitter area BJTs,
indicates an increased variability of the noise levels as (area)?, causing standard deviations for noise levels
larger than the average, which puts the question whether root-mean-square (RMS) or logarithmic averaging
should be preferred at such large data scattering.

Since the MOS technology has the major advances in the last decades, the noise in MOS transistors was
addressed in details in section IV. Obviously, one observes input referred noise voltage power spectrum densities
(PSDs) in MOS transistors about two orders of magnitude larger than in BJTs, when the emitter and gate areas
are similar, although the difference is about a decade or less for the output referred normalized noise current
PSD, the latter in terms of SPICE parameter Kg. Looking closer at the models and predictions for 1/f noise in
MOS transistors (section IV.1), one observes that the noise in MOS transistors is a complicated mixture of
interface and oxide trapping, and mobility fluctuation, both correlated and uncorrelated to the trapping.
Interesting observations are that there is no single model that can describe uniquely the noise in MOS transistors,
all models have advantages and issues with nano-scaled MOS transistors. Nevertheless, the trapping model
provides an approach to obtain trap profiles in oxide depth, but equally, distributions in trap energy, and these
cannot be distinguished each from other, as shown in section IV.2. Even the amplitude of RTS noise in identical

MOS transistors can vary with the position of the trap along the channel, as follows from the analyses in section
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IV.3, and has explained data published in the past. In section IV.4, we have discussed a variety of figures-of-
merits (FoMs) for noise, showing the relations between low-frequency and high-frequency noise and
performance of MOS transistors, also in comparison with the corresponding for bipolar transistors. From this
discussion, it becomes clear that the “low-frequency” noise in modern transistors is dominating even in the range
of GHz, especially for MOS transistors, which puts several questions for the scalability of low-frequency noise

models, as well as, issues for the applications of these devices.

In the never pace for faster and smaller devices, many modifications of the generic BJT and MOS structures are
made, and advanced transistor structures are developed, the noise in which was reviewed in section V.
Germanium has returned back in SiGe transistors to improve the hole mobility, or to add strain in silicon layers
(along with other techniques), again with the purpose of boosting the mobility. Many approaches in material
engineering are undertaken to decrease the effective electrical oxide thickness in MOS transistors, but the data
for low-frequency noise imply that the noise also increases when mixing materials and deviating from
homogeneous material layers, which is somewhat in contrast to several reports made in the past that SiGe
transistors and MOS transistors with higher oxide capacitance should have less noise. Among the many
techniques for boosting the MOS transistor performance, only the forward body biasing consistently reduces the
low-frequency noise, although this technique is limited by the maximum allowable magnitude of the forward
biasing and some complications, e.g. how to provide noise-free bias, along with the layout overhead for separate
wells for the transistors, extra biasing lines in already crowded with wires chips, or the extra input capacitance in

gate-body tied MOS transistors.

Since it is found to be unrealistic the bulk MOS transistor to be scaled down below 32nm node, many other
advanced structures have been attempted, and results from low-frequency noise characterizations of these
structure are discussed in section VI. SOI MOS has been developed to thin and ultra-thin bodies, which have
been surrounded with two—three gates, and even with gate all around, e.g. as a cylindrical vertical MOS
transistor. The calculations for multiple gate transistors indicate that the noise should decrease as compared to
the one-gate MOS transistor, which is explained by capacitive coupling between the gates, or by moving the
current flow from the surface toward the “bulk”. Unfortunately, the currents flowing in the body of SOI create
undesirable noise component by filtered shot noise when the currents pass through body-source and body-drain
junctions, an effect very prominent in partially depleted SOI. Also, the review of ultimately down-scaled
devices, such as carbon nanotube transistors, shows that the low-frequency noise increases in relative units to
DC, approximately following the same 1/area dependence as deduced for much bigger bulk and SOI transistors.
While this observation is useful, the result is actually not acceptable for the practical applications of CNT, since
the noise becomes larger than DC even for narrow frequency bands of 1-3 decades. In other words, the single
nanotube devices, seems, are not anymore deterministic, that is, they are behind the down-scaling barrier set by
the 1/f noise.

The impact of low-frequency noise in circuit designs was illustrated in section VIL. In the first place, section VII
analyzes a typical circuit topology in the input stage of low-frequency amplifiers, for which it is shown the
significance of the product (quiescent supply current)x(input referred noise voltage PSD), which suggests a
general tradeoff between consumption and noise in micropower amplifiers. The contribution of low-frequency
noise in up-conversion to phase noise was also discussed in this section, by reviewing the main approaches used

at present for modeling of phase noise. With some simplifications, it is shown also that the phase noise can be
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deduced from harmonic content in oscillator output, and the prediction of this model for minimum phase noise
coincides with the practical rule to get the maximum possible amplitude from oscillator, but at not very high
distortion in sinusoidal signal. Several practical considerations for phase noise are also discussed, among which
are that the circuit asymmetry is responsible for up-conversion of low-frequency noise, while the white noise at
every harmonic contributes to the phase noise, and also that the 1/f noise causes phase variance growing with
time, so the increment of the variance (known as Allan variance) can be measured, but never the whole variance.
This fact is somewhat overlooked in the treatment of low-frequency noise, and it is discussed further in the last
section VIII. Section VII ends with the analysis of the impact of the LFN in sensors, in particular,
electrochemical and photo sensors.

The discussion in section VIII is an attempt to summarize the achievements from investigations on low-
frequency noise made for about one century, in order to outline the issues that are related with low-frequency
noise in the near future. Interesting observation is that the figure of merit (AreaxKp) stays in the range 107 um?
irrespectively of device types, e.g. vacuum tubes, BJTs, MOS transistors, carbon nanotubes, etc., and if one
needs to say the possible minimum level of 1/f noise, the number is (AreaxKg)>10"" um?2. Looking back in
previous sections, one will also observe that the many models for 1/f noise in different types of electronic
devices converge closely when the word is for numerical values, irrespectively of physical background of the
models and characterization techniques used. Other observation in section VIII on the trends implies that the 1/f
noise will impact soon the reliability of the operation of digital circuits, that is, the circuits with minimum sized
devices might be not anymore deterministic, once the device downscaling crosses the 1/f noise barrier, which is
most probably between nodes 32nm and 22nm. In other words, owing to the relatively larger low-frequency
noise in nanodevices [406], the “room at the bottom” [407] for deterministic electronic devices is not anymore
“plenty”. Therefore, we have inspected the assumptions for low-frequency noise, and identified that the
statistical variations, both in manufacturing and due to accumulation of variance during operation of devices,
cause generically 1/f noise. Again, the answers for the low-frequency noise, seems, originate from the statistics
of numbers, fairly overlooked point of view at present searching for deep physics in the devices by extrapolating
laws for average quantities in semiconductors toward few nanometer structures. We have shown that the
statistics in the fabrication, e.g. ion implantation, results in rapid increase of uncertainty margin for sub-20nm
device parameters that cause unacceptable limits for yield, by means of fabrication “frozen noise”.
Consequently, the variance of the “frozen noise” is statistically accumulated by operation of the devices, by a
mechanism known as “innovation variance” in the statistics, resulting in 1/f temporal noise and log-normal
distributions in the noise spectra and variation in these spectra between nominally identical devices.
Consequently, the geometric averaging should be preferred by characterization of noise, as suggested by
“innovation variance” statistics.

The overall conclusion of this work can be given by the following citation from [2] made almost four decades
ago that, “while we can describe the physical consequences of parameter fluctuations in intricate detail, we have
comparatively little knowledge about the microscopic origins of voltage fluctuations in a simple resistor”. Since
the low-frequency noise and variations are becoming limiting factors in device downscaling, it might be
necessary to change the obvious coordinates time-amplitude and frequency-spectrum used in noise
investigations, or to allow the 10nm devices to be not fully deterministic in practical applications. Many times it
was needed to change the physical coordinate systems, e.g. from voltages and currents into scattering parameters

(S-parameters) [196] for RF applications. At present, the many models generally coincide each with other, and
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what makes the difference, are the values, which, however, scatter prominently in nanodevices.
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Table 1. Main types of noise in electronic devices, in terms of PSD of noise current. The noise in real
devices is combination of these types, and the low-frequency noise is with 1/f and/or Lorentzian spectra

Type Cause Power Spectral Density
PSD
Thermal Thermal motion of AKT /R ‘
(Johnson, Nyquist) carriers (white) .
_ _ PSD
Shet Dlscr_ete carriers un?r -
crossing a barrier (white) c
Generation- Trapping and o+ logPsD)
recombination detrapping of 1+ (2xf7 P
and RTS carriers (Lorentzian) \ logtf)

Flicker {1/, excess)

Several possible

origing

ec 1/ f
(pink)

10g(PSD)

log(f)

7
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Table 2. Parameters related to tunneling attenuation distance A in insulators. A = h/ (4 2m m* @ )

according to Wentzel-Kramer-Brillouin (WKB) approximation, where h=6.63x10"* Js is Planck
constant, my=9.1 1x1073 kg is electron mass, m*=m/m, is effective mass and @ is the energy offset
(barrier) between conduction bands for electrons and valence bands for holes. The band gap for Si is
taken from 1.1eV to 1.12 eV. Some discrepancies exist between the values reported in the literature.

Interface Content Barrier @ Insulator Effective mass m* Attenuation distance A |Reference
proportion| electrons holes band gap | electrons holes electrons holes
%0 eV eV eV m./m, my/m, nm nm

Si0,-Si 3.50 4.50 9.00 0.36 0.50 0.087 0.065 |[45]
Si0,-Si 3.05 4.46 8.65 0.38 0.51 0.091 0.065 |[45]
SiON,-Si x=1.8% 2.99 4.28 8.42 0.40 0.52 0.089 0.066 |[45]
SiON,-Si x=3.0% 2.94 4.15 8.23 0.41 0.53 0.089 0.066 |[45]
SiON,-Si x=4.0% 2.87 4.03 8.06 0.43 0.56 0.088 0.065 |[45]
SiON,-Si x=4.5% 2.80 3.81 7.74 0.48 0.58 0.085 0.066 |[45]
Si0,-Si 3.25 4.63 9.00 [146]
Si0,-Si 3.50 4.40 9.02 [44]
Si3N,-Si 2.40 1.80 5.32 [44]
TaOs-Si 0.30 3.00 4.42 [44]
SrTi0;-Si -0.1 2.30 3.32 [44]
BaZrO;-Si 0.80 3.40 5.32 [44]
7r0,-Si 1.40 3.30 5.82 [44]
HfO,-Si 1.50 3.40 6.02 [44]
Al,O3-Si 2.80 4.90 8.82 [44]
Y,05-Si 2.30 2.60 6.02 [44]
La,05-Si 2.30 2.60 6.02 [44]
ZrSi0;-Si 1.50 3.40 6.02 [44]
HfSi0,-Si 1.50 3.40 6.02 [44]
LaAlO;-Si 1.90 3.20 6.22 [44]
HfO,-Si 1.13 0.18 0.217 [50]
HfO,-Si 1.13 0.18 0.210 [47]
Al,O3-Si 2.80 0.28 0.110 [47]
HfA1O,-Si 0.145 [47]
Si0,-Si 0.100 [47]

Table 3. Device parameters and legend

(Note: Table 3 is embedded in
Figure 31)

Table 4. Typical assumptions for 1/f noise in Analog, RF and Digital applications of MOS transistors

(Note: Table 4 is embedded in Figure 68)
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Figure 1. Level of 1/f noise in silicon transistors: a) prediction in ITRS [3] for the input referred voltage
noise in npn BJT (A), RF nMOS (4) and Analog nMOS (@) transistors; b) corresponding values for
the output current noise in terms of the simple SPICE parameter Kr=fxS/Ipc”.
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Figure 2. Evolution of normalized noise in silicon npn BJTs with polysilicon emitter. Crosses and
asterisks are from earlier publications before year 2000, (x [10], > [11, 12, 13], + [14]). Open symbols
are for the period from 2000 to 2004 (1 [15], O [16, 17], < [18], A [19]). Solid symbols are from
publications in the period 2005-2020 (H [20], & [21], @ [22], A [23], ¥ [24, 25, 26, 27]). Geometric
averaging of the product AgXKF is used to evaluate the trend in the dependence of Kg on the emitter

area Ag (solid gray line) and the variation limits +20y4p (thin grey lines). The insert shows the

distribution of AgxKEg.
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Figure 3. Noise equivalent circuit and evolution of low-frequency noise in BJT with the impedance Zp
of the bias circuit in the base terminal at a constant base DC current [12]
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»w < W/2

Figure 5. Non-uniform IFO, which is thicker at the periphery of the emitter. The average thickness of
IFO increases when the width W of the emitter decreases, since w,, can be assumed constant.
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Figure 6. Crossover in the bias dependence of the noise in the base current of BITs. (l) Ag=10" pm?
[10], showing crossover between intrinsic diffusion noise and coupled from IFO noise. (@)Ag=10 pm®
with superficial base doping (SBD) [21], showing crossover between generation-recombination and
diffusion base DC current. (A) Same SBD device after 2 minutes electrical stress, showing off-leveling
of noise, caused by high generation-recombination base DC current.
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Figure 13. Variation of noise around its average in BJTs. Silicon npn BJTs (fr=25GHz) from [17, 66,
67] using arithmetic mean (4) and geometric mean (<) — see Figure 9 for the later. SiGe npn HBTs
with fr=20GHz (A) from [34], f;=70GHz (@) from [36], fr=120GHz (A) from [81]. SiGe pnp HBTs
with different IFO thicknesses () from [33] and fr=20GHz with different emitter areas Ag (LJ) from
[34]. Shaded areas in the figure represent situations when the standard deviation ¢ of noise is larger
than the average level of the noise. The average noise is given by Kp=geometric—mean(fXSIB/Igz),

calculated according to eq. (83).
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Figure 15. Input-referred voltage noise Sy, (gate voltage 1/f noise at 1Hz) in silicon MOS transistors

compared to the corresponding SVB in silicon npn BJTs. (®) for nMOS transistors from [22, 47, 48, 49,

50, 51,72, 82, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106,
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transistors from [47, 52, 86, 88, 95, 96, 97, 100, 102, 104, 105, 109, 123, 124, 125, 126, 127, 128, 129,
130, 131, 132]. Geometric averaging of the product W><L><SVG is used to evaluate the trend in the

dependence of SVG on the gate area WXL (solid black line) and the variation limits +204p (thin black
lines). The insert shows the distribution of WXLxSy . in MOS transistors. Gray circles (O) and gray
lines represent data from Figure 2 for npn BJTS, using Sy, @ 1Hz=Kyx(¢;)*/1Hz, according to eq. (3).
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223 of 286



> 110%

T Qg

O B ®™ 100% +

o =

O O =

— n o/

5 ® 8 90%

(&) t;t o L

2 @  80% T

s 2 E ° 1

~ (G E C

E“_ é g 70% T

© 3

123 \UI 08)’ 60%

< % o -

€ LT 5094+ -

©® o

:“ z:,:|: 0.1 0.3 1
VGS-VT’ V

Figure 17. Possible variations in estimating Hooge parameter oy for the intrinsic (mobility) noise in
MOS transistors operating in linear (ohmic) mode (Vps<Vgs—Vr—50mV), when different models and
approximations for the charge carriers in the channel are used. (A) simplest approximation for the
number of charges n=WLC(Vgs—V1)/q uniformly distributed from source to drain. (LJ)
approximation with average of number of charges at source and drain sides nuye=(Nsource+Ndrain)/2. (@)
Gradual (linear) charge sheet approximation neg<n,y,<n.

224 of 286



0

oooooooooooo

[ zzzzzzzzzzzzzzzzzzzzzzzzzz;;:;zizzz;;i;dzz;

®
Tunnelling 4

@
® g @ X Interface States
® ®g o®
® o _ ©® Slow
Sio, || W @@¥g "TTT e

— L AA

|
Si u \
Random Walk

Figure 18. Possible trapping mechanisms, which couple low-frequency noise in MOS transistors and
result in gate referred 1/f noise voltage Sy

® Oxide Traps

225 of 286



Tunnelling Capture
Distance, nm Barrier SVG

25 11 eV V2/Hz
| Fos 108 ¢
1=t 3 N;=3x10"7 cm™3eVv-1
- 1=l 109 - WxL=1um?
Q2 2017~ e EOT=9 nm
1 * -10
3 I 0T 1,=10"1%
£ L o
A 15400 . E_______
{ L 1012 ¢
S 1=t e
S [
2 '_: 03 108 g~~~ """~~~~ R trAa e
c I Fommmm - mm - CTR N
- 1.0 _—_ 10-14 -g—————————————\\-\\-\-\\-\l\l\—\‘—\v\;\\
1 [ E \\_\;_\;\_\\ LR \\\
-__ 0.2 10.15 i |_|_||:||=_ |_|_||:u=_ |_|_||:u=_ |_||\|||}= \| .\_.\.;:F\.-\.‘T‘:.‘.?‘T'.\..m.
1t 101 100 10" 102 103 10* 105 10
051 [
. I f, Hz
Oxide 1 91 Interface ’
Traps {1 States Low Frequency Noise
0.0 0.0

Figure 19. Uniform distribution in capture barrier energy AEg=0.4eV of traps (interface states) and
tunneling distance to oxide trap Ax;=1.5 nm results in 1/f noise after superposition of the individual
Lorentzian spectra

226 of 286



1076 , 108
= i o nMOS E
L -1 & pMOS o O s =
= 107 ¢ §10° &
& ] N b s
N - A N
T 108 7 'Egl o $10° F
N ] >
> 1 =3
c;E E]uiﬁf O i )
S 1094 ' 7 1000 £
> 10 ] 9
@ 107§ ITRS predictionsy 100 &
- ] ] -
X
l nMOS Analo X
; 10-11 1 g T 10 ;
] nMOS RF
10712 ¢ 71
1o+t 01
0.1 1 10 100 100

EOT (Equivalent SiO, Thickness), nm

Figure 20. Input referred 1/f noise voltage in MOS transistors of unit gate area WXL=1pm? at 1Hz
(FOMSVG) for nMOS (Hl) and pMOS (A) transistors, according to eq. (106). Supplementary data from

Figure 4 for input referred 1/f noise voltage in BJT (O) of unit emitter area AEzlum2 (FOMSVB) VSs.
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Figure 22. Top-down case study for input referred 1/f noise voltage in MOS transistors of unit gate
area. The scales, trend lines and data for BJT (O) are as in Figure 20. Top-left plot: pMOS (@) vs.
nMOS () — data scatter similarly. Top-right plot: metal (4) [50, 52, 57, 94, 99, 100, 109, 126, 128]
vs. poly silicon gates () — no indication that metal gate reduces the noise. Bottom-left plot: strained
lattice (@) [82, 155] and SiGe (A) [52, 57, 109] vs. Si () — no indication that strained lattice
increases the noise and Ge decreases the noise. Bottom-right plot: commercial (4) vs. research (1)
MOS transistors — conservative maturity in commercial fabricators and risk for innovation is at

research centers.
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Figure 23. Problem in tunneling model for obtaining large time constants in thin oxides with larger
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gate. b) the maximum time constant of tunneling can be low (<ms) in high-k dielectrics of thickness

less than 5 nm. Straight lines are for the case when the tunneling to the gate is neglected.
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Figure 25. Variation of noise at crossover between different scattering mechanisms, when the gate
overdrive voltage (Vg-Vr) is increasing. a) Peaking of noise around threshold voltage due to
dominance of Coulomb scattering, which ceases when the transistor is well above threshold [48]. b)
Crossover between ceasing Coulomb scattering and rising phonon or roughness scattering [57].

232 of 286



>

semiconductor

Figure 26. Depletion, quantum and barrier lowering effects at high electric field and thin gate insulator
stacks
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Figure 27. Qualitative oxide trap profiling of a MOS transistor with gate stack of 2.1nm Si10, interfacial
layer at semiconductor interface and Snm HfO, on top of it [140], according to eqgs. (155) and (156), at
assumptions that at given frequency fj, the contribution of traps with time constant T;=1/(2xf;) is
dominant in the 1/f noise, and the tunneling attenuation distances XSiozszfoz of the materials in the
gate insulator stacks are similar
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Figure 28. Oxide trap profiling of gate insulators with abrupt interfaces. Although AN, has a step change
at depth ty, the noise spectra and trap profiles exhibit transition regions. Shaded area corresponds to
ranges accessible by low-frequency noise measurements. The solid triangles in highlighted regions of
the shaded area correspond to measurement in Figure 27, and show two slopes in noise spectrum (top-
left plot), probing only within the depth of interfacial SiO, layer (steep slope in bottom-right plot), and
observation only of the tail in the transition region for AgxN; gk below the abrupt interface at ty=2.1nm

(top-right plot)
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values for the RTS amplitudes in nMOS transistor. W=0.2pum, L=0.25pum, EOT=4.5nm, V4=50mV,

from [74]
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Figure 30. Variation of amplitudes of different RTS in identical MOS transistors at fixed experimental
condition — see the text for values of device parameters and test conditions. Measured data for relative
RTS amplitudes Alp/Ip (circles) are from [68]. The different values E(z) of lateral electric field at
different trap positions (z) along MOS transistor channel can explain the variation, according to [167] -
see text. It is assumed that zLINumber, since the original data (circles) are given in scatter plot sorted

by Alp/Ip. The data points for lateral electric field (squares) are obtained from E/ E.ve OyAIp p ,

according to eqs. (182) and (183). The linear fit ELlz/L (thin line through the squares) is expected for
ohmic regime of operation. This linear fit for E is used to calculate the RTS amplitudes (thick line

through circles), according to eq. (183).
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Figure 31. Flicker noise Sy in the leakage gate current I for MOS transistors with thin oxides

analyzed by different figures of merit (FOM). Top-left: Physical quantities according to the table on
right. Bottom-left: Using scaling rule for gate current (Jg=Ig/WL). Bottom-right: Using the regular
scaling rule from eq. (14) for (reciprocal) areal dependence of noise.
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Figure 32. Weak correlation in the flicker noise between gate and drain currents obtained in [149] by
measurement of coherence — see eq. (27). Coherence less than 30% indicates independent noise
sources. The measurement with maximum value for the coherence is shown among the different
biasing conditions that correspond to the data denoted with circles in Figure 31.
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Figure 33. Evaluation of noise temperature of shot noise in the gate leakage current of nMOS transistor
with thin oxide. Left-hand plot — the measured white noise Sy, (filled squares) follows the relation for

shot noise Sisu=2ql¢ (line through squares), and S;, does not follow the relation for thermal noise

Sin=4kT- g (line through circles), where gg=01/0V is the dynamic (AC) conductance of the gate
insulator (open diamonds). Right-hand plot — the noise temperature also depends on the resistance of
circuit, since rac=Rg||r is a parallel connection of device rg=1/g¢ and bias Rp resistances, and by
reducing Rg, the circuit noise temperature decreases, and the shot noise becomes “cold” once
I6xRp<2¢;, which can be seen in the figure by comparing upper and bottom plots for noise temperature
and “voltage drop” Igxrac, respectively.
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Parameters of nMOS transistor, in linear (ohmic) regime

S s Parameter Notation Value
Thermal | Ps 7 Vo Channel Width w 100 um
| —
4kTRg l R — I l O_| Channel Length L 1 um
: s | Shot 1/ Equivalent Oxide Thickness EOT  4nm
10p 29lesp White  prreciive Mobility m 300 cm?/Vs
Signal l Cable | lesp=100pA Oxide Trap Density N, 10" ev'em™
Source | | ESD . Tunneling Attenuation Distance A 0.1 nm
1 1 protection Gate Overdrive (Bias) Voltage Vg-Vr 1V
Signal Plane Input Plane Drain Bias Voltage Vp 0.1V
—Y Source and Body Bias Voltages Vs=Vy 0V
Power Attenuation = 1+(2nfRgC,)> , Y 5 SR
Drain (Channel) DC Current Ip =2.5mA
Gate to Drain Transconductance €m =2.6 mS
Drain to Source (Channel) Conductance g4 =23mS

Figure 34. Circuit and nMOS transistor parameters used in the calculation of the noise levels and noise
figure contours in Figure 35. The transistor is assumed operating in linear (ohmic) regime.
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Figure 35. Voltage noise spectra (left-hand figure) and noise figure contours (right-hand figure) at the
input plane of the circuit with nMOS transistor operating in ohmic regime shown in Figure 34. The
lines and shaded areas are explained in the text.
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Figure 36. The variation of the values for equivalent oxide trap density N; with equivalent oxide
thickness suggests a crossover at EOT~4-5nm, and N; increases in MOS transistors with
Cox>500nF/cm?2. The insets show the distribution around the average values for EOT<20nm (left-hand
histogram) and for EOT>4nm (right-hand histogram). The data for 191 devices are from [22, 47, 48,
49, 50, 51, 72, 82, 88, 89, 90, 91, 92, 93, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107,
108, 109, 110, 111, 112, 149, 145, 202, 203, 204, 205, 206] for nMOS transistors (<), from [109, 155,
207] for Ge on insulator (GOI) and strained on SiGe layer and control nMOS transistors (L), from [47,
52, 88,94, 95,96, 97, 100, 102, 104, 105, 109, 124, 125, 126, 128] for pMOS transistors (A), and
from [52, 57, 79, 109, 208] for SiGe and SiGeC pMOS transistors (O).
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Figure 37. Random variation of the parameter 0 for correlated mobility fluctuation in MOS transistors
at high gate bias (Vg—V1)>0.3V. According to eq. (243) 00uCox J(N;EOT) ™, but no proportionality is
observed in the published data in [47, 48, 49, 50, 51, 95, 100, 106, 149] for nMOS transistors (<), in
[155] for strained on SiGe layer and control nMOS transistors ([]), in [47, 52, 88, 94, 95, 100, 105,
124, 126, 128] for pMOS transistors (A ), and in [52, 57, 79, 208] for SiGe and SiGeC pMOS
transistors (O).

243 of 286



Above threshold
VgV V

0.01 0.1 1 10
10° + ot t T t

E N
E 108 & I..
o 3 N A< rom, [A-A" -
@& L sat g
= 107 + =
= E
g : rom,, " £
a_, sat E
.-E) 108 T T ]
[ F [

Ap>An >

>
g 105 k3 FOM; lin T g
S E E
§- F Vp=50my FOM,, Ti:"ge q'%
o qo¢ i &
s | ro 2" 5
g 108 M lin c
£ L <]
8 E Eom An o

o  |VgeVy

102 — : ey
-0.25 0
Ve Vp, V

Below threshold

Below threshold

Above threshold

109
108
107
108
105 +
104

108 ¢

102

An-Ap
A~ V=50mV]

Ip/W, Alcm

Figure 38. Evolution of corner frequency f.=FOMj, between flicker and white noise as function of gate
bias (left-hand plot) and drain current (right-hand plot). Symbols represent contributions of different
flicker noise sources, according to egs. (255), (256), (257), (258), (259) and (260), as labeled in the
left-hand plot. Thick lines represent the combined contribution of number and correlated mobility
fluctuations. For saturation regime, Vp=1V, and for linear regime Vp=50mV. Diagonal patterned areas
are the gate bias regions around transistor threshold voltage. MOS transistor parameters relevant to the
figure are: Gate oxide capacitance per unit area Cox=10"°F/cm?; Mobility p=100cm?Vs; Correlated
mobility parameter 6=2.5V1; Oxide trap density N;=10"®cm™3eV; Tunneling attenuation distance
A=0.1nm; Hooge parameter ay=10"*; Gate length L=1pm. For devices with other parameters, one can
use the scaling rules given in the text.
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Figure 39. Ratio fc/fTEFOMfC/fT of flicker-white noise corner frequency f. to transit frequency fr. The

diagonal patterned area separates data for MOS transistors from data for BJT and HBT. Data for BJT
and HBT originate to several publications and were reported earlier in [29]. Since no publication for
MOS transistors reporting f. and fr simultaneously from measurements was found, then the missing
portion of data for MOS transistor was recalculated using long channel approximation [169] applied to
available data for (O) nMOS transistors from 0.8pum node [136], (@) for nMOS and pMOS transistors
from 0.35um SOI node [86], () for RF nMOS transistors with drawn channel length L=0.13um,
width W=72 and different number of fingers [214], (&) for nMOS and pMOS transistors from 0.13um
node [102], and () for nMOS transistor from 0.09um node [105]. The lines are calculated according
to eq. (270) for a virtual MOS transistor of channel length L=30nm, mobility u=300cm?/Vs,
Cox=3uF/cm? (EOT~1.15nm), saturation velocity Vsat=107cm/s, with oxide trap density

N=3x 107ecm™3eV ! and tunneling attenuation distance A=0.1nm for the number fluctuation An, with
Coulomb screening parameter pco=3x10%m/Vs for mobility fluctuation Apc, with =3V for phonon
or roughness scattering (a=q0/nCox=5.3%10""°Vs) for mobility fluctuation Ap, and then all the
components were combined together An—Apc—Ap. Note that a linear scale is used for (Vg—Vr) in sub-
threshold, when Vg<Vr. Agreement between prediction by eq. (270) and experiments exists at low gate
bias, but a discrepancy is apparent at high gate overdrive.
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Figure 40. Normalized noise Kp=fxS;,/Ig? in SiGe HBTs (heterojunction bipolar transistors) is within
the range for polysilicon emitter bipolar junction transistors (BJTs), when plotting versus emitter area
Ag. Data for npn HBT () are from [34, 35, 36, 37, 60, 81, 212, 224, 225]. Data for pnp HBT (A) are
from [33, 34, 60]. Small circles (O) are data for npn BJTs from Figure 2 with trend npn(AgxKg)aye=
5.6x10~um? and o4p=3.38dB. Small squares (C]) are data for pnp BJTs from Figure 14 with trend
pnp(AEXKE)ave= 3.8><10_8;1m2 and 64p=3.56dB. Data for SiGeC HBTs (m) were treated separatedly as
they show a clear improvement over the rest, with (AgxKg)aye= 1.25><10_1°um2, 16.5dB below the range
for npn HBT. Data for SiGeC are from [40, 64, 65, 228, 229, 230].
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Figure 41. The flicker noise in SiGe HBTs is nearly independent of Ge content in the base (left-hand
figure) and transit frequency fr (right-hand figure). Other factors, but not Ge, affect the 1/f noise in
SiGe HBT-see the text. In left-hand figure, the data are for npn SiGe HBTs from [224] processed in
similar conditions (L), and (O) from [35] and (A) from [225] processed at variety of conditions,
which resulted in scattering of data. In the right-hand figure, the data are from [33, 34, 36, 37, 60, 81,
212, 224] from technology nodes with different maximum transit frequency, and the vertical scattering
of data is due to layout, size and bias dependences of 1/f noise in these SiGe HBTs.
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Figure 42. Flicker noise penalty in MOS transistors when using composite materials either in the
channel or in the gate dielectric. Oxide trap density N is proportional to the level of the input referred
1/f noise voltage Sy, and it is according to eqs. (104) and (241). Data (a) are from [79] for pMOS

transistors with channel of ternary SiGeC alloy, and N; increases with increasing the content of carbon
C in the alloy. Data (b) and (d) are from [139] for silicon nMOS and pMOS transistors, respectively, in
which an increase of N; is observed when using nitridation of silicon oxide dielectric in order to
increase the gate breakdown voltage. Data (c) are from [48] where the use of high-k dielectrics in Si
nMOS transistors was accompanied also with increase of N;. Data (e) are from several publications,
which reported variations of N; when increasing complexity of the MOS structures, changing the MOS
channel alloy from Si to SiGe [208, 231], then using high-k dielectrics in the gate stack of SiGe MOS
transistors [52], followed by semiconductor-on-insulator (SOI) structures based on Si and on Ge, and
with high-k gate dielectric [109]. Data (f) are from [57] reporting variation of N; by post-annealing
after complete fabrication of SiGe pMOS transistor. Data (g) and (h) are from [155, 207] for nMOS
transistors without and with strained Si lattice on the top of SiGe layer for channel.
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Figure 43. Variation of flicker noise with body bias Vg in pMOS transistor 3x3um? (left-hand plots)
vs. DC drain current Ip, small signal transconductance g, and their ratio, which are independent of Vg,
as depicted in the insets [245]. The different Vgg are from —0.6V (reverse, open symbols) to +0.6V
(forward, filled symbols) in steps of 0.2V. Reverse or forward body bias is in respect to the direction
for conduction of the body—source p—n junction. At given values for the quantities in the horizontal
axes, and therefore constant carrier density in the channel, the noise decreases by a transition from high
gate bias and reverse body bias toward low gate bias and forward body bias. This transition indicates a
decrease of noise when the current flow is moved from the semiconductor-dielectric interface (surface
channel at reverse body bias and high gate bias) toward the bulk of the semiconductor (buried channel
conduction at forward body bias and low gate bias), as illustrated in the right-hand figures.
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Figure 44. The relative variation of flicker noise with body bias Vs in pMOS transistors (at constant
drain current Ip, adjusted by gate bias voltage (V) implies that the noise increases at reverse body bias,
while the forward body bias can be favorable for low noise circuits. Data for Si pMOS transistor

3x3um? (O) are from [245] at Vp=0.6V and geometric average of Sy, at Ip=0.1pA, 0.3pA and 1pA.
Data for SiGe pMOS transistors WxL=10x1um? are from [52] at Vp=0.05V for device with TiN gate
and HfAIO gate dielectric (L]) by geometric average of Sy, at Ip=2puA and 17uA, for device with TiN
gate and HfO, gate dielectric (A) at Ip=41pA, and for device with poly-Si gate and HfO, gate
dielectric (<) by geometric average of Sv at Ip=4.2uA and 41pA. The inset shows the data for the
gate referred noise Sy, in absolute values.
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Figure 45. Evolution of MOS transistor structure from bulk device a), toward partially depleted b), and
fully depleted c) SOI structures. LD stands for low-doped extensions of drain and source regions. The
arrows show the paths of the non-channel charge carries (e.g. holes in nMOS transistors), generated by
impact ionization or due to gate leakage owing to tunneling (valence-band tunneling, for example in
nMOS). The dashed lines illustrate the noise sources which are associated with the non-channel carries.
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Figure 46. Effects related to the current I flowing in the body of partially depleted (PD) SOI MOS
transistors with unconnected body terminal. The gray arrows depict the relation between the different
effects. a) The increase of the bias voltages increases the body current Ig, illustrated with data for gate
leakage current form [250]. b) Due to the increase of Ig, the body voltage Vg increases with the drain
bias (lines [252]) and gate bias (circles [253]), biasing in forward the body-source junction in the PD
SOI MOS transistor. ¢) The increase of Vg causes a decrease of the threshold voltage of the transistor,
resulting in a higher (and dependent on Ig) overdrive (Vg—Vr) at constant gate bias Vg=constant, and a
kink in the output characteristics of PD SOI MOS transistor emerges [254]. d) At the onset of the kink,
a “sudden” increase of the noise occurs at given low frequency, as originally reported in [254] as noise
“overshot” for f=100Hz. e) The noise “overshot” at fixed frequency is apparent owing to evolution of
filtered white noise associated with the impedance of the body and shot noise in I [255].
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Figure 47. Capacitive coupling paths, which reduce the noise in multiple-gate MOS transistors. From
top to bottom: single gate (number of gates N=1), two-gate (N=2) and four-gate (gate all around, N=4)
MOS transistors. In the bottom figure for N=4, the capacitive paths only for the top gate are shown.
The semiconductor channel is under the top gate and between the gates. Cox and Cq are capacitances per
unit area of gate dielectric and depleted semiconductor, respectively.
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Figure 48. Crossover between surface (MOS) and bulk (JFET) noise in depletion mode field-effect
transistor [246]. a) Structure of four-gate MOS-JFET with top and bottom MOS gates (G1, G2) and left
and right junction gates (JG1, JG2). b) The noise decreases when the conduction is moved from surface
(dashed line, surface in accumulation) into the bulk (dotted line, surface in depletion) by exchanging
the role of the MOS and junction gates. Further reduction of noise is achieved by inverting the surface
(solid line). The insets show channel carrier distributions for surface and bulk conduction.
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Figure 49. Distributions vs. energy in carbon nanotubes (CNT). Crosses are activation energies
obtained from variation of the corner frequency of Lorentzian noise vs. temperature [268]. Lines with
symbols are distributions of trap density D(E) vs. activation energy, obtained from the variation of
slope of 1/f noise vs. temperature [268]. Lines without symbols are distributions of density of states
(DOS) in CNT with different diameters, calculated in respect to Fermi level, according to [264].
Different lines are plotted with vertical offsets for clarity.
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Figure 50. Evidences for tunneling junctions at the contact between gold pads and multiwell carbon
nanotube placed on the pads [272]. Left figure: The noise at 77K and above is 1/f and it scales
obviously as Ipc2. 1/f noise at low current 0.32pA is shown to avoid overlap with spectra at low
temperatures. The noise at 4.2K and below is with Lorentzian spectrum, which corner frequency
(2nt)”" increases with bias, while the low-frequency plateau Sy decreases. Right figure, from top to
bottom: Lorentzian (RTS) time constants t (bias dependent, but temperature independent), magnitude
prefactor So/t and differential resistance (measured with a lock-in amplifier at 30Hz, and proportional
to 7mV/Ipc, instead to 0.13mV/Ipc, as the thermal voltage is ¢=kT/q=0.13mV at T=1.5K). The
asymmetric characteristics as function of bias polarity suggest junctions at contact between nanotube
and metal pads.
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Figure 51. Spiky, stochastic transfer “I-V curves” of field-effect transistor structures based on carbon
nanotubes (CNT FET). At given voltage, the current varies randomly around a value, owing to large
noise in these devices, and no stable DC value is present in single CNT FET. a) The current and the
threshold voltage (cross point of two lines) are analyzed in terms of stochastic resonance in [273].
Details for device and measurement are not reported. b) FET based on single CNT with diameter 1-3
nm, bridging distance 4pum between Ti/Au electrodes patterned on the top of CNT [274]. The currents
in air are larger and scatter more than the currents measured when the device is in vacuum (18mTorr).
The measurements are at room temperature. c) Similar FET with single CNT (diameter 1-3 nm and
distance 4pum between Ti/Au electrodes) measured at cryogenic temperature in vacuum and opposite
directions of the channel current [171]. Several (three) giant and bias dependent RTS are observed with
amplitudes 30% to 60% of “DC” current. d) Smooth DC characteristics are measured at room
temperature for a FET based on a random network of single-wall CNTs [275]. The gate voltage bias is
with triangular waveform (0.5Hz). The Si substrate serves as solid-state gate, while electrochemical
gate (reference and working electrodes) was used as liquid gate via solution with pH 7.4. The hysteresis
is evident when the device was operating in air (200-500nm SiO, gate oxide), while it was small for
liquid gate (gate insulator capacitance ~10-20uF/cm? was estimated from quasistatic CV measurement,
56nF gate capacitance, and the count of nanotubes in AFM images).
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Figure 52. Typical outcome from noise experiments with single CNT FET. Data are from [274] for
measurements performed in vacuum (18mTorr) of device fabricated and with parameters, as described
in [171]. Details and comments are given in the text. a) Outcome from experiment with variable gate
bias at low -Vp=0.1V. From top to bottom: ratio gu/Ip; transfer I-V curve Ip - [Vg—V1|; spectral
density of input referred (gate) noise SVGO'S at 1Hz in unit V/Hz"”; Hooge parameter oy, as obtained

from SPICE parameter K1;=1°SID/ID2 in bottom. b) Deviations observed in experiments with variable gate

bias and with variable drain bias, all carried out in linear mode (|Vp|<|Vg-V1|-0.5V). From top to
bottom: non-linear transfer [-V curve Ip « [Vg—V1| , same data as in sub-figure a); non-linear output
I-V curve Ip » Vp with step at low |Vp|; variation of SPICE parameter K¢ with drain bias at low Vp
and constant Vg; Different value for Kr when changing Vg at constant Vp, same data as in sub-figure
a); Arrows denote the same voltage bias condition {-Vs=2V,-Vp=0.1V}, showing different currents
and noise levels in different experimental trials. None of the deviations in sub-figure b) is supported by
field-effect transistor theory and models.
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Figure 53. Typical arrangement of carbon nanotube devices and idealized model. a) Single CNT
device. b) Short channel CNT device. ¢) Long channel CNT device with percolation network. d)
Idealized resistor network, representing the percolation network in CNT devices. The arrows in a), b)
and c) denote W-independent conduction branches in percolation network, which are shown with
parallel branches in d). Each conduction branch in d) has L serially connected CNTs. Capital letters V,
I'in d) represent DC voltages and currents, and small letters v,i represent noise voltages and currents.
The voltage noise sources v,? are associated with every single CNT (with resistance Rp) in the network,
while voltage noise sources v.2 are associated with contact between metal and CNT in a single

conduction branch.
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Figure 54. The geometric scaling rule for 1/f noise, the smaller is the area — the noisier the device is,
applies to nanowire and nanotube devices too. a) Comparison of noise vs. surface area of nanowire (A)
and nanotube (A) devices to gate area of MOS transistors (L], data from [22, 48, 57, 79, 87, 89, 92,
208, 214]), inspecting surface number fluctuation. b) Comparison of noise vs. cross-section area of
nanowire (4) and nanotube (<) devices to emitter area of bipolar transistors (O, data from Figure 2),
inspecting injection noise due to weak contact. The data (A ,4) for Si nanowire devices are from [271,
277,278, 279, 280, 281]. The data for carbon nanotube devices (A,<$) are from [268, 272, 274, 275,
282, 283, 284, 285, 286, 287, 288, 289, 290, 291, 292], with details as discussed earlier in the text. The
insets illustrate the distribution of the data around 1/area trend, in terms of log-normal distribution — see
egs. (83) and (84).
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Figure 55. Example from [293] for a 2D field-effect transistor with two atomic layers of MoS,
semiconductor. (a) Energy diagram and spatial schematic diagram of the cross-section of the layers,
showing energy barriers and spatial spacing due to van der Waals bonding. (b) Normalized noise
referred to 1Hz, So=average(fxSi(f)/Ips?), averaged over logarithmically spaced frequencies f in the
range from 2Hz to 1000Hz, vs. gate bias voltage Vgs.
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Figure 56. Typical configuration at the input of low-frequency amplifier. The amplification transistor
Ta and the loading transistor Ty in the first differential stage are surrounded by a dashed line and can
be MOS or BJT in BICMOS technologies, as depicted in the three insets.
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Figure 57. Design window for noise in micropower low-frequency amplifiers, in which the product
IDCSVIN of bias current Ipc and power spectrum density of noise SVIN is desired to be low. The left-hand

plots are for BJT amplifiers, and represent the input current noise by SVIN=SIINZBz, where zg~Bo/Ic is

the input resistance of the amplifier. The input voltage noise of the BJT amplifier is expected lower by
a factor of (r,/zg)?, where 1y is the contact resistance to the base of BJT. The right-hand plots are for
MOS amplifiers, and represent the input referred noise voltage, because the input current noise is low
at MOS gate, since SIIN/SVIN~(2TEfWLCOX)2 is low at low frequencies. The plots in the shaded area are
for 1/f noise components. The plots for white noise components are below the shaded area. The plots
above the shaded area are for the corner frequency f, at which the 1/f noise and the white noise have
equal magnitudes. The symbols and the values of the parameters are explained in the legend. The ticks
in the top axis are in steps of S0mV~2¢, for gate overdrive voltage (Vg—Vrt), corresponding to the ratio
Ips¢/Ipo 1n the bottom horizontal axis for MOS transistors. The arrows illustrate the impact of several

factors.
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Figure 58. Bandwidth (<), flicker noise at 1Hz (O) and white noise (A) in commercial operational
amplifiers from several manufacturers (Linear Technology, Analog Devices, and Texas Instruments
and Burr-Brown). Left-hand figures are data as given in datasheets. Upper figures are for 131 BJT
amplifiers, in which the black symbols are for 81 amplifiers in regions, where the density of the data is
higher. Bottom figures are for 67 MOS amplifiers. In right-hand figures, the noise level is multiplied by
portion of amplifier quiescent current I, 50%Iq for BJT and 2%I for MOS. The current density in
BJT amplifiers is deduced from the corner frequency between 1/f and white noise, according to eq.
(327), using typical values for f=150 and FOMSVB:3.8><10_12 um?2V?/Hz. The curves on right illustrate

the distribution of the data around the trends. The trends are explained in the text and are in agreement
with eq. (326) for BJT and eq. (336) for MOS amplifiers. The distribution for white noise in MOS
amplifiers is bimodal, with Ipo(W/L)=2pA and 150nA.
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Figure 59. Typical spectrum at output a) and normalized single-side band noise b) of a CMOS
oscillator. The dash-lines in b) denote the components in SSB noise with slopes Af3 and Af2. Data are
for 7.2GHz CMOS voltage controlled oscillator [297].
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Figure 60. Conversion of circuit (nodal) noise (Snoisg) to phase fluctuations (Spuasg) and phase-noise
sidebands (Spsc) around the fundamental harmonic (fs; shaded area) and higher order harmonics (2f;,
3fs,..., kf;, blank areas) of the oscillator. The conversion is conceptually explained according to [315],
but the conversion process is valid for other phase noise theories, that use harmonic balance and
perturbation. Note that the low-frequency noise contributes only a portion to the phase noise.
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Figure 61. Examples for difficulties of obtaining waveforms with zero value for the DC component
ISF,. of impulse sensitivity function (ISF). Left-hand figures are for LC oscillator, in which the current
from transistors is “tilted”, and this does not allow to obtain perfect even periodic symmetry
v(t)=v(-txnT) in LC oscillator signal. Right-hand figure is for ring oscillator, in which the currents
from pMOS and nMOS transistors are not equal in magnitude, resulting in different rise and fall times
in the waveform, which does not allow to obtain perfect half-wave symmetry v(t)=—v(t+T/24+nT) in
ring oscillator signal. The ideal signals are shown with solid lines, the distorted waveforms are shown
with black dash-lines, and gray lines illustrate improvements that can be achieved by using the
additional circuitry, the later also given by gray color in upper figures.
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Figure 62. Contours of third harmonic (k=3, inner spiral, V3, with 3 turns) and fundamental harmonic
(p=1, outer spiral, Vi, with 1 turn) of an oscillating signal with limit cycle (cycloid, V+V3) and
distorted waveform (inset). The contours are drawn open to illustrate that for one period of oscillation,
V| makes p=1 turn and V3 makes k=3 turns. If no phase noise is present, then the vectors at state ¢p=0
and =21 would overlap. The RF noise, uncorrelated at harmonic frequencies f; and 3f;, diverges
independently the harmonics from their ideal phase, as shown for states ¢=n and ¢=2n. The
accumulated phase deviation Az in k=3 harmonic changes the state ¢=2x of the oscillation contour
(V1+V3), “pulling” V| to that state, and inducing a phase deviation Ay, in the fundamental p=1
harmonic. Vice versa, the accumulated phase deviation in V| will “push” the phase of V3. In the limit
of small deviations, both V3 and V; are displaced at the same distance AL along their contours, thus,
Visin(Ay)=AL=Visin(Avys).
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Figure 63. Relative increase of phase noise in presence of harmonics. a) Higher order of harmonics
cause higher increase in eISF at same harmonic distortion. b) Case of “rectangular” waveform
distortion with odd harmonics only, amplitudes Vi, [11/(2k+1). ¢) Case of “peaking” or “sawtooth”
waveform distortions with harmonic amplitudes Vi[11/k. The waveform of the distortions are shown in

the insets.
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Figure 64. Minimum phase noise at maximum ratio I;/Isyp of fundamental current harmonic I; to
supply current (Isyp=2Ipc for oscillators with cross-coupled transistor pairs). a) CMOS oscillator from
[297]. b) BJT oscillator from [323]. Note in both cases the phase noise is at minimum when the ratio
Ii/Isyp is at maximum, but the oscillation voltage (triangles in a) for V) is not necessarily at maximum.
The solid curve in b) is when assuming “rectangular’ approximation for the distortion in transistor
current.
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Figure 65. Typical circuit of an APS (a), and variations of the SNR with reset time (b) and integration

time (c), as reported in [349]
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Figure 66. Histograms of the RTS inn APS. (a) experimental results for an APS with single RTS [351].
“Digital Number (DN)” denotes AV after ADC and “Frame” denotes the number of CDS acquisitions
(CNT). (b) heuristic explanation of the histogram of single RTS noise in APS, showing the q/(WLC )
spacing between the peaks in the histogram and indicating the peak widening due to KTC and 1/f noise.
(c) same as (b) for multiple RTS, indicating the reduction of the q/(WLC,) spacing in APS with larger-
area buffering transistor (M2 in Figure 65 (a)), which causes overlap between the peaks in the
histogram that eventually leads to inability to distinguish the peaks in the histogram envelope (gray
curve), and superimpose and attribute the individual RTS noise into 1/f noise.
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Figure 67. Evolution of a) the factor (AreaxKp), see eq. (2), and b) relative RMS noise ipeise/Inc (at 1Hz
for bandwidth of 1Hz) over almost of a century of research on 1/f noise. Data are: for vacuum tubes (+)
from [359, 364]; for Si, Ge and SiGe bipolar transistors (4) data are aggregated from Figure 2, Figure
14 and Figure 40, and from [365, 366, 367] for the period before year 1980; by using surface area of
nanowire and CNT devices (O), and for MOS transistors (L), the data are aggregated from Figure 54a,
and from [360, 362] for the period before year 1980 for MOS transistors; by using cross-section area of
nanowire and CNT devices (@), the data are aggregated from Figure 54b; data are from [368, 369] for
III-V semiconductor HBTs (A); data are from [370] for optical noise of light-emitting diodes (X). See
the text for the regression lines. The prediction lines (top to bottom) for MOS-Analog, MOS-RF and
BJT (left-hand axes) and the Moore’s law (right-hand axes) are from ITRS for the period 2006-2020
[3].
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Concerns Table 4. Typical assumptions for 1/f noise in

Reliability Analog, RF and Digital applications of MOS
A 0e®® trancictore
g Size Bandwidth Confidence
5 Application WxL frmax/fmin Max to RMS ratio
2 Digital | 3 1012 4
2 ° Lrmin =t/errorrate | (40~99.994%)
=
Z
3 RF 10002><1 1MHz/1Hz 3
= - Lmin (30~99.7%)
Analog EO(_)XZ‘ZO 100kHz/1Hz 2
* min (20~95%)

Figure 68. Concerns for the application of MOS transistors related to the increase of 1/f noise by the
device down-scaling [29]. When the thick line crosses and is above the data, the concern with 1/f noise
becomes important for the particular application. In the vertical axis, (LF Noise) denotes peak-to-peak
values that would be present at the conditions listed in Table 4. The data are based on predictions in

ITRS [3] for the figure of merit (AreaxKg) — see the text for further details.
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Figure 69. Delta doping as the best choice to reduce DIBL with minimum threshold voltage shift in
MOS transistors. The profiles on left are calculated assuming Poisson distribution during ion
implantation. On right, the corresponding location of impurity atoms are given, decreasing the gate
length from 90nm to 12nm (from bottom to top), and showing with lines the effective depth of the
depletion capacitance, and with gradually-shaded areas the region, where the current transport in the
MOS transistors occurs. The grid represents the atomic distance in silicon, and it is visible in the
smallest device (Lgate=12nm).
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Figure 70. Typical outcome from “atomistic”” and Monte-Carlo simulations of MOS transistors. a)
Carrier velocity in 30nmx30nm bulk MOS transistor without and with one trap in the channel [388,
389]. b) Structure simulated in a), and increase of the relative difference in the drain current for the two
cases (with and without trap), when decreasing the transistor sizes from 30nmx30nm to 10nmx10nm.
¢) Scatter plots for several BSIMSOI parameters for 200 devices of Ultra-Thin-Body SOl nMOS
transistors with 10 nm channel length [372]. The BSIMSOI parameters shown, are: A; and A, are non-
saturation factors for saturation regime; Dy is the channel length factor for drain-induced barrier-
lowering (DIBL) effects; Nector is an ideality factor, used to improve BSIMSOI in sub-threshold
regime; P, characterizes the gate-bias effect on access resistance, and reflects access resistance
variation caused by the body thickness; Vo is the offset in sub-threshold regime from the threshold
voltage in strong inversion.
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Figure 71. Variations of maximum and minimum ring delays of individual ring oscillators found in
groups of ring oscillators vs. the average ring delay in each group [387]. The correlation is between
individual and average — see the text.
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Figure 72. Impact of Poisson distribution in ion implantation for d-doping on variability of the
threshold voltage of MOS transistors. a) ratio of standard deviation Ovy in Vr to given tolerances of Vr

(x—axes). b) Probability exceeding the tolerance for Vr. ¢) Yield of 6—T SRAM chips at given limit for
Vr tolerance. The assumed sizes of SRAM are: 1MByte for cells made with transistors WL=90x90nm?;
10MByte for WL=45x45nm?; 100MByte for WL=22x22nm?; and 1GByte for WL=12x12nm?2. The
percentages in the last figure are the minimum tolerances for Vr, which should be allowed in the
SRAM design in order to achieve chip yield higher than 50% by Poisson distribution in ion
implantation for —doping, and 2¢ standard deviations are considered in the calculations for b) and c)
to achieve confidence 95% in the calculation.
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Figure 73. Comparison between “frozen noise”, eqs. (443) and (444), and low-frequency noise from
ITRS [3]. The “Spot frozen noise” is as obtained from Poisson distribution for the depth of ion
implanted o-doping — see eq. (443). The “Device average frozen noise” is as obtained for variation of
Vr, and its variance is the variance of the (Spot frozen noise)? divided on (Number of impurity atoms),
[(Odep/tdep)ave]>=(Cdep/taep)’Nimp, — see after eq. (444). The low-frequency noise is as projected by ITRS,
and it corresponds to Figure 67. Evidently, the low-frequency noise and the “Spot frozen noise” have
the same dependence on device area, namely, (6/mean)?[11/(Area).
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MOS transistor [68].
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Figure 75. Sample of RTS with time constants Tg=Tc=20ms. The record length is 4096 points at
sampling frequency 10kHz, and 2048 records were generated in order to evaluate averaging techniques
for noise spectra — see also the next two figures.
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Figure 76. Spectra of RTS noise. Geometric averaging (Geomean) underestimates the root-mean-
square average (RMS) with 2.5dB. Note that the upper limits RMS(avg+c) and (Geomean+cdB) are
similar, Geomean is well centered between its limits, whereas the lower limit RMS(avg—o) is

unrealistically low.
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Figure 77. Distributions of power spectrum amplitudes, normalized to standard deviations of the
distributions. a) After root-mean-square (RMS) averaging (x-axis is linear), compared to exponential
distribution. b) After geometric averaging (x-axis is logarithmic), compared to log-normal distribution.
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Figure 78. Behaviors of RMS averaging a) and geometric averaging b), when the scattering in the noise
spectra is large [28]. RMS average is pulled up above where data usually are. The geometric mean is
well in the middle where the majority of the data points are. The error bars correspond to one standard

deviation.
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Figure 79. Evaluation of the distribution of noise magnitudes in terms of SPICE parameter Kg=S(f)xf,
by means of a) Noise Power [J Kg, b) Noise Amplitude [ (KF)O'S, and c) as logarithm of Kg. The
distribution of Noise Power K tends to exponential distribution, log(Kp) tends to normal distribution,
and the distribution of the Noise Amplitude (Kg)"~ is between these cases. The histograms are from
[79] and are based on the same 6843 data points from a measurement of SiGe404,C; 5% pMOS transistor
(W=5um, L=1pum) at different biases. “Unused points” are those data points, which deviate more than
+3c from particular average, and were removed from histogram calculation. The solid lines represent
normal distributions.
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