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A B S T R A C T

With the emerging monitoring technologies, condition-based maintenance is nowadays a reality for the wind
energy industry. This is important to avoid unnecessary maintenance actions, which increase the operation
and maintenance costs, along with the costs associated with downtime. However, condition-based maintenance
requires a policy to transform system conditions into decision-making while considering monetary restrictions
and energy productivity objectives. To address this challenge, an intelligent Petri net algorithm has been
created and applied to model and optimize offshore wind turbines’ operation and maintenance. The proposed
method combines advanced Petri net modelling with Reinforcement Learning and is formulated in a general
manner so it can be applied to optimize any Petri net model. The resulting methodology is applied to a case
study considering the operation and maintenance of a wind turbine using operation and degradation data.
The results show that the proposed method is capable to reach optimal condition-based maintenance policy
considering maximum availability (equal to 99.4%) and minimal operational costs.
1. Introduction

Wind power is the fastest growing source of renewable energy in the
industry in recent years [1]. Europe depends on wind energy to cover
circa 15% of the electricity demand, indeed, only in 2019, the installed
electricity capacity reached 205 GW [2]. Although most wind turbines
are on land, a growing number of offshore wind turbines (OWT) are
being installed, mostly due to greater availability of space, and reduced
noise pollution and visual impact. Worldwide, the capacity of offshore
wind farms has increased by more than 1500% between the years 2009
and 2021 reaching 55.6 GW [3].

Offshore wind farms are located in remote areas that are often sub-
jected to harsh conditions, therefore, they require special equipment for
maintenance (e.g., vessels), which significantly increases the operation
and maintenance (O&M) costs [4]. Besides, maintenance operations
typically require certain weather conditions, which increase the tur-
bines’ downtime and therefore, decrease the electricity production [5].
These high (O&M) costs impose a challenge to the offshore wind
industry development; thus optimized maintenance plans have become
a need to increase the competitiveness of offshore wind farms [6].

In recent years, a great effort has been made to help operators in
scheduling optimal maintenance plans for OWT while considering influ-
encing maintenance factors like site accessibility, quality of condition
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monitoring system (CMS), and weather conditions, to name but a few.
Planning offshore interventions with the help of CMS can increase the
availability of wind farms [7], and this can increase revenues. Yeter
et al. studied the effect of inspection policy on the levelised cost of
energy of OWT farm [8]. Nilsson and Bertling studied the effect of dif-
ferent maintenance strategies and CMS on running costs [9]. Marugán
et al. considered the effect of incorrect data by using neural networks to
detect false alarms aiming to increase system reliability [10]. Besnard
et al. [11] created a model to optimize the maintenance as a func-
tion of environmental conditions, crew transfer vessels, crane ship
availability, use of helicopters, and location of maintenance accom-
modation. Nurseda et al. studied the effect of wind speed and wind
gust data on finding the optimal intervention time and execution order
for maintenance tasks of corrective and periodic maintenance of an
OWT farm [12]. Ghamlouch et al. used the theory of option to choose
the best date for performing maintenance of a wind turbine based on
the information provided by the CMS [13]. In [14], a method based
on a time-sequential event-based Monte Carlo was used to optimize
the maintenance while considering the effects of weather, price for
vessels, workers’ working hours, type of maintenance, failure rates, and
electricity prices [14]. Similarly, Sahnoun et al. [15] developed a multi-
criteria decision algorithm to account for the interactions of different
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parts when optimizing the maintenance strategy, with consideration of
water depth, distance from shore, wind quality, failure modes, acces-
sibility, turbines quantity and rating, and availability of spare parts,
workers, cranes and boats. Research conducted in this area also focused
on reducing the O&M costs for OWT using a variety of multi-criteria
optimization schemes [16–19]. However, those maintenance modelling
and optimization techniques do not have learning capabilities, and that
limits the capacity to autonomously adapt the resulting maintenance
schedule to the changing nature of the influencing conditions.

The aforementioned approaches are based on a number of math-
ematical and computational techniques for system-level maintenance
modelling, including discrete event simulation [20,21], Markov and
semi-Markov models [22,23], agent-based modelling [24,25], soft-
computing techniques like genetic algorithms and neural networks [26–
28], and Petri nets [29–31], to name but the most relevant ones. Among
them, Petri nets (PNs) are typically regarded as powerful modelling
tools for maintenance and inspection modelling due to their ability
to account for resource availability, concurrency, and synchronization,
which are common aspects that underline the majority of the asset
management models, along with their adequacy for dealing with highly
multidimensional and heterogeneous input variables [32,33]. The basic
concepts relative to the theory of PNs are summarized in [34], and
a tutorial for engineering applications is given in [35]. However, the
existing PN formalisms do not provide direct means to efficiently
consider knowledge learning so as to make them self-adaptive to the
variation of the environment.

In the literature, a number of PN variants have been presented to
enhance the PN modelling capabilities with improved rules of learning,
like fuzzy Petri nets (FPN) [36,37] and Possibilistic Petri nets [38],
where the learning is limited to adjust fuzzy production rules using
some soft-computing technique, and Plausible Petri nets [39], which
are based on Bayesian learning. The latter has been demonstrated to
be an effective tool for making PNs self-adaptive to varying condi-
tions [40], however, the learning is limited to low dimensional and
homogeneous variables. Other approaches encountered in the literature
have enabled some sort of learning for PNs although they are domain or
purpose-specific [41,42]. Notwithstanding these achievements, none of
the PN variants developed is well-suited for embedding intelligence into
the PN formulation to autonomously react to changes in the influencing
environment by adaptive learning.

In this context, this paper proposes a new variant within the PN
paradigm, named intelligent Petri net (iPN), obtained by combining
the Reinforcement Learning (RL) technique with the principles of PNs.
Reinforcement Learning is a computational method used for machines
to learn from interaction with the environment by mimicking the be-
haviour of organisms [43]. The learner has to discover possible choices
rather than being told which action is the best for each situation.
A key feature of RL is that it considers the whole problem of an
agent interacting with an uncertain environment in contrast to other
approaches, like those cited above using multi-criteria optimization,
which deals with the optimization of sub-problems instead of focusing
on the final goal.

RL has demonstrated efficiency as a tool for scheduling asset man-
agement problems. Pinciroli et al. formulated the O&M optimization
of renewable energy systems as a sequential decision problem that is
solved through Deep Reinforcement Learning (DRL) [44]. Fan et al.
optimized gas supply reliability by minimizing gas shortage risk and
reducing maintenance costs through DRL [45]. The maintenance plan-
ning problem for aircraft was considered by Lee et al. using DRL [46],
and by Mattila et al. using a RL method for semi-Markov processes [47].
The maintenance decisions of multi-state component systems were con-
sidered in different ways by Yang et al. using RL [48], and by Nguyen
et al. using multi-agent deep Reinforcement learning (MADRL) [49].
Mohammadi et al. optimized the maintenance planning and renewal
of a rail using Double Deep Q-Network (DDQN) [50]. Yang et al. opti-
2

mized the condition-based maintenance (CBM) strategy for redundant
systems using Reinforcement learning [51]. Kuhnle et al. optimized the
working schedule and opportunistic maintenance in a system of parallel
machines [52]. In the wind sector, the RL has shown its capabilities in
different applications, including planning vessel transfers to offshore
wind turbines in a cost-effective manner [53], improving the efficiency
of wind turbine pitch controller [54,55] and creating an effective
preventive maintenance action sequence [56].

There are some efforts that can be encountered in the literature
about using RL with PNs models for system-level intelligent modelling.
These approaches are mostly focused on robotic applications [57,58],
and also for intelligent manufacturing modelling [59,60]. However, the
RL in these approaches is not implicitly embedded with the PN model
in the mentioned studies, which makes the methodology case specific.

In this work, a novel iPNs which combines RL and PN in a generic
manner is proposed. This methodology enables the upgrade of any PN
model from ordinary to intelligent with minimal change in the PN
architecture. To formulate the iPNs, a new PN syntax element, named
action group, is defined for each group of transitions that describes
conflicting choices. By these means, the iPN can find and create state–
action pairs automatically, evaluate the values of these pairs, and find
the best choice in each action group as a function of the state of
the environment. Among the RL paradigms, the Q-learning method,
which resembles a Markov Decision Process (MDP), is adopted in this
study [43,61]. To release the MDP assumption, a method is proposed to
allow taking a varying number of simultaneous actions by considering
the joint action similar to what is done in multi-agent Reinforcement
learning (MARL). In addition, the method has been enriched with a new
technique to apply the Q-learning equation when the termination of
an episode occurs due to time constraints. The proposed methodology
has been used to improve the reliability of an OWT by evaluating and
optimizing its O&M. The proposed techniques to consider simultaneous
actions and time termination become essential to decide regarding the
repair of multiple components and to consider the end of the problem
according to the lifespan of the wind turbine. The OWT case study
has been addressed while considering several influencing O&M factors,
including site accessibility, probability of failures, electricity prices,
running costs, components reliability, reliability and quality of CMS,
weather conditions, and lifespan of a wind turbine. As a result, the
proposed iPN model has been able to autonomously find an optimal
CBM policy by self-adaptation, which drastically reduces the O&M costs
and increases the availability to more than 99%.

Apart from formulating the concept of iPNs and applying them for
elf-adaptive O&M, this manuscript also:

1. formally integrates the iPNs formulation for high-level Petri nets;
2. provides a pseudocode for the implementation of iPNs;
3. shows how the iPNs can be used to maximize the reliability

and availability of complex engineering systems by finding an
optimal O&M policy;

4. proposes a novel and holistic O&M PN-based model of an OWT
with consideration of multiple interacting components, includ-
ing the CMS;

5. provides a detailed discussion, in light of the results, about how
the proposed methodology compares to those obtained using
periodic and corrective maintenance schemes.

The rest of the paper is organized as follows. Section 2 describes
the foundations of Q-learning and Petri nets, along with the proposed
formulation needed to equip a PN with Q-learning. In Section 3 the
pseudocode implementation of the proposed iPN algorithm is given
along with other practical implementation aspects within the O&M
modelling. Section 4 presents the operation and maintenance intelligent
PN model created for an OWT. Section 5 presents the results of the OWT
case, whereas the discussion of the results is given in Section 6. Finally,

Section 7 provides concluding remarks.
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2. Methodology

This section provides the methodological background required to
formulate and applied the intelligent PN algorithm proposed in this
work.

2.1. Reinforcement learning (Q-learning)

The RL is a machine learning method where the training process
is based on rewarding and punishing an agent based on its behaviour

ithin an environment, using a value function, a policy, and, option-
lly, a model of the environment. Through a Markov decision process
MDP), the agent should be able to sense a fully observable environ-
ent, take decisions related to the states of the environment, and learn

rom its own experience. In the MDP, the agent receives a represen-
ation of the environment, referred to as state 𝑆𝑡 ∈ , at each time
tep 𝑡, where  is a set of possible states. Accordingly, an action 𝐴𝑡 is
aken within a set of possible actions named as (𝑠), that results in a
eward 𝑅𝑡+1 ∈ R, whereupon a change to state 𝑆𝑡+1 is triggered at time
tep 𝑡 + 1. The pair reward and state {𝑅𝑡+1, 𝑆𝑡+1} follows the Markov

property, i.e., they are only dependent on the preceding state 𝑆𝑡 and
action 𝐴𝑡. Thus, to model the state evolution of the MDP, a probability
distribution is defined as 𝑝(𝑠′, 𝑟|𝑠, 𝑎), representing the plausibility of
obtaining the state 𝑆𝑡+1 = 𝑠′ and its corresponding reward 𝑅𝑡+1 = 𝑟
by taking an action 𝐴𝑡 = 𝑎 at a state 𝑆𝑡 = 𝑠.1

Starting from any time step 𝑡, the MDP results in a sequence of triads
state, action, reward, as: {𝑆𝑡, 𝐴𝑡, 𝑅𝑡+1}, {𝑆𝑡+1, 𝐴𝑡+1, 𝑅𝑡+2},… , {𝑆𝑇 }, until
a termination time 𝑇 is reached. In RL, the agent tends to take an action
𝐴𝑡 that increases the expected return at time 𝑡, referred to as 𝐺𝑡, which
is defined as the cumulative summation of rewards coming after that
action, as follows:

𝐺𝑡 = 𝑅𝑡+1 + 𝛾𝑅𝑡+2 + 𝛾2𝑅𝑡+3 +⋯ =
𝑇
∑

𝑘=𝑡+1
𝛾𝑘−𝑡−1𝑅𝑘 (1)

where 𝛾 ∈ [0, 1] is a discount rate parameter to prevent 𝐺𝑡 → ∞ when
𝑇 → ∞ (known as a continuous task problems). By the contrary, in
episodic task problems, the terminating time step 𝑇 is a finite number,
thus 𝐺𝑡 can be calculated by choosing 𝛾 = 1. In any case, the expected
eturn 𝐺𝑡 calculated after being at state 𝑆𝑡 indicates how good it was to

be at that state in terms of current and future rewards. However, note
that 𝐺𝑡 is not constant and it can vary because of the different agent’s
later actions (𝐴𝑡+1, 𝐴𝑡+2,…) that can be adopted and also because of
the stochastic nature of the sequence of states through the referred
probability distribution 𝑝(𝑠′, 𝑟|𝑠, 𝑎). Thus, a value function 𝑣𝜋 (𝑠) takes any
state 𝑠 as an argument and returns its value, which is defined as the
expectation of the returns following a policy 𝜋, as follows:

𝑣𝜋 (𝑠) = E𝜋 [𝐺𝑡|𝑆𝑡 = 𝑠], (2)

= E𝜋 [𝑅𝑡+1 + 𝛾𝐺𝑡+1|𝑆𝑡 = 𝑠],∀𝑠 ∈  (3)
=
∑

𝑎
𝜋(𝑎|𝑠)

∑

𝑠′

∑

𝑟
𝑝(𝑠′, 𝑟|𝑠, 𝑎)[𝑟 + 𝛾E𝜋 [𝐺𝑡+1|𝑆𝑡+1 = 𝑠′]]

=
∑

𝑎
𝜋(𝑎|𝑠)

∑

𝑠′

∑

𝑟
𝑝(𝑠′, 𝑟|𝑠, 𝑎)[𝑟 + 𝛾𝑣𝜋 (𝑠′)], (4)

where 𝜋(𝑎|𝑠) represents the policy which gives the probability for
choosing each of the possible actions 𝑎 ∈ (𝑠) given a state 𝑠 ∈ .
The resulting equation (Eq. (4)) is called the Bellman equation and
is used to evaluate 𝑣𝜋 (𝑠). This step is known as the policy evaluation
and is followed by the policy improvement step to form the bases of
he dynamic programming (DP). Policy improvement can be done
y favouring actions that lead to the states with the highest values.

1 𝑅𝑡, 𝑆𝑡, and 𝐴𝑡 represent specific reward, state, and action at time step 𝑡
hile 𝑟, 𝑠, and 𝑎 are used to refer to the reward, state, or action when passed
s arguments (dummy variables) to functions, respectively.
3

P

owever, different policies result in different sequences of rewards
hich affect the calculation of the expected returns and the values.
hus, the policy evaluation and improvement steps should be iterated
ntil reaching an optimal policy. Notwithstanding, getting a model of
he environment, given by 𝑝(𝑠′, 𝑟|𝑠, 𝑎), is difficult and can be unfeasible
n some cases which makes the use of DP methods limited. Thus, model-
ree RL by temporal-difference learning (TDL) is widely used due to
heir simplicity and minimal amount of computation [43]. This method
stimates the value function of state–action pairs, 𝑞𝜋 (𝑠, 𝑎), instead of
𝜋 (𝑠) to compare different actions at the same state and take a decision
ccordingly. By the bootstrapping effect, TDL makes use of the value of
he successor state to update that of the current state, thus allowing the
pdating of the values online while interacting with the environment
ithout the need to wait until the end of the rewards sequence. One
f the earliest and most famous TDL methods is the Q-learning [61],
hose update equation is given as:

(𝑆𝑡, 𝐴𝑡) ← 𝑄(𝑆𝑡, 𝐴𝑡) + 𝛼[𝑅𝑡+1 + 𝛾 max
𝑎

𝑄(𝑆𝑡+1, 𝑎) −𝑄(𝑆𝑡, 𝐴𝑡)] (5)

here 𝑄(𝑆𝑡, 𝐴𝑡) is the value of the state–action pair (𝑆𝑡, 𝐴𝑡) and is
nown as the Q-value, and 𝛼 is a learning rate parameter used to keep
he effect of old returns. The Q-values of all state–action pairs approx-
mate the optimal value function 𝑞∗𝜋 (𝑠, 𝑎) regardless of the followed
olicy [43]. The policy can be improved as a function of Q-values by
ollowing the greedy strategy [43], as follows:

= arg max
𝑎

𝑄(𝑆, 𝑎) (6)

ote that the greedy strategy lacks exploration capability since it does
ot allow trying actions other than the ones with the highest Q-values.
t the same time, Q-values in Eq. (5) are not converged at the beginning
f the learning process, which may drive the agent to stuck on choosing
on-optimal actions after being deluded that their values are better
han the non tried ones. An alternative is to use the 𝜀-greedy method
o make a balance between exploration and exploitation by keeping a
robability of choosing random actions alive and equals to 𝜀, as follows:

𝑡 =

{

arg max𝑎 𝑄(𝑆, 𝑎), with probability (1-𝜀)
𝐴 ∈ (𝑠), with probability 𝜀

(7)

here 𝐴 is a random action within the set (𝑠). This method guarantees
hat each action will be selected infinitely if the state is visited infinite
imes, ensuring that the exploration of all actions continues as long as
he optimization process is running. This also ensures the convergence
f the Q-values of the possible state–action pairs while maximizing
he rewards. In a stationary environment, an agent can start reducing
xploration when gaining more experience. Thus, 𝜀 can be chosen to
e a variable that decreases gradually as the learning process proceeds,
nd this is known as the decaying -𝜀-greedy method [43]. In this paper,
he Q-learning with decaying -𝜀-greedy strategy is followed to make the
N model intelligent, as will be indicated next in Section 3.

.2. Industrial modelling with Petri nets

Petri nets (PN) are directed bipartite graphs, which use two type
f nodes: transitions, represented using small rectangles, and places,
ymbolized using circles, which are visited by tokens, the moving units
f the PN that describe the states of a PN according to their distribution
ver the places. This distribution of tokens at a specific execution time
s referred to as marking. Transitions are the units responsible for the dy-
amics of a PN by consuming and producing tokens in their connected
laces. The arcs connecting transitions and places have positive-integer
abels that represent the weights and indicate the number of parallel arcs
1 by default) connecting the nodes. The PN symbols used in this paper
re schematically indicated in Fig. 1.

Mathematically, a PN is defined as a tuple [34]:

≜
⟨

𝐏,𝐓,𝐅,𝐌 ,𝐖
⟩

(8)
0
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Fig. 1. Specification of the different symbols used in the Petri net (PN) models.
where 𝐏 = {𝑝1, 𝑝2,… , 𝑝𝑛𝑝} and 𝐓 = {𝑡1, 𝑡2,… , 𝑡𝑛𝑡} denote finite sets of
𝑝 places and 𝑛𝑡 transitions of the PN respectively, and 𝐌0 ∈ N𝑛𝑝 is the
nitial marking. The connections between nodes are expressed through
he set of edges 𝐅 ⊆ (𝐏×𝐓) ∪ (𝐓×𝐏), so that 𝐅 contains ordered pairs of
odes. Each edge (also referred to as arc) has assigned a weight defined
n the set of weights 𝐖.

The following notation will also be considered:

𝐏𝑡 is the set of input places of transition 𝑡, also referred to as the pre-set
of 𝑡;

∙
𝑡 is the set of output places of transition 𝑡, also referred to as the

post-set of 𝑡;

The rule controlling the consumption and the production of tokens
y the transitions is called the firing rule, which states that each pre-set
lace of a transition has to be marked with a number of tokens equal to
r greater than those indicated by the arc weight connecting that place
o the transition, for the transition to be fired. Each time a transition
ires, the marking and the state of the system change. The dynamics of
PN are formulated mathematically through the state equation defined
y:

𝑘+1 = 𝐌𝑘 + 𝐀𝑇 𝐮𝑘 (9)

here 𝐌𝑘 is the marking vector at time step 𝑘 and 𝐮𝑘 = (𝑢1,𝑘, 𝑢2,𝑘,… ,
𝑛𝑡 ,𝑘)

𝑇 is the firing vector. 𝐀 is a 𝑛𝑡×𝑛𝑝 matrix typically referred to as the
ncidence matrix, which can be obtained as the result of subtracting the
ackward incidence matrix 𝐀− =

[

𝑎−𝑖𝑗
]

from the forward incidence matrix
+ =

[

𝑎+𝑖𝑗
]

, where the terms 𝑎−𝑖𝑗 and 𝑎+𝑖𝑗 coincide with the weights 𝑤−
𝑖𝑗

and 𝑤+
𝑖𝑗 of the arcs of the transition 𝑡𝑖 from its pre-set and post-set places

𝑝𝑗 , respectively.
In practical applications dealing with the modelling of dynamical

systems, transitions are typically assigned time delays, given by 𝜏, and
these PNs are called Timed Petri Nets (TPN). The value of 𝜏 can be
deterministic or given by a probability density function, thus the PN is
referred to as stochastic Petri Net (SPN). Once the firing rule is satisfied
in a TPN or a SPN, the transition is said to be enabled, however, it will
not fire until the delay time passes while maintaining the enabled state
of the transition.

Remark 1. Maintenance models at the system level usually require the
use of PN variants known as high-level Petri nets (HLPN) [62], which
allow the use of logic flow in a wider manner as well as considering
high complexities. In these variants, the basic PN formalism is extended
by incorporating logic and mathematical predicates within the PN
structure or using malleable definitions of arc types, and tokens, along
with transition firing rules.

In this paper, inhibitor arcs [34], reset arcs [63], and probability
transitions [33] variants of HLPN are used (shown in Fig. 1), whose be-
haviour is described next. Pre-set places connected to a transition with
4

inhibitor arcs (represented by the circular ending) prevent the enabling
of the transition when they are marked. Post-set places connected to a
transition through reset arcs (represented by the filled circular ending)
return to their initial marking after that transition is fired. If a transition
is probabilistic, the production of tokens in its post-set places is done
with a specified probability, such that each time the transition fires,
tokens are produced only through one of the post-set arcs that are
chosen according to the probability [33].

2.3. Intelligent Petri net modelling by reinforcement learning

In addition to the high level variants described above, a finite set
𝐆 = {𝑔1, 𝑔2 … , 𝑔𝑛𝑔 }, named action groups, is introduced to the PN tuple
to incorporate RL and upgrade it to an intelligent PN (iPN) model,
through the following execution rules:

• each action group, 𝑔𝑖, is composed of a finite set of transi-
tions, {𝑡𝑖,1,… , 𝑡𝑖,𝓁 ,… , 𝑡𝑖,𝑛𝑖}, that represent decisions within a RL
environment;

• transitions of the same action group should be able to satisfy the
enabling conditions at the same PN state;

• an action group can be either enabled or disabled. If a transition
𝑡𝑖,𝓁 ∈ 𝑔𝑖 satisfies the PN enabling conditions by the firing rule:

– the transition is not directly enabled;
– its action group will become enabled;
– if the action group was not enabled previously, a transition,

that might be different from 𝑡𝑖,𝓁 , will be chosen by RL to be
enabled using the RL policy and based on the RL state;

– if 𝑡𝑖,𝓁 is a timed transition, its time delay might give raise
the action group to be enabled again. Thus, to prevent the
action group from choosing another transition before the
first one is finished, the action group should be kept enabled
until the firing of the chosen transition.

In this approach, it is important to distinguish between the RL states
and the iPN states. The RL states may include part or all of the markings
(PN states), plus some additional information, and they should always
provide the information the agent needs to make decisions. In the
formulation presented in this paper, the modeller defines the variables
needed by the agent when taking a decision through the adoption of an
action. Thus, these variables form the environment, whereas the values
of these variables constitute the RL states.

Fig. 2 shows an illustrative example of a high-level iPN used to
model the maintenance of a generic component subject to degradation.
The places 𝑝1, 𝑝2, 𝑝3, and 𝑝4 represent the normal, degraded, critical
and failed states of the component. Transitions 𝑡1, 𝑡2, and 𝑡4 represent
the degradation steps of the component, whereas transitions 𝑡3, 𝑡5,
and 𝑡6 model the minor and major repairs, along with replacement of
the component, respectively. Observe that transition 𝑡2 is a probability
transition with delayed firing, with probability 𝜋23 to change from
𝑝2 to 𝑝3, and 𝜋24 to change from 𝑝2 to 𝑝4, where 𝜋23 + 𝜋24 = 1.

Note also that 𝑡2 and 𝑡3 are conflict transitions, which form the action
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Fig. 2. High Level iPN of four places and six transitions used as illustrative example along with indication of its initial marking. Two action groups, 𝑔1 and 𝑔2, are used to embed
he RL methods within the PN rules.
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roup 𝑔1. The decision taken in 𝑔1 determines if the component, once
egraded (i.e., 𝑝2 marked) will continue degrading, or a repair action
s undertaken to recover the normal state. The same applies to action
roup 𝑔2 when the component is in a critical state.

Two kinds of simulations were done for the PN shown in Fig. 2 to
omparatively assess the performance of the iPN. The first simulation
as carried out with no consideration of the proposed method, namely,

he model is considered just as a HLPN where the action groups were
emoved and the choice of transitions was done in a random manner, as
sual. The Monte Carlo simulation was employed to simulate the choice
f the sequence of actions that produces the total rewards per episode
mong all runs. In the second simulation, the proposed iPN methodol-
gy was used. The parameters assigned to the PN in both simulations
ere chosen in an arbitrary way to keep them simple, namely: a delay
qual to 1 time step (referred to as 𝑡𝑠𝑡𝑝) for all transitions; reward equal
o 10+0.2⋅𝑡𝑠𝑡𝑝, 30+0.1⋅𝑡𝑠𝑡𝑝, 40−0.3⋅𝑡𝑠𝑡𝑝, and 20, for transitions 𝑡2, 𝑡3, 𝑡4, and
5, respectively; probabilities 𝜋24 and 𝜋23 equal to 0 and 1, respectively;
nd a life span equals to 100 𝑡𝑠𝑡𝑝. The results of both simulations are
hown in Fig. 3a and b, for the case of using an ordinary HLPN and
he proposed iPN methodology, respectively. Observe that the HLPN
imulated with Monte Carlo was not able to deal with any episode with
otal rewards greater than 3400 whilst the iPN was able to reach an
verage of 4000 by the end of the learning process.

Note as well that, in the considered case, action needs to be taken at
east every two time steps resulting in at least 100 actions per episode
f 200 time steps. The probability of choosing an optimal action at
ach step is 0.5 since only two actions are available at each step. Then,
he probability of having 100 consecutive optimal actions is 0.5100 =
.8 ⋅ 10−31, which makes it an impossible task using random search
ptimization techniques. The bootstrapping method used in Q-learning
s equivalent to dividing the problem into small steps optimization
roblems, which makes finding the optimal policy much faster and
asier.

. The iPN algorithm

This section provides an algorithmic description of a high-level
PN model by using the Q-learning method in a generic manner. A
seudocode implementation of the proposed iPN is given as Algorithm
. Fig. 4 provides a flowchart to better clarify how the algorithm works.
ote that an outer loop exists over the episodes, and each episode
ontains a loop that starts with a time equal to zero and ends when the
ime exceeds the end time, or when no more transitions are enabled.
bserve also that each state of an episode passes three sub-algorithms

hat manage the enabling of the transitions, the action choice, and the
iring of the transitions. After the marking and time conditions are
5

s

atisfied, the transitions are fired, whereupon a change in the overall
tate of the system occurs. The algorithm also covers specific treatment
f practical implementation aspects like the case of episodes with time-
erminating states, and the case of actions with multiple decisions.
hese aspects are explained below in Sections 3.1 and 3.2, respectively.
lso, indications about scaling the algorithm parameters are given next,

n Section 3.3.

.1. Treatment of episodes with time terminating states

In many practical applications, like the one about OWT presented
n the case study below, the Q-learning problem can be considered as
n episodic task with the termination occurring after the lifespan ends.
n Q-learning of episodic tasks, the Q-value of the terminating state
hould always be 0, otherwise, the Q-values will diverge to ∞ when
sing a discount rate of 1 [43]. Accordingly, the terminating state is
ot an actual state (i.e., nothing in the environment changes when
he termination happens), and any of the states has a probability of
eing a pre-terminating state. Each time the termination occurs, the last
assed RL state is actually the pre-terminating and not the terminating
tate, and its Q-value should be updated by assuming that there is a
erminating state with a Q-value equal to zero. Thus, for the case of
pisodes terminated due to a time-based condition, the Q-value update
quation of the last passed RL state should be modified as follows:

(𝑆𝑡, 𝐴𝑡) ← 𝑄(𝑆𝑡, 𝐴𝑡) + 𝛼[𝑅𝑡+1 + 𝛾
������⁓ 0
max
𝑎

𝑄(𝑆𝑡+1, 𝑎) −𝑄(𝑆𝑡, 𝐴𝑡)]

= 𝑄(𝑆𝑡, 𝐴𝑡) + 𝛼[𝑅𝑡+1 −𝑄(𝑆𝑡, 𝐴𝑡)]
(10)

ote that this aspect has been considered in line 51 of Algorithm 1.

.2. Consideration of simultaneous actions

Again, in practical applications, a state with multiple actions to be
aken simultaneously can occur, and each cannot be considered as a
eparate state–action pair when using Q-learning. This is because Q-
earning is based on the MDP assumption, which states that the current
tate is a function of the previous state–action pair. Indeed, if multiple
ctions were taken sequentially given a state, each one would have
separate Q-value that would be updated as a function of another
-value, that is in reality not preceding it. The simultaneous actions
t the same state should be taken in parallel and this can be done
hrough MARL [64]. However, the number of actions at each state
an be variable, which requires a variable number of agents, so the
rdinary MARL techniques may not be useful for the iPN methodology.
or this, new definitions were made to incorporate the RL method with

imultaneous actions:
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Fig. 3. Comparison of the iPN algorithm with the ordinary PN with Monte Carlo simulation for finding the optimal strategy that maximizes the total rewards per episode.
Fig. 4. Flowchart of the proposed high level intelligent Petri net (iPN) methodology by Q-learning.
• the act of selecting a transition from an action group is defined
as a decision rather than an action;

• an action group that is enabled and waiting for the selection of
transition is called a pending action group. At RL state 𝑆, each
pending action group will have a set of available decisions, (𝑆);

• at RL state 𝑆, the set of available actions, (𝑆), will be equal
to the Cartesian product of all available decision sets:  = 1 ×
2 …×𝑛, where 𝑛 is the number of pending action groups;

• there will be no local Q-Values for each decision, but a global Q-
Value linked to the state and the joint action and updated based
on the sum of the rewards that come after the joint action. Thus,
the single-agent RL method will be applied, although Q-Value will
be related to the joint action instead of one decision;

• the policy selects a joint action that represents a combination of
simultaneous decisions but does not select each decision sepa-
rately.

Considering the joint action rather than separate actions ensures
6

that the MDP assumption is obeyed since the method will become
in the category of fully cooperative MARL methods with centralized
controller [65], which guarantees the generality of the method in the
case of simultaneous decisions.

3.3. Scaling of the Q-learning parameters

As indicated in line 2 of Algorithm 1, three parameters are used
to scale the Q-learning method within the iPNs, namely, the discount
rate 𝛾, the learning rate 𝛼, and exploration rate 𝜀. Section 2.1 already
indicated that in episodic task problems (like the OWT case study
considered in this work, and shown next), the discount rate can be
assigned a value 𝛾 = 1.

Regarding the learning rate parameter, 𝛼, it is proposed to decay
gradually throughout the learning process using Eq. (11). Note that this
equation is composed of two parts, one for the first Q-value updates,
while the other is for the rest of the updates, where the gradual decay
actually applies. The referred equation is mathematically described as

follows:
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𝜎

𝛼 =

{

1∕𝑛𝑢 if 𝑛𝑢 < 𝑛𝛼
𝜎𝛼(𝑛𝑒) if 𝑛𝑢 > 𝑛𝛼

(11)

here 𝑛𝑢 is the number of the Q-value updates, 𝑛𝛼 is an input parameter
hat controls when to shift between methods, and 𝜎𝛼(𝑛𝑒) ∶ N → R+ is
n exponential function controlling the decay of 𝛼 based on the episode
umber 𝑛𝑒. The exponential function 𝜎𝛼(𝑛𝑒) is defined as follows:

𝛼(𝑛𝑒) = 𝑎 + 𝑏 exp(−𝑐 ⋅ 𝑛𝑒), with: (12)
𝑎 = 𝛼min

𝑏 = 𝛼max − 𝛼min

𝑐 = ln[(𝛼′min − 𝑎)∕𝑏]∕𝑛𝑒𝑓
𝛼′min = 𝑣(𝛼min − 𝛼max) + 𝛼max
7

where 𝛼max and 𝛼min are the values of 𝛼 at the beginning and end of the
decay respectively, and 𝑛𝑒𝑓 is the episode number at which the decay
ends. Note that the output of this equation is maximum, i.e., 𝛼max, at
the beginning of the problem when the argument 𝑛𝑒 = 1, whereas it
reaches the minimum (𝛼min) when the argument equals 𝑛𝑒𝑓 . Because the
decay is exponential, the outcome reaches its absolute minimum only
at infinity. Indeed, the practical minimum, which is the value reached
at 𝑛𝑒𝑓 , is controlled by 𝑣 which indicates how close the practical and
the actual minimum are. This way of defining the exponential function
wipe-out the need of guessing the value of decay because it takes the
inputs directly as the required values at the beginning and end of the
decay process.

Note also that the first part of Eq. (11) makes 𝛼 to be the reciprocal
of the number of times an action is chosen at the state. This will result
in a Q-value equal to the average of all the previous expected returns
calculated starting from that action, which neglects the effect of initial
values chosen for the Q-values and consequently lets each Q-value shift
quickly towards its converged solution since 𝛼 will start by 1. The use of
the reciprocal function should stop after a certain number of updates
(namely, 𝑛𝑢 in Eq. (11)) to prevent 𝛼 from reaching very low values,
which makes the effect of new expected returns negligible.

Finally observe that to balance between exploration and exploita-
tion, Eq. (12) can also be used to define a function 𝜎𝜀(𝑛𝑒) for controlling
the exploration rate 𝜀; such that it takes different input parameters than
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Fig. 5. Schematic description of the assemble using subnets for the iPN created to model the O&M of an OWT. The grey area is indicative of subnets which apply for all the OWT
components, although the figure only illustrates the case of Component1, for simplicity.
𝜎𝛼(𝑛𝑒). The value of 𝜀 is also related to 𝑛𝑒, because the exploration needs
to stop or to reach the minimum desired value before the end of the
learning process, which is related to the total number of episodes, and
this equation can give the full control by specifying the right inputs.

4. Case study: intelligent O&M of an OWT

The iPN method proposed in this paper is used to create and
optimize an O&M model of an OWT. In this study, the OWT is modelled
using subsystems which are composed of a number of components. The
deterioration process of each component is divided into a number of
states defined by specific thresholds. In this case study, these states
differ from component to component, with a minimum of 2 and a
maximum of 4 states. For example, if the generation drivetrain system is
considered, the component starts in the normal state and then changes
to a degraded state when excessive vibration time is detected. This
vibration provides a pre-warning time until some heat is detected,
which changes the state to critical condition. This condition lasts some
time until the component reaches the failure condition. A condition
monitoring system (CMS) is assumed to be installed in the OWT to
provide updated information about each component’s condition. In this
work, the CMS is also considered as a component subjected to possible
error and failure, whose condition is assumed to be detected only by
performing an inspection or until it fails. If the CMS is in the degraded
or critical state, the condition revealed is subjected to error, whereas
when it fails, the component’s condition can no longer be monitored,
and the known condition of the component stays as the last known
condition before the CMS failure. A list of all the subsystems with
their corresponding components and conditions properties is provided
in Table 3, given in Appendix.

4.1. iPN model for the OWT

This section presents the iPN model created to optimize the O&M
of the OWT explained in the previous section. The model considers all
the OWT components (20, in total), the CMS condition, the lifespan of
the OWT, the electricity prices and running costs, the site accessibility,
8

along with the weather conditions. The iPN model is schematically
described by parts or subnets in Fig. 5, whereas the definition of each
subnet is given in Figs. 6 to 10. The system has a tree structure with
different subnets to perform different activities. Note that the shaded
parts of the model represent the subnets of one specific component,
component1, namely the blade, and these subnets are repeated for each
of the remaining components, although they are not represented in
the paper for clarity and lack of space. Briefly, the structure of the
system is composed of 20 components that are working and ageing
concomitantly. It is assumed that the system can only be in two
states, which are the working and failed, and that any failure of any
component implies the failure of the whole system. The condition of
each component is revealed by the CMS and periodic inspections, and
the maintenance decisions are taken based on the condition of the
whole system. Only CBM is considered, and the maintenance policy is
fully controlled by the RL agent. The decision to repair a component
is followed by logistic preparations, which is a component-specific
activity, and then a travel to the sight after finding a good weather
window. After that, maintenance is done for the selected components
if the conditions allow that. Note that the sequence of the activities can
be better understood from the connections of the nodes of each subnet
and this is explained in the sections below. A description of the nodes
of the iPN is provided in Table 4. Finally observe that the nodes in the
shaded areas are given names with subscripts (𝑖, 𝑢, 𝑚, and 𝑐) to make
finding their subnets easier, and also for differentiating them from the
common nodes, which are left with numerical subscripts.

In the model, the normal, degraded, critical, and failed states are
represented in subnet2 (Fig. 6) by places 𝑝𝑖1, 𝑝𝑖2, 𝑝𝑖3, and 𝑝𝑖4, respec-
tively. Transitions 𝑡𝑖1, 𝑡𝑖2, and 𝑡𝑖3 represent the degradation steps to
evolve between the aforementioned states. The time for each transition
is assumed to follow a Weibull distribution whose parameters are based
on the values used by Le and Andrews [31]. The condition of CMS
is represented by the places 𝑝1 to 𝑝4 from Subnet1 (Fig. 6, upper
panel), which reveals the known condition by the places 𝑝𝑖5 to 𝑝𝑖8 from
Subnet2. Places 𝑝30 to 𝑝33 are used to represent the known condition
of the CMS, since it can be different from the actual one (represented
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Table 1
Description of the different repair types with their time and monetary requirements. The wait weather time is modelled as a Weibull distribution characterized by shape parameter
𝛽, and scale parameter 𝜂.

Type Description and requirements Logistic
time (h)

Travel
time (h)

Wait weather
time (weeks)

Repair
time (h)

Typical
rate (£)

1 Heavy component, require external crane and Crane ships 500 3 𝛽 = 3.1, 𝜂 = 6 70 210,000
2 Heavy component, require internal/external crane (>800–1000 kg) and Jack-up barges 160 3 𝛽 = 3.5, 𝜂 = 3 50 120,000
3 Small parts, require internal crane (<800–1000 kg) and Jack-up vessels 48 3 𝛽 = 3.4, 𝜂 = 2 10 45,000
4 Small parts, inside nacelle, require Crew Transfer Vessels 24 3 𝛽 = 3.3, 𝜂 = 1 3 15,000
5 Small parts, outside nacelle, require Crew Transfer Vessels 8 3 𝛽 = 3.2, 𝜂 = 6 3 21,000
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by places 𝑝1 to 𝑝4) because these conditions cannot be detected until
performing an inspection or until it fails.

The marking of places 𝑝𝑖12 or 𝑝𝑖9 describes if the state detection
s erroneous or not, respectively. If the CMS is in normal state, 𝑡𝑖7
ill mark 𝑝𝑖9, whereas if the CMS is in degraded or critical state,

hen the firing of 𝑡𝑖8 or 𝑡𝑖9 has a probability of marking 𝑝𝑖12. The
robabilities for 𝑡𝑖8 to mark 𝑝𝑖12 and 𝑝𝑖9 are 0.2 and 0.8, respectively,
hilst the probabilities for 𝑡𝑖9 to mark 𝑝𝑖12 and 𝑝𝑖9 are set to 0.7 and
.3, respectively. The update of the component’s condition in case of
rror is done through the probability transition 𝑡𝑖11, and in the absence
f error, through the Subnet3 shown in Fig. 7 after marking place 𝑝𝑢1.

Additionally, the model assumes that the inspection of the OWT
s performed regularly, every 6 to 12 months [31], and also that it
ives an update of the known conditions of all components with no
rror. This is modelled by firing the timed transition 𝑡4, which marks
𝑢1 and 𝑝34 to update the condition of the components and CMS,
espectively. When the expected inspection occurs, a decision has to
e taken regarding the repair of the CMS, provided that it is not in a
ormal state. This decision is trained through the RL action group 𝑔1
y marking place 𝑝28 through one of the transitions from 𝑡33 to 𝑡35.

Every time the known condition of a component changes due to
egradation, monitoring, or inspection, a decision has to be taken
egarding which combination of deteriorated components has to be
epaired according to the new state of the environment. This is rep-
esented by marking place 𝑝5, which activates the iPN Subnet4, shown
n Fig. 8. The decision-making process and the details of the RL input
arameters for training decisions are described in the following section.

.2. Reinforcement learning for repair decisions on the OWT’s components

The proposed model in this work assumes that the system’s condi-
ion changes when the known condition of any component changes,
hus a maintenance decision is required. This decision-making process
s modelled through firing transition 𝑡5 in Fig. 8, which marks 𝑝𝑚1 to
heck if a repair is needed. If the known condition of the component
s normal, or if the component was chosen to be repaired previously,
𝑖5 or 𝑝𝑚5 will fire 𝑡𝑚3 or 𝑡𝑚1, respectively, to unmark 𝑝𝑚1. If these two
onditions do not happen, then 𝑡𝑚2 will produce a token to 𝑝𝑚3 to cause
he adoption of a decision through the action group 𝑔2 about whether
repair was required. Action group 𝑔2 for all deteriorated components

re enabled simultaneously to make the corresponding decision for
hese components at the same time, which is considered as one RL
ction, as was defined in Section 3.2.

emark 2. As indicated in Section 2.3, the decisions are taken based
n the state of the defined RL environment. In this case study, the
nvironment is defined by: the known condition (𝑝𝑖5 to 𝑝𝑖8), the repair
ecision place (𝑝𝑚5), and the repair start place (𝑝𝑚8) for each of the
omponents; the known conditions of the CMS (𝑝30 to 𝑝33); and the
umber of failures of the system (𝑝36). The true conditions of the
omponents cannot be assumed to be part of the environment because
hey are not available to the user, and considering them excludes the
ffect of CMS and inspection. Based on the specifications of the RL
nvironment, a state is automatically created (if it was not already
9

reated) with its available actions each time a decision is required. b
Once the decision to repair a component is made, further repairs
f the same component are not allowed until the current repair action
as been finished or cancelled. This is modelled by marking 𝑝𝑚5, which
nhibits 𝑡𝑚2. Then, one of the transitions 𝑡𝑚9 to 𝑡𝑚10 is fired according
o the component’s known condition to start the repair preparation
rocess according to the required type of repair. The iPN Subnet6 shown
n Fig. 9 describes the repair preparation process, whose rationale is
xplained in the following section.

.3. Description and modelling of repair activities

In this case study, the repair actions are classified according to
he size of the component and the equipment required for the repair.
able 1 shows the types of maintenance adopted here based on the
aintenance categories used in the industry [66]. The table also shows

he requirements, amount of time, and estimated costs of each main-
enance type. Note that maintenance types no. 4 and 5 are devoted
o repairing small parts outside and inside the nacelle, respectively.
hey both require small and fast vessels named crew transfer vessels
o transfer technicians, other personnel, and equipment spares to the
WT’s site for minor repairs or inspections. Maintenance types no. 2
nd 3 require jack-up rigs that allow transporting the unit to the desired
ocation, and movable legs that allow raising the hull over the sea
urface. Maintenance type no. 1 requires ships equipped with pedestal-
ounted or sheer-leg cranes specialized in lifting heavy loads to the
acelle. Maintenance type no. 3 can use self-propelled rigs named jack-
p vessels, whereas maintenance type no. 2 requires non-self-propelled
essels, named jack-up barges, with support ships that tow them to the
orking position. The aforementioned types of maintenance require

nternal (<800 kg) and external (>800 kg) cranes respectively. The
osts reflected in Table 1 comprise those related to the type of repair,
hich is considered before doing the actual maintenance. The type of

epair, the required maintenance action, and the cost for such action for
ach of the components at their different degradation states are listed
n Table 3, given in Appendix.

In this work, opportunistic maintenance can be an option, thus a
epair action is triggered when there is more than one component de-
anding maintenance. In such a case, the type of repair adopted from
able 1 is the one that corresponds to the more demanding component,
uch that the requirements of this component can cover the needs
or repairing the remaining less-restrictive components. However, the
WT’s components have different degradation rates, thus waiting until

everal components need repair can imply the failure of some of them
r a decrease in the OWT’s productivity. Here lies the importance of RL
o decide on the combination of components to be repaired based on
he state of the environment, so that optimal performance is achieved.

For the modelling of the repair, the process has been divided into 4
teps, namely: planning and logistics preparation, waiting for good weather,
ravelling and accessing the site, and actual repair. In this work, the
ime required for each of the repair processes, which is dependent on
he type of repair, is shown in Table 1. Also, the common processes
etween components, which are the ones before the actual repair, are
enoted by the term repair preparation.

Fig. 9 provides the definition of the Subnet6 from the iPN used to
odel the repair preparation processes. Observe that the model starts
y firing one of the transitions 𝑡𝑚9 to 𝑡𝑚11 according to the condition
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Fig. 6. Illustration of the iPN subnets for modelling operation, inspection, and condition monitoring actions.

Fig. 7. iPN (Subnet3) used for component’s condition updating.
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Fig. 8. Illustration of the iPN subnets for modelling maintenance decisions and actions.
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f each component, indicated by a token in 𝑝𝑐1, 𝑝𝑐2, or 𝑝𝑐3. Next, the
logistic preparation starts according to the type of the required mainte-
nance (indicated by marking any of the places 𝑝9 to 𝑝13), and then the
model indicates that the logistic preparation is undergoing (𝑝6), updates
the counters of the number of components that require each type of
repair (𝑝19 to 𝑝23), and triggers the maintenance preparation (𝑝24).
Then, according to the required type(s) of repair (𝑝19 to 𝑝23), part (or
all) of the 𝑡9 to 𝑡13 transitions are enabled. These transitions represent
the time for logistic preparation. Note that if more than one component
needs logistic preparation with the same type of maintenance, that
preparation happens only once, which is modelled by resetting the
logistic place after the logistic transition is fired. After the logistic
preparations for all the types of maintenance have finished, transition
𝑡6 is fired to trigger the waiting for good weather state (represented by
marking place 𝑝7).

In this model, the more demanding types of maintenance that can
fulfil the needs of the less demanding maintenance types, are selected.
Thus, the waiting for good weather state will be based on that selected
type, so that the subnet 𝑝14 to 𝑝18 and 𝑡14 to 𝑡18 will guarantee that only
one of the transitions will be fired based on the most demanding type of
repair. After that, 𝑝8 will be marked producing the firing of 𝑡8 after the
travel to the site time has passed. Firing 𝑡8 will mark 𝑝𝑚7 in Fig. 8, which
indicates that the OWT site is reached and actual repair is undergoing.

In some cases, the condition of a component that was chosen to
be repaired can change while preparing for the repair. In this case,
the repair preparation for that component should be stopped. Place
𝑝𝑚12 is marked every time a condition of a component is changed.
Accordingly, 𝑡𝑚25 is fired if the repair preparation is undergoing (𝑝24),
it was decided to repair this component (𝑝𝑚5), and the component is
not already under repair (𝑝𝑚8). This will mark 𝑝𝑚11, which will fire
one of the transitions 𝑡𝑚22 to 𝑡𝑚24 according to the known repair type
11

when this was decided. That will update the number of components p
that require each type of repair (places 𝑝19 to 𝑝23), and cancel the
decision on repairing that component (unmark 𝑝𝑚5). When any of the
counters 𝑝19 to 𝑝23 is emptied, the corresponding transition 𝑡27 to 𝑡31 is
fired to cancel the logistics of that type of repair, provided that it is
undergoing, or the corresponding transition 𝑡19 to 𝑡23 is fired to cancel
the wait for good weather of that type of repair. When all the counters
are emptied and preparation for a repair is undergoing, it means that
the preparation actions of all components are cancelled, so transition
𝑡26 is fired to cancel that repair preparation.

After the site is reached (𝑝𝑚7), three courses of action exist:

1. the component was decided to be repaired (𝑝𝑚5), but the com-
ponent is already under repair via another maintenance travel
launched before. Then, 𝑡𝑚12 will unmark 𝑝𝑚7;

2. the component was not decided to be repaired (unmarked 𝑝𝑚5),
so 𝑡𝑚13 will also unmark 𝑝𝑚7;

3. the component was decided to be repaired (marked 𝑝𝑚5) al-
though it is not under repair yet (unmarked 𝑝𝑚8), thus 𝑡𝑚21 will
fire to continue the process by marking 𝑝𝑚8 and 𝑝𝑚6.

In some cases, the actual repair of the component cannot take place.
his might happen if the preparation for the repair is done based on
rroneous conditions because of a CMS error, or if the component
egraded just while travelling to the site. This situation is addressed
ere by using the iPN subnet shown in Fig. 10, which is used to
heck if the repair can continue by comparing the known condition
hen the preparation of the repair started and the true condition after

eaching the site. This iPN subnet is activated after 𝑝𝑚6 is marked and it
hows twelve scenarios represented by transitions 𝑡𝑐1 to 𝑡𝑐12. The cases
ndicating that the repair can continue are connected to transition 𝑝𝑚10,
hilst the rest are linked to 𝑝𝑚9. The connections of transitions with

laces 𝑝𝑚10 and 𝑝𝑚9 differ from component to component based on the
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Fig. 9. iPN (Subnet6) for repair preparation.
number of conditions, the type of maintenance, and the action required
at each condition. The particular case corresponding to each component
is studied separately and their corresponding scenarios are shown in
Table 2. It is also assumed that, if the type of maintenance actions
required is the same regardless if full or partial replacement is needed,
then the maintenance team will prepare for full replacement since it
does not require any additional cost.

After finding that the repair cannot continue (𝑝𝑚9), 𝑡𝑚15 is fired to
update the known condition of the component (𝑝𝑢1), update the known
ondition of the CMS and decide on repairing it (𝑝34), and send a new
aintenance team to repair the deteriorated components (𝑝5). On the

ther hand, if the repair can continue (𝑝𝑚10), 𝑡𝑚16 is fired to indicate
he shutdown of the OWT to perform maintenance by marking 𝑝26, and
ne of the transitions 𝑡𝑚17 to 𝑡𝑚20 will be enabled according to the true
ondition of the component to model its actual repair.

Note that 𝑡𝑚17 is an instant transition just to pass the token if the
rue condition is normal. This happens if the CMS wrongly detected a
12
deteriorated state of the component. After the actual repair ends, it is
assumed that the component returns to its pristine-normal condition.
Accordingly, 𝑝𝑚10 will be unmarked, which will allow firing 𝑡25 to get
the OWT back to its working condition (𝑝25). Also, it will unmark
places 𝑝𝑚5 and 𝑝𝑚7 to indicate that the component is no longer under
repair, and will mark 𝑝𝑢1 to update the known condition to the normal
condition.

4.4. Reinforcement learning inputs

As explained in Section 3.3, 𝜎(𝑛𝑒) is proposed to control the decay
of the learning rate 𝛼 and the exploration rate 𝜀, by creating 𝜎𝛼(𝑛𝑒)
and 𝜎𝜀(𝑛𝑒) functions respectively. Here, the end of decay 𝑛𝑒𝑓 for both
functions is set to 0.95𝑛𝑡, where 𝑛𝑡 represents the total number of
episodes, set to 𝑛𝑡 = 100′000. Besides, 𝜀 is proposed to start by (𝜎max)𝜀
= 1 (fully exploratory), and to end by (𝜎min)𝜀 = 0.001 to keep a very
low probability of exploring the environment, which does not affect the
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Fig. 10. iPN (Subnet7) used to check if the maintenance can continue based on known condition of any component.
Table 2
Evaluation of the possibility to continue the repair of the OWT components based on the possible scenarios, which arise as combinations of the true condition after reaching the
site and the known condition when preparing for maintenance.

Transition True condition Known condition Component number (refer to Table 3)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

𝑡𝑐1 Normal Degraded ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ – ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

𝑡𝑐2 Degraded Degraded ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ – ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

𝑡𝑐3 Critical Degraded ✗ ✗ ✗ ✗ ✓ – – ✓ – – – – ✗ ✗ ✓ ✗ ✗ ✗ ✓ ✓

𝑡𝑐4 Failed Degraded ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✗ ✓ – ✓ ✓ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗

𝑡𝑐5 Normal Critical ✓ ✓ ✓ ✓ ✓ – – ✓ – – – – ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

𝑡𝑐6 Degraded Critical ✓ ✓ ✓ ✓ ✓ – – ✓ – – – – ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

𝑡𝑐7 Critical Critical ✓ ✓ ✓ ✓ ✓ – – ✓ – – – – ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

𝑡𝑐8 Failed Critical ✓ ✓ ✓ ✗ ✗ – – ✗ – – – – ✓ ✗ ✓ ✓ ✓ ✓ ✗ ✗

𝑡𝑐9 Normal Failed ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

𝑡𝑐10 Degraded Failed ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ – ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

𝑡𝑐11 Critical Failed ✓ ✓ ✓ ✓ ✓ – – ✓ – – – – ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

𝑡𝑐12 Failed Failed ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
e
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calculations of the Q-values. This is done along with the control of 𝛼,
hich starts with (𝜎max)𝛼 = 0.1 after performing 𝑛𝑢 = 10 updates and

eaches (𝜎min)𝛼 = 0.001 to reduce the effect of fluctuations and keep
he effect of old updates on averaging the Q-values since the policy
ecomes more trusty by the end of the solution. The value of 𝑣 is
pecified as 0.99 for both 𝛼 and 𝜀.

Under this configuration, the resulting RL algorithm aims at har-
esting the maximum possible wind energy while minimizing the O&M
osts. The rewards, expressed in monetary terms (by assuming electric-
ty rates 𝐸𝑅), consider the average annual energy production in kWh
or an OWT, which is calculated based on its capacity 𝑃 expressed
n MW units, and by taking into account the capacity factor 𝐶𝐹 , as
ollows:

[kWh] = 𝐶𝐹 ⋅ 𝑃 [MW] ⋅ 1 [year]

= 𝐶𝐹 ⋅ 𝑃 [kW] ⋅ 1e3 ⋅ 8760 [h]

= 8.76e6 ⋅ 𝐶𝐹 ⋅ 𝑃 [kWh]

(13)

n the last equation, 𝐸 is the average annual production. Here, the
ifespan of the OWT is assumed to be 25 years. To account for the
owntime of the OWT, the model is made to produce energy only
hen it is in the working state (𝑝25 marked). Accordingly, the average

evenues during a period 𝑝 is calculated by multiplying the 𝐸𝑅 by the
13

t

nergy produced in that period, as follows:

=

{

𝐸 ⋅ 𝐸𝑅 ⋅ 𝑝 if 𝑀(𝑝25) = 1
0 otherwise

(14)

here period 𝑝 is expressed in years. Today’s new OWT capacities, 𝑃 ,
anges from 3 to 8 [MW] [67] with a capacity factor, 𝐶𝐹 , ranging
etween 40% to 50% [68]. In this study, it is assumed that the OWT
apacity is 3 [MW] with a capacity factor equal to 45%, whereas the
lectricity rate is set to 𝐸𝑅 = 0.2 [£/kWh] (taken from average rates in
he United Kingdom provided by the Global Petrol Prices Website [69]).
otwithstanding, revenues are not considered directly for calculating

he rewards because the Q-learning is a one-step bootstrapping method,
hich works better if the change between consecutive states is recog-
izable and significant [43]. Since the OWT generate revenues most
f the time, considering them as rewards will cause small differences
etween states. Hence, the losses of revenues are considered to be
egative rewards, and they are calculated by subtracting the actual
evenues from the maximum possible revenues of the OWT.

On the other hand, O&M costs are also represented by negative
ewards. These costs include the actual maintenance costs provided
n Table 3 and linked to transitions 𝑡𝑚18 to 𝑡𝑚20 of each component,
nd 𝑡37 to 𝑡39 for the CMS. The O&M costs also include the prepa-
ation for maintenance costs provided in Table 1, which are linked
o transitions 𝑡 to 𝑡 , along with the inspection costs, which are
14 18
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estimated in £40,000 per inspection and linked to transition 𝑡4.2 Note
also that all the steps before the actual repair takes place are included
in the preparation costs. These costs can be shared by more than one
component that requires the same type of maintenance. Finally, the
downtime of the OWT can be shortened if the maintenance of more
than one component is done at the same time. Thus, the goal of our
iPN algorithm is to find the best condition and time to undertake
the maintenance actions for each of the components, thus the system
downtime and the costs are minimized while increasing the revenues.

5. Results

This section shows the results of the simulations using the proposed
iPN algorithm to optimize the O&M schedule of the considered OWT
case. Here, the learning process is divided into intervals of 500 episodes
each to calculate the average value of some variables of interest,
along with the uncertainty bounds. Fig. 11 shows the variation of the
mean and the uncertainty bounds of different operation variables, as a
function of the episode number. Observe that the uncertainty bounds
at the beginning of the learning process are high because at that stage
the policy is fully exploratory. Also, note that the policy at the end of
the learning process is deterministic and based on full exploitation, thus
the uncertainty bands are much smaller. Irrespectively, the remaining,
but small, uncertainty that can be observed towards the end of the
process appears because of the variability of the problem, e.g. stochastic
degradation rates, that cannot be eliminated.

Fig. 11a shows the total reward per episode. Observe that, since
rewards have been expressed in terms of costs and losses, thus the total
reward is always a negative quantity. The figure shows that the average
total reward at the end of the learning process is almost equal to the
upper uncertainty bound, which is the maximum that it can reach, and
also constitutes an indication that the RL was successful in finding the
optimal policy, i.e., the one that increases the rewards.

The increase in the total rewards is also reflected on different O&M
variables like the productivity losses (Fig. 11b), revenues (Fig. 11c),
costs (Fig. 11d), turbine availability (Fig. 11e), and the number of
failures (Fig. 11f). Note that the RL agent within our proposed iPN
algorithm has been able to increase the revenues and the availability to
reach their maximum possible values, and also to decrease the number
of failures and losses to almost 0. However, observe that it was not able
to completely eliminate the costs, due to the fixed costs of the periodic
inspection. Another reason for the last relies on the necessity to perform
maintenance actions to avoid downtime and failure.

Besides, the results obtained from the iPN algorithm reflect that
the costs are very sensitive to the uncertainty, probably because of the
stochastic degradation rates of the components, which result in differ-
ent patterns of components’ conditions for each episode, thus requiring
different maintenance actions and costs. Moreover, the results indicate
that stochastic deterioration can also have an effect on downtime
because of the different times required for maintenance preparation and
actual action. The time to prepare for maintenance can contribute to
downtime if the component is in a failed state. However, this is avoided
once the failure of the OWT is avoided. Yet, the downtime caused by
the actual repair cannot be avoided, but its effect on the availability is
minimal since it requires a very short period of time.

Finally, the results in Fig. 11 also show that the effect of the costs
is minimal on the total rewards because the decrease in the losses is
almost equal to the increase in the total rewards, and the uncertainty
in the costs barely adds uncertainty to the total rewards.

2 Roughly, the O&M costs of offshore wind turbines are around e0.02 per
KWh [70], and the electricity rates around e0.2 per KWh, hence the costs to
evenues ratio is around 10%. A simulation was done while following periodic
aintenance, and it was found that to preserve that ratio adopted by the

ndustry, the O&M costs should be about 3 times the values provided by Le
14

nd Andrews [31]. Thus, these costs were adopted. a
6. Discussion

This section provides a discussion about the results obtained above.
Indeed, the first aspect to highlight taking the results at hand, is that
increasing the revenues of an OWT, which is done by decreasing the
negative rewards arising due to downtime losses, is much more impor-
tant than decreasing the maintenance costs. Our simulations indicate
that the RL agent wisely chose to undertake costly actions in the short
term in pursuit of achieving greater profits in the long run. This is
why it is always important in RL to define the rewards in terms of
ultimate goals, and not based on what is expected to be beneficial for
increasing the ultimate goal. That also remarks the need for expressing
all types of rewards in the same unit, e.g., GBP in our case, otherwise,
they might be unbalanced, which can drive the policy to avoid making
maintenance in order to decrease the negative rewards of the costs.

To better discuss the role of the RL agent within the proposed iPN
lgorithm, an analysis has been carried out based on a simulation of
000 episodes following the final policy achieved with 𝜀 = 0 (without
ny exploration). The results are illustrated in Fig. 12 by showing
he 46 most frequent RL states and their corresponding actions for a
election of components, namely components 21, 1, 2, 18, 19, and 20,
s indicated in Table 3. In this exercise, each component can be in one
f 6 possible states, which are: normal, degraded, critical, failed, under
reparation, or under repair, indicated in Fig. 12 by the legend.

The figure is divided into two parts, the upper one describes the
L states whereas the lower one describes the corresponding actions.
n index is assigned to each of the states for easier interpretation, and

hese indexes are labelled horizontally above the upper part (1,6,11,
. . ). For example, the conditions of components 21, 1, 2, 18, 19, and 20
t state number 11 are: normal, normal, degraded, normal, degraded,
nd normal, respectively, which is shown by the coloured column under
umber 11. This state has two components in a degraded state, which
re components 2 and 19. Accordingly, four actions exist at this state
hat are the combinations of decisions that can be taken for each of
he components. These actions are: repair–repair, repair–no repair, no
epair–repair, and no repair–no repair decisions taken for components
and 19 respectively. The Q-values for each of the four actions are:
8.8 ⋅ 105, −6.8 ⋅ 105,−11.6 ⋅ 105, and −7.2 ⋅ 105, respectively, thus the
ptimal action, which is the one with the highest Q-value, corresponds
o the second one, namely to repair the first and not to repair the second
omponent. This action is illustrated in the lower part of the figure by
he coloured column no. 11, which describes the action as a group
f decisions, namely: no decision, no decision, repair, no decision,
o not repair, and no decision for components 21, 1, 2, 18, 19, and
0 respectively. The ‘‘no decision’’ status is given for the components
hat do not require a decision about being repaired, i.e., they are not
epaired.

The analysis and interpretation of the optimal policy figure (Fig. 12)
lso provide some hints on how the rewards have been optimized
hrough our proposed iPN. The first observation is that the algorithm
avours the repair of components 1, 2, and 18, but not the repair of
omponents 19 and 20 in most of their deteriorated states. The main
ifference between these two groups of components is the deterioration
ate, which is represented by the size parameter, 𝜂 (refer to Table 1).
his parameter is larger for components 19 and 20, which makes their
robability of failure low before the end of the OWT life. Thus, the
lgorithm enables the use of these components with free maintenance
uring the lifespan unless they are about to fail. On the other hand,
he preferred decision for components 1, 2, and 18 was to repair once
he deterioration occurs, and this is because repairing at a degraded
tate is much cheaper than doing a major repair at a critical or failed
tate. Besides, the change of the condition to a degraded state takes
uch more time than the change to critical or failed. This means that
ot repairing in a degraded state for these components can only add
short period of service before the repair becomes unavoidable. In
ddition to that, if a component fails, it causes additional downtime, the
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Fig. 11. Results of the simulation of the iPN algorithm for the OWT case study, with the indication of the learning for six O&M variables as a function of the number of episodes.
highest maintenance costs, and decreases the efficiency of the turbine.
Indeed, failure causes the longest downtime because of the need to
stop the OWT from producing energy for the time taken to detect
the failure, prepare for maintenance, travel to the site, and make the
actual maintenance. The downtime to repair at any other condition
only includes the time of the actual maintenance, because the OWT
can still work during the preparation steps. Precisely, our algorithm
reveals that it is preferred to always maintain in good condition the
components that can reach failure.

Observe as well that the case of the CMS is similar to that of
components 19 and 20 because it has a slow deterioration rate. Thus,
paying the costs of repairing the CMS at the end of the service life may
not be cost-effective because the payback period of that action may be
greater than the remaining useful life (RUL). In addition to that, it is not
important to keep the components in perfect condition in the last years
of the service life because they are going to be disposed of in just a few
years. Therefore, knowing the accurate condition of the components via
15
the CMS is not that important anymore, and inspections can be enough
in that period. In fact, it can be noticed that the decision was to not
repair the CMS for most of the states.

The RL agent was able also to do interesting work by understand-
ing when to trust or not the information coming from the CMS. For
example, states 37 and 39 show a failure of component 18, but the RL
decision was not to repair this component in these states. At state 39,
the condition of the CMS was critical, so it can be easily concluded that
the revealed failure was an error. However, at state 37, the condition of
the CMS is degraded, which means that it was more probable that the
CMS revealed the correct condition, but the RL took the decision not to
trust the CMS. This was because the final policy was to repair compo-
nent 18 when any deterioration is detected, which makes it very rare
for this component to reach a failed state. Accordingly, the algorithm
learnt that the component was not failed and the CMS was mistaken.
Not repairing at that condition means postponing the decision until the
next inspection happens, which reveals the true state of the component.
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L was able to use the combinations of the component’s states as an
ndicator of the RUL and to use it for making decisions.

As a curiosity, and to corroborate the results from the iPN algorithm,
note that although the decision was not to repair components 19 and
20 for most of the states because they have low probabilities of failure,
the decision at states 10 and 22 was to repair these components. This
is because the condition of components 19 and 20 was critical at
these states, which gives more chance to have failure. Thus, a repair
was made to completely eliminate the probability of failure no matter
what the maintenance costs are. Based on the policy results, and by
comparing the values of the revenues and the costs (Fig. 11), it can be
concluded that avoiding downtime and failure is more important than
saving maintenance costs. In light of this information, it was decided to
follow the strategy of repairing when any deterioration is detected for
the schedules of the components that were not optimized by RL. This
strategy with the RL policy formed the decision support system (DSS)
for the whole OWT.

Finally, to evaluate the DSS, the iPN model was simulated based
on its decisions, based on corrective maintenance, and based on pe-
riodic maintenance; then, the three simulations were compared. The
corrective maintenance was made by enabling the repair decision of
each component only when the known condition of the component
failed. On the other hand, periodic maintenance was made by disabling
the CMS and making minor repairs for each component periodically.
Accordingly, the net profit per lifespan, calculated by subtracting the
costs from the revenues, was £56.1 MM, £11.6 MM, and £29.3 MM for
the DSS, the corrective one, and the periodic strategy, respectively. The
DSS has the highest profit because it has resulted in very high availabil-
ity, around 99.4%, and a very low probability of failure, around 2%.
The costs spent for the DSS case are £2.48 MM, which represent only
4.42% of the profit, so using the RL to further optimize the maintenance
strategy by considering all the components instead of the five in the
RL decisions can result in a very slight improvement. This implies that
the current strategy of the DSS can be considered as an approximate
optimum strategy, which outperforms the conventional ones.

The current study uses a tabular reinforcement learning method,
16

which is Q-learning. Tabular methods can reach exact solutions when
the state space is discrete and not too big, but they are unfeasible for
enormous or continuous state spaces. Thus, if any of the variables de-
scribing the RL environment is continuous (e.g. components’ conditions
based on continuous damage features) it is necessary to discretize these
variables before applying the tabular methods. However, discretization
can result in a huge state space, so for such cases, it is better to use
function approximation RL methods, which rely on finding a general
approximate value function using any of the supervised learning tech-
niques rather than estimating the value for each particular state–action
pair separately.

7. Conclusions

A novel general methodology has been provided for combining
RL with HLPN to form an intelligent PN model. The method, which
has been named iPN, allows upgrading any conventional PN model,
regardless of the number of states or actions, by gathering groups
of transitions describing the conflicting actions in sets called action
groups. The proposed methodology has been formulated in a general
manner, however, this paper gave special focus to O&M problems, by
providing specific treatment of practical O&M aspects within the iPN
ormulation. The method was used to autonomously find an optimum
olicy for the O&M of an OWT while considering different influencing
actors. The following are some concluding remarks:

• the iPN algorithm has been able to deal with a final policy which
makes an OWT availability equal to 99.4% while minimizing the
maintenance costs, thus increasing the profits to the maximum;

• the iPN algorithm was able to learn when to trust the condi-
tion monitoring system based on the overall condition of the
system. Also, it was able to recognize the probability of failure
of each component based on their pattern of conditions and take
maintenance actions accordingly;

• the created model was able to experience all the possible state–
action pairs and evaluate each of them separately, creating a
successful DSS that can address all possible scenarios;
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Table 3
Maintenance data for the 20 components of the OWT considered in the case study, along with the condition monitoring system data.

Subsystem Component State Trsn params. Required maintenance Action

#-Name 𝛽 𝜂 Type Action cost (£)

Blades 1-Blades Degraded 1.2 23.02 5 Minor repair (patching, sealing) 12,000
Critical 1.2 2.88 1 Replacement 600,000
Failed 1.2 2.88 1 Replacement 600,000

Hub 2-Hub Degraded 1.2 15.38 4 Minor corrosion repair 9,000
Degraded 1.2 1.92 1 Replacement 132,000
Failed 1.2 1.92 1 Replacement 132,000

Drivetrain 3-Main bearings Degraded 1.2 160 4 Repair of pitting, misalignment 15,000
Critical 1.5 20 1 Bearing replacement 60,000
Failed 1.5 20 1 Bearing replacement 60,000

4-Gearbox Degraded 1.3 16 4 Gear tooth repair 15,000
Critical 1.2 2 3 Gear replacement 150,000
Failed 1.4 2 2 Gearbox replacement 780,000

5-Main shafts Degraded 1.2 160 4 Minor repair 15,000
Critical 1.5 20 4 Minor repair, adjust alignment 15,000
Failed 1.5 20 1 Shaft replacement 110,000

Break 6-Calipers/pads Degraded 1.2 13.11 3 Replace worn components 12,000
System Failed 1.2 3.28 3 Replace calipers 12,000

7-Brake Discs Degraded 1.2 42.28 3 Replacement 12,000
Failed 1.2 10.57 3 Replacement 12,000

Power 8-Generator Degraded 1.2 15.38 3 Part replacement 150,000
System Critical 1.2 1.92 3 Part replacement 150,000

Failed 1.2 1.92 2 Replacement 450,000
9-Frequency converter Degraded 1.2 33.38 2 Replacement 36,000

Failed 1.2 8.35 2 Replacement 36,000
10-Transformer Failed 1.2 14.93 3 Replacement 90,000

Hydraulic 11-gear pump Degraded 1.2 12 3 Part replacement 78,000
System Failed 1.2 8 3 Pump replacement 117,000

12-Valves/pipes Degraded 1.2 13.11 4 Tightening/replacement 3,000
Failed 1.2 3.28 4 Replacement 3,000

Yaw 13-Hydraulic actuator Degraded 1.2 32.28 4 Minor repair 21,000
System Critical 1.2 12 3 Part replacement 60,000

Failed 1.2 8.57 3 Complete replacement 90,000
14-Bearing/gear Degraded 1.2 29.12 4 Corrective repair 15,000

Critical 1.2 3.64 3 Gear tooth repair 21,000
Failed 1.2 3.64 1 Complete replacement 27,000

15-Yaw brake Degraded 1.2 29.12 3 Part replacement 18,000
Critical 1.2 3.64 3 Part replacement 18,000
Failed 1.2 3.64 3 Complete replacement 27,000

Pitch 16-Hydraulic actuator Degraded 1.2 25.12 4 Minor repair 24,000
System Critical 1.2 4 3 Part replacement 69,000

Failed 1.2 7.28 3 Complete replacement 103,500
17-Bearing/gear Degraded 1.2 15.38 4 Corrective repair 24,000

Critical 1.2 1.92 3 Gear tooth repair 69,000
Failed 1.2 1.92 3 Complete replacement 69,000

Structure 18-Tower Degraded 1.2 6 5 Corrosion repair 60,000
Critical 1.2 3 1 Replacement 792,000
Failed 1.2 5.93 1 Replacement 792,000

19-Nacelle Degraded 1.2 133.33 5 Loss of section, crack repair 15,000
Critical 1.2 16.67 5 Loss of section, crack repair 15,000
Failed 1.2 16.67 1 Replacement 120,000

20-Foundation Degraded 1.2 133.33 5 Corrosion/repaint/remove- 45,000
Critical 1.2 16.67 5 Marine growth 45,000
Failed 1.2 16.67 1 Replacement 612,000

CMS 21-CMS Degraded 1.2 133.33 – Minor repair 9,000
Critical 1.2 16.67 – Major repair 30,000
Failed 1.2 16.67 – Replacement 60,000
Table 4
Description of the nodes from the iPN model shown in Figs. 6 to 10.

Petri net Nodes Description

Fig. 6 𝑝𝑖1, 𝑝𝑖2, 𝑝𝑖3, 𝑝𝑖4 Normal, degraded, critical, and failed true states of a component
𝑡𝑖1, 𝑡𝑖2, 𝑡𝑖3 Degradation process of the component
𝑝𝑖5, 𝑝𝑖6, 𝑝𝑖7, 𝑝𝑖8 Normal, degraded, critical, and failed known states of a component
𝑝1, 𝑝2, 𝑝3, 𝑝4 Normal, degraded, critical, and failed true conditions of the CMS
𝑡𝑖1, 𝑡𝑖2, 𝑡𝑖3 Degradation process of the CMS
𝑝34, 𝑡41 Update the known condition of the CMS
𝑝30, 𝑝31, 𝑝32, 𝑝33 Normal, degraded, critical, and failed known conditions of the CMS
𝑝𝑖10 The known condition should be updated because the component’s or the CMS’s condition is changed

(continued on next page)
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Table 4 (continued).
Petri net Nodes Description

𝑝𝑖15 The known condition is changing
𝑡𝑖12, 𝑡𝑖5 Cannot or can reveal known condition because CMS is in the failed or working state
𝑡𝑖7 CMS will reveal condition without error
𝑡𝑖8, 𝑡𝑖9 CMS will reveal condition with a probability of error (degraded CMS)
𝑡𝑖9 Known condition to be updated without error
𝑝𝑖12 Known condition to be updated with error
𝑝5 A Component’s known condition is changed, a decision has to be taken regarding the repair of each component since that the RL

state is changed

𝑝𝑢1 Activate the Petri net responsible for updating state (PN in Fig. 7)
𝑡4 Inspection triggered
𝑡32, 𝑡33, 𝑡34, 𝑡35 Update the known condition of the CMS, and decide on repair if the CMS is not in the normal state
𝑝28 Decide on repairing CMS
𝑡40, 𝑡36 Repair and do not repair decisions of CMS
𝑡37, 𝑡38, 𝑡39 Repair CMS according to its condition
𝑡42 Change the known condition to failed when the true condition is failed without the need of inspection because a failed CMS can be

revealed by not receiving information about the OWT

𝑝35, 𝑡𝑡43, 𝑡44 To give an order to check maintenance for all components in case the inspection is triggered while CMS is not in the normal
condition

𝑝36 Number of failures counter
𝑝37 Indicator that the system is in a failed state. This inhibits the degradation of other components
𝑡45 To reset the failed state indicator once all the failed components are repaired

Fig. 8 𝑝25, 𝑝26 Working and stopped states of the OWT
𝑡5 Check the need of maintenance for all components. 𝑝𝑖15 inhibits the start of check until no component is changing its known

condition

𝑝𝑚1 Maintenance check starts
𝑝𝑚5 Component is chosen to be repaired
𝑝𝑚8 Component is under repair
𝑡𝑚3 Terminate maintenance check since the state is normal
𝑡𝑚1 Terminate maintenance check, maintenance already chosen
𝑡𝑚2 Continue check maintenance
𝑝𝑚3 Decide on repairing the component
𝑡𝑚7, 𝑡𝑚8 Choose or reject repair
𝑡𝑚9, 𝑡𝑚10, 𝑡𝑚11 Start preparing for maintenance according to known condition by triggering Petri net shown Fig. 9
𝑡8 Start maintenance after finishing preparations in Fig. 9
𝑡𝑚13 Maintenance was not selected for this component (it can be selected for others), cancel maintenance for it
𝑡𝑚12 The component is already under maintenance, cancel maintenance for it
𝑡𝑚21 Carry on maintenance
𝑝𝑚6 Activate the Petri net shown in Fig. 10 for checking if maintenance can continue based on what was the revealed condition of the

component

𝑝𝑚9 Maintenance cannot continue
𝑝𝑚10 Maintenance can continue, fire 𝑡𝑚16 to change the state of OWT to stopped
𝑡𝑖3 Change the OWT to stopped because a component is in the failed state
𝑡𝑚17 Cancel repair because the component’s true condition is normal
𝑡𝑚18, 𝑡𝑚19, 𝑡𝑚20 Repair the component according to its condition and update the known condition by sending token to 𝑝𝑢1. The delay parameters of

these transitions depends on the repair type required for each condition of the component, and they are provided in Table 1

Fig. 10 𝑝𝑐1, 𝑝𝑐2, 𝑝𝑐3 The known condition when the repair decision is taken. 𝑡𝑚7 reset these places, and 𝑡𝑚9, 𝑡𝑚10, 𝑡𝑚11 update them (Fig. 9)
𝑡𝑐1 to 𝑡𝑐12 Cover all the true and known (except normal) conditions possible scenarios and control if maintenance can or cannot continue

Fig. 7 𝑡𝑢5 Reset old known condition
𝑡𝑢1 to 𝑡𝑢4 Update the known condition rightly based on the true condition

Fig. 9 𝑝9 to 𝑝13 Logistic preparation is taking place for repair types 5 to 1
𝑡9 to 𝑡13 Logistic preparation time for repair types 5 to 1 (delay parameters are in Table 1)
𝑝6, 𝑡6 To insure that the next step cannot start until finishing logistic preparations for all repair types
𝑝14 to 𝑝18 Waiting for a good weather for repair types 5 to 1
𝑡14 to 𝑡18 Waiting time for a good weather will be according to the most difficult needed repair type; one transition will be fired. (delay

parameters are in Table 1)

𝑝7 Enable start waiting for a good weather. Waiting can be suspended by emptying it
𝑝8, 𝑡8 Travel to the sight is started. (delay parameter, that is the travel time, is in Table 1)
𝑝19 to 𝑝23 Counters for how many components need each of the repair types 5 to 1
𝑝𝑚12 Components’ known state is changed. Check if it effects the repair preparation
𝑡𝑚25 State of the component is changed (𝑝𝑚12), repair preparation is undergoing (𝑝24), it was decided to repair this component (𝑝𝑚5), and

component is not already under repair (𝑝𝑚8). Then, preparation is affected
𝑡𝑚26 Component’s state have changed (𝑝𝑚12), but preparation is not affected because the component was not decided to be repaired (𝑝𝑚5)
𝑡𝑚27 Component’s state have changed (𝑝𝑚12), but preparation is not affected because their is no undergoing repair preparation (𝑝24)
𝑡𝑚28 Component’s state have changed (𝑝𝑚12), but preparation is not affected because the component is already undergoing repair (𝑝𝑚8)
𝑝𝑚11 Cancel the repair preparations related to the component by: enabling one of the cancelling repair transitions 𝑡𝑚22, 𝑡𝑚22, or 𝑡𝑚24
𝑡𝑚22, 𝑡𝑚23, 𝑡𝑚24 They cancel the preparation according to the last known component’s condition (𝑝𝑐1, 𝑝𝑐2, or 𝑝𝑐3). Then, reduce the repair type

counters (𝑝19 to 𝑝23) and cancel the component’s repair (𝑝5)

𝑡27 to 𝑡31 If a repair preparation counter (𝑝19 to 𝑝23) is emptied because of component/s changed state/s, stop logistic preparations for that
repair type

𝑡19 to 𝑡23 If a repair preparation counter (𝑝19 to 𝑝23) is emptied because of component/s changed state/s, stop taking that repair type/s into
account while waiting for a good weather

𝑡26 If all repair counters are emptied while undergoing repair preparation (𝑝24), cancel repair preparation
18



Reliability Engineering and System Safety 231 (2023) 109013A. Saleh et al.
• further work can consider components’ conditions based on con-
tinuous damage features, along with extending the proposed
methodology to farms of OWTs based on heterogeneous compo-
nents and subjected to varied degradation conditions;

• more research is needed to explore the use of data directly
from CMS (i.e., raw data taken from installed sensors) within
the iPN methodology, along with its reformulation to include
PHM information, thus converting it as an intelligent predictive
maintenance tool.
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