
Computers & Industrial Engineering 172 (2022) 108611

A
0
n

Contents lists available at ScienceDirect

Computers & Industrial Engineering

journal homepage: www.elsevier.com/locate/caie

A mathematical programming approach to SVM-based classification with
label noise✩

Víctor Blanco a,b,∗, Alberto Japón c,d, Justo Puerto c,d

a Institute of Mathematics (IMAG), Universidad de Granada, Spain
b Dpt. Quantitative Methods for Economics & Business, Universidad de Granada, Spain
c Institute of Mathematics (IMUS), Universidad de Sevilla, Spain
d Dpt. Stats & OR, Universidad de Sevilla, Spain

A R T I C L E I N F O

Keywords:
Supervised classification
SVM
Mixed integer non linear programming
Label noise

A B S T R A C T

In this paper we propose novel methodologies to optimally construct Support Vector Machine-based classifiers
that take into account that label noise occur in the training sample. We propose different alternatives based
on solving Mixed Integer Linear and Non Linear models by incorporating decisions on relabeling some of the
observations in the training dataset. The first method incorporates relabeling directly in the SVM model while
a second family of methods combines clustering with classification at the same time, giving rise to a model
that applies simultaneously similarity measures and SVM. Extensive computational experiments are reported
based on a battery of standard datasets taken from UCI Machine Learning repository, showing the effectiveness
of the proposed approaches.
1. Introduction

The primary goal of supervised classification is to find patterns
from a training sample of labeled data in order to predict the labels
of out-of-sample data, in case the possible number of labels is finite.
Among the most relevant applications of classification methods are
those related with security, as in spam filtering or intrusion detection.
The main difference of these applications with respect to other uses of
classification approaches is that malicious adversaries can adaptively
manipulate their data to mislead the outcome of an automatic analysis.
For instance, spammers often modify their emails by obfuscating words
which typically appear in known spam or by adding words which are
likely to appear in legitimate emails. Also, as stated in Weerasinghe,
Erfani, Alpcan, and Leckie (2019), when machine learning algorithms
utilized in safety–critical environments are compromised by adver-
saries, it could even result in loss of human lives. Note that, doubting
on the reliability of the labels on the target variable is usual when
having suspicions about the possibility of an intentional flip among
these labels. However, it is not by far the only case in which one
must think about this possibility. Nowadays, it is commonly said that
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data scientists spend a large percentage of their time dealing with
collecting and preprocessing data, meanwhile the remainder is used to
model and extract information from databases. Mistakes converted into
wrong label assignments are very likely to happen. For instance, data
can be wrongly identified at the very beginning of the data collection
phase, or code errors can occur when preprocessing a database, leading
to a dataset with label noise. Then, one has to, not only derive a
classification rule from a training sample, able to adequately classify
out-of-sample data, but also to take into account that some of the labels
might be incorrect.

The goal of this paper is to analyze the power of using mathematical
programming tools for the label noise detection when constructing a
Support Vector Machine (SVM) classifier. As pointed out in Ganapathi-
raju and Picone (2000), among all the available optimization-based
classifiers, SVMs particularly suffer the effect of noisy labels because
their reliance on support vectors and the feature interdependence as-
sumption. This is the reason to analyze only this baseline model here.
Although it would have been possible to extend the analysis to other
methodologies (for instance, to classification trees), it would require
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to include extra mathematical programming formulations as well as
further considerations on the proposed models which would loose the
focus of our contribution and would decrease the readability of the
paper. Needless to say, that a similar approach can be followed with
other baseline methods but this is beyond the scope of this paper.
The interested reader is referred to Blanco, Japón, and Puerto (2020b)
for further details of this methodology applied to the construction of
classification trees.

Related works

Analyzing the vulnerabilities of classifiers and their robustness
against attacks, to better understand how their security may be im-
proved, has recently received growing interest from the scientific
community. Bi and Zhang propose in Bi and Zhang (2005) robust
alternatives when the features of the training sample observations are
corrupted. On the other hand, Biggio et al. provide in Biggio, Nelson,
and Laskov (2011) an algorithmic approach to handle adversarial
modifications of the labels, in case the labels are independently flipped
with the same probability, by correcting the kernel matrix. According
to Nalepa and Kawulok (2018), three main groups of approaches
for dealing with noisy datasets have been already proposed in the
literature: (1) Design of algorithms which filter noisy and/or misla-
beled vectors from the input data (as in Ekambaram et al., 2016;
Ghoggali & Melgani, 2009; Han & Chang, 2013); (2) Construction of
robust classifiers against noisy labeling (see Duan and Wu (2018) and
Natarajan, Dhillon, Ravikumar, and Tewari (2017)); and (3) Use of
noise models in parallel with the obtention of the classifier, which
are finally coupled for a higher-quality classification (see Bertsimas,
Dunn, Pawlowski, and Zhuo (2019), Ganapathiraju and Picone (2000),
Weerasinghe et al. (2019), Xiao et al. (2015) and Xu, Crammer, and
Schuurmans (2006)). Further details on the different approaches to deal
with datasets containing mislabeled observations can be found in the
recent survey in Frénay and Verleysen (2013).

Most recent methodologies to deal with noisy datasets are sequen-
tial. Thus, loosing the optimal performance obtained by one shot
methods based on mathematical programming approaches. For in-
stance, in the recent method presented in Northcutt, Jiang, and Chuang
(2021), based in the so-called Support Vector Machine with Confi-
ent Learning (SVM-CL) approach, the authors propose a probabilistic
ethod in three sequential phases: (1) estimate the transition matrix of

lass-conditional label noise, (2) filter out noisy examples, and (3) train
he dataset once noisy data are removed via Co-Teaching. Analogously,
n de França and Coelho (2015) it is proposed a novel method in which
irst the training sample is biclustered (see e.g., Cheng & Church, 2000)
rying to capture correlation between features and observations, next
he training sample is modified according to the biclusters, and then
he classification is performed on the modified dataset. Furthermore,
here are some globally optimal methods that have been proposed in the

literature. In particular, in Bertsimas et al. (2019), the authors present
different robust adaptations of classical classification methods to deal
with uncertainty in labels and/or features in the training sample.

In contrast to those methods that have been already proposed to
deal with classification and noisy labels, our approach simultaneously
construct a SVM-based classifier and re-labels observations, leading
to an optimal method. In addition, this approach allows one to get
separating hyperplanes that would have been impossible to obtain
throughout standard SVM and that report better results for many
different problems.

Although the method proposed in Bertsimas et al. (2019) also
optimally constructs the classifier under the presence of noisy labels,
it is thought to be robust against the worse possible situation. On
the contrary, our method builds the classifier always on the conve-
nience of finding good classifiers and not to be protected against the
worst possible flip of labels which results in better classifiers in most
2

scenarios. t
Moving away from the main focus of our paper, one can also find in
the literature different techniques to handle data with noisy labels, as
for instance, deep-learning classification models (see e.g., Chen, Liao,
Chen, and Zhang (2019), Liu, Niles-Weed, Razavian and Fernandez-
Granda (2020), Tanaka, Ikami, Yamasaki, and Aizawa (2018) and Yu
et al. (2019)) or Classification Trees (Blanco et al., 2020b).

Our contribution

In this paper, we propose a novel mathematical programming based
methodology to construct an optimal classification rule by means of
an ad hoc adaptation of a Support Vector Machine (SVM) classifier
that incorporates the detection and correction of label noise in the
dataset. Support Vector Machine (SVM) is a widely-used methodology
in supervised binary classification, firstly proposed in Cortes and Vap-
nik (1995). Given a number of observations with their corresponding
labels, the SVM technique consists, in its simplest form, of finding
an hyperplane in the feature space so that each class belongs to a
different half-space maximizing the separation between classes (in a
training sample) and minimizing some measure of the misclassifying
errors. This problem can be cast within the class of convex optimization
and its dual has very good properties that allow one to extend the
methodology to construct also nonlinear classifiers. Most of the SVM
literature concentrates on binary classification where several exten-
sions are available. One can use different measures for the separation
between classes (Blanco, Puerto and Rodríguez-Chía, 2020; Ikeda &
Murata, 2005a, 2005b), aggregation strategies (Maldonado, Merigó,
& Miranda, 2018), select important features (Labbé, Martínez-Merino,
& Rodríguez-Chía, 2018), apply regularization strategies (López, Mal-
donado, & Carrasco, 2018; Peng, Xu, Kong, & Chen, 2016), use twin
(non parallel) separators (Peng & Chen, 2018), extensions to multiclass
classification (Blanco, Japón, & Puerto, 2020a; Liu, Martín-Barragán, &
Prieto, 2021), one-class classification (Kang, Kim, & Cho, 2019; Shin,
Eom, & Kim, 2005) and control charts pattern recognition (Ünlü, 2021),
incorporation of margin distributions (Liu, Chu, Gong and Peng, 2020),
or extensions of the hyperplane location problem to other supervised
learning problems (Blanco, Japón, Ponce, & Puerto, 2021; Blanco,
Puerto, & Salmerón, 2018), etc.

One of the main reasons of the success of SVM tools in classifi-
cation, may be that one can project the original data onto a higher
dimensional space where the separation of the classes can be more
adequately performed, and still with the same computational effort
that was required in the original problem. This property is the so-
called kernel trick, and very likely this is one of the reasons that has

otivated the successful use of this tool in a wide range of applications
see e.g., Bahlmann, Haasdonk, and Burkhardt (2002), Kašćelan, Kašće-
an, and Novović Burić (2016), Majid, Ali, Iqbal, and Kausar (2014),
kwuashi and Ndehedehe (2020) and Radhimeenakshi (2016), among
any others).

The construction of SVM-based classifiers that simultaneously rela-
el observations has many advantages when dealing with label noise
atasets, but also when working on problems in which false positives
nd false negatives have different misclassifying costs. Also, in prob-
ems with unbalanced classes (as for instance in datasets on fraud
ith credit card transactions in which around a 99.9% of the observa-

ions are not fraudulent transactions Federal Trade Commission, 2017;
aldonado, Bravo, López, & Pérez, 2017 or in the number of claims

n non-life insurances Boucher, Denuit, & Guillen, 2009). In Fig. 1
e illustrate this situation. One can observe in the left picture the
rojection on the plane of a set of observations labeled by fraudulent
red) and non fraudulent (green) transactions. Linear separators seems
o be impossible to construct for this instance, but also non linear
lassifiers will result in overfitting. However, as shown in the right
icture, if one allows a few of the labels to be changed, one can obtain
etter classifiers. Note that in this case, false positives are more costly

han false negatives (since asking for a little more of information via
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Fig. 1. Original data (left) and optimal hyperplane separating re-labeled classes with our method (right).
text message on the phone normally solves this true negative cases). It
is also important to remark that this separating hyperplane could not
have been obtained through standard SVM since all the support vectors
belong to the same class (green points).

In this paper we propose two different approaches. We present a
model in which re-labeling observations depends on the errors of the
SVM-based method itself searching for a compromise between the gain
obtained in misclassification error and margin and the penalty paid
for each change of labels. On the other hand, we will also introduce
two models in which re-labeled observations will come from similarity
measures on the data. Our method is distribution-free so that it does not
assume any distribution on the dataset and the detection of mislabeled
observations and the construction of the classifier is optimal based on
solving an add-hoc mathematical program.

To assess the validity of these methods we have performed a battery
of computational experiments on 7 different real datasets. For these
datasets we have repeated the experiments for 5 different scenarios, by
randomly flipping a 0%, 20%, 30%, 40% or 50% of the labels in the
original data. When comparing our method with respect to classical
SVM, and with SVM-CL from Northcutt et al. (2021), we can see that
ours gets better results on noisy label datasets.

Summarizing, the main contributions of this work are the following:

• We provide different mathematical programming models to con-
struct classification rules from a training sample by deciding,
simultaneously, those observations with label noise.

• The mathematical programming formulations are based on adapt-
ing adequately different Support Vector Machine models to in-
tegrate them the possibility of relabeling observations with two
different families of approaches: One based on relabeling by
means of minimizing misclassification errors and other based on
different unsupervised learning tools.

• The proposed approaches do not assume any distribution on the
dataset and the detection of mislabeled observations and the con-
struction of the classifier is optimal based on solving an add-hoc
optimization program.

• The results of testing our algorithms on different real-world
datasets indicate that our proposals are more robust under attacks
than the classical SVM classifier but also than the recent SVM-
CL (Northcutt et al., 2021) approach which is specifically taylored
to this end.

The rest of the paper is organized as follows. In Section 2 we set up
and describe the elements of the problem to be considered. Afterward,
in Section 3 we introduce the different formulations of our models, to
end up in Section 4 presenting our computational experiments. Finally,
we finish this article in Section 5 with some conclusions and an outline
of our future work.
3

2. Preliminaries

In this section we introduce the problem under study and set the
notation used through this paper.

Given a training sample
{

(𝑥1, 𝑦1),… , (𝑥𝑛, 𝑦𝑛)
}

⊆ R𝑝 × {+1,−1}, the
goal of linear SVM (see e.g., Cortes and Vapnik (1995) and Mangasarian
(1999)) is to obtain a hyperplane separating the data (𝑥 ∈ R𝑝) into their
two different classes (𝑦 ∈ {+1,−1}). Among all possible hyperplanes
that can obtain such a separation between the classes, SVM looks
for the one with maximum margin (maximum distance from classes
to the separating hyperplane) while minimizing the misclassification
errors. Let us denote by  a hyperplane in R𝑝 in the form  =
{

𝑧 ∈ R𝑝 ∶ 𝜔𝑡𝑧 + 𝜔0 = 0
}

for some 𝜔 ∈ R𝑝 and 𝜔0 ∈ R (the vector 𝑣𝑡

is the result of the transpose operator applied to the vector 𝑣 ∈ R𝑝).
This hyperplane will induce a subdivision of the data space R𝑝 into
three regions: the +1 (positive) half-space + =

{

𝑧 ∶ 𝜔𝑡𝑧 + 𝜔0 > 1
}

,
the −1 (negative) half-space − =

{

𝑧 ∶ 𝜔𝑡𝑧 + 𝜔0 < −1
}

and the
strip  =

{

𝑧 ∶ −1 ≤ 𝜔𝑡𝑧 + 𝜔0 ≤ 1
}

. In the SVM model, positive-class
observations (𝑦 = +1) will be forced to lie on the positive half-space,
and the same constraint will be imposed for the negative-class (𝑦 = −1)
observations on the negative half-space. When these constraints are
violated for an observation, a penalization error is accounted for in
the optimization problem. The separation (margin) between classes
is computed as the width of the strip . As mentioned before, the
SVM separating hyperplane will be obtained from an equilibrium of
maximizing the separation between classes and minimizing these pe-
nalization errors. Denoting by 𝑒𝑖 ∈ R+ the misclassification error of
observation 𝑖, and by 𝐶 the constant of penalization of these errors, the
SVM can be formulated as the following Non Linear Problem (NLP):

min 1
2
‖𝜔‖22 + 𝐶

𝑛
∑

𝑖=1
𝑒𝑖

s.t. 𝑦𝑖(𝜔𝑡𝑥𝑖 + 𝜔0) ≥ 1 − 𝑒𝑖, ∀𝑖 = 1,… , 𝑛

𝜔 ∈ R𝑝, 𝜔0 ∈ R,

𝑒𝑖 ∈ R+, ∀𝑖 = 1,… , 𝑛.

In Fig. 2 we can see a set of points belonging to two different,
blue and green, classes (left picture) and its SVM optimal solution for
a given parameter 𝐶 (right picture). The black line is the separating
hyperplane while the other two parallel lines are delimiting the strip, ,
between classes. The points that lie on these parallel lines, the boundary
of the strip, are the so called support vectors, and they verify that
|𝜔𝑡𝑥𝑖 + 𝜔0| = 1. Finally, we represent in red color the magnitude of
the errors induced by margin violations.

If we further analyze the above dataset, we can see that there are
four blue observations at the very right of the dataset, and two green
observations on the left that have a strong impact when building the
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Fig. 2. Original set of points (left) and optimal SVM solution on these points (right).
Fig. 3. Not optimal solution on the SVM problem.
classifier. These observations do not allow one to construct a SVM
separator of the dataset as the one we can see in Fig. 3, since that would
lead to very big misclassification errors with a very tiny margin.

Moreover, there are another two green observations, besides the
two on the left, that are closer to the blue cloud of points than to the
green one. Hence, if we could consider that these four green points
and the four blue ones on the right were wrongly labeled (because of
their closeness to the rest of points), we might consider a separating
hyperplane with a slope like the one presented on the left of Fig. 4
as a better classifier. However, this separating hyperplane would be
impossible to obtain with the SVM model since all the support vectors
belong to the same class and to avoid huge misclassification errors the
model would forbid such a slope.

Motivated by the above kind of configurations, we have studied
different models in which a separating hyperplane is obtained not only
based on the original labels but also on the possibility of relabeling
some of the original observations of the training sample at a given
penalty cost. We say that an observation is relabeled if one of the
following assumptions occurs:

𝑦𝑖 = ±1 but our model considers that 𝑦𝑖 = ∓1.

We will use the notation �̂�𝑖 to represent the class that the model
is considering for observation 𝑖. Hence, an observation is said to be
relabeled if 𝑦𝑖 ≠ �̂�𝑖.

Following the example shown in Figs. 2 and 3, we can see on the
right of Fig. 4 the solution of our model, with a separating hyperplane
with the desired slope. Considering the original classes (blue and
green), purple points represent the points that the model considers to
be blue (despite of their actual label), and orange points represent the
4

points that the model considers to be green. This separating hyperplane
is optimal in our problem, the model considers that support points be-
long to different classes (even thought that is not true regarding to the
original values) and no misclassification errors appear in the solution
(which is also not true for the original labels). The underlying idea in
these models is that based on the geometry of the problem, relabeling
some observations can lead to more robust/accurate classifiers. These
classifiers can be very useful when dealing with datasets with outliers,
and also in datasets in which some noise is known to be added to the
data labels.

3. Mathematical programming models

In this section we present the three mathematical optimization
models that we propose to solve the problem consisting in building
a hyperplane for binary classification, and, simultaneously, relabeling
potential noisy observations. In the first model, relabeling labels on
the original observations will be based on the errors with respect to
the separating hyperplane. On the other hand, besides considering the
errors with respect to the separating hyperplane, the other two models
will also take into account information from data based on the geom-
etry of the points through the k-means and the k-medians methods.
Nevertheless, despite the fact that some observations are relabeled in
our models, in order to make predictions, we will maintain the state for
predictions on out of sample data which establishes that observations
that lie on the positive half-space of the separating hyperplane will
be predicted as positive class observations, meanwhile observations
that lie on the negative half-space will be predicted as negative class
observations.
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Fig. 4. Optimal solution after re-labeling.
3.1. Model 1: Re-label SVM

The first model that we propose relies on a very basic idea, observa-
tions will be relabeled based on the error with respect to the separating
hyperplane, i.e., a penalty for each relabeling will be considered and
the model will determine whether the cost compensates the global
misclassification error. Let �̂�𝑖 be the final label for the observation
𝑖 (after relabeling), for all 𝑖 = 1,… , 𝑛. Hence, using the notation
introduced before, the model can be synthetically summarized in the
following way:

min 1
2
‖𝜔‖22 + 𝐶1

𝑛
∑

𝑖=1
𝑒𝑖 + relabelingCost(�̂�)

s.t. �̂�𝑖(𝜔𝑡𝑥𝑖 + 𝜔0) ≥ 1 − 𝑒𝑖, ∀𝑖 = 1,… , 𝑛

𝜔 ∈ R𝑝, 𝜔0 ∈ R,
𝑒𝑖 ∈ R+, ∀𝑖 = 1,… , 𝑛,

�̂�𝑖 ∈ {−1, 1}, ∀𝑖 = 1,… , 𝑛.

The model above is a SVM model in which observations can be rela-
beled, and thus, instead of considering 𝑦𝑖 on the separability constraint,
the relabeled observations �̂�𝑖 are used. In what follows we describe
how to incorporate the relabeling to the constraints and the objective
function. Observe that if no cost is assumed for relabeling, the model
will relabel most of the observations to obtain a null misclassification
error, resulting in senseless classifiers. Thus, we model this cost with
a penalty, so that the model will try to maintain the original labels on
data and it will only relabel observations when a strong gain on the
margin or a strong minimization on the errors is produced.

Note that classical linear SVM-based methodologies measure the
misclassification error for a given training observation (𝑥𝑖, 𝑦𝑖) by means
of the distance from 𝑥𝑖 to the correct halfspace (+ or −) with respect
to its label 𝑦𝑖. In contrast, in this new model, since the observation
may be conveniently re-labeled, the misclassification error, although
measured also as the distance from 𝑥𝑖 to one of the halfspaces +

or −, the reference halfspace is determined by the actual label (�̂�𝑖)
provided by the model instead that by the original one. At the end,
misclassification errors are measured exactly in the same way in both
models, but in Re-label SVM the originals labels may be modified,
paying a penalty cost for relabeling, implying more flexibility when
fitting the SVM-based separating hyperplanes.

In order to derive a suitable mathematical programming formula-
tion for the problem, we consider the following set of binary variables
to model relabeling:

𝜉𝑖 =
{

1, 𝑖𝑓 �̂�𝑖 = −𝑦𝑖,
0, otherwise. for 𝑖 = 1,… , 𝑛.

With these variables, relabelingCost(�̂�) = 𝐶2
∑𝑛

𝑖=1 𝜉𝑖, where 𝐶2 is the
unitary cost of relabeling. Also, to construct the classifier, we consider
the following auxiliary set of continuous variables:

𝛽𝑖𝑗 =

{

𝜔𝑗 , if observation 𝑖 is relabeled,
∈ R for 𝑖 = 1,… , 𝑛, for 𝑗 = 0,… , 𝑝,
5

0, otherwise.
and by 𝛽𝑖 = (𝛽𝑖1,… , 𝛽𝑖𝑝) ∈ R𝑝.
Observe that, with the above notation,

�̂�𝑖(𝜔𝑡𝑥𝑖 + 𝜔0) = 𝑦𝑖(𝜔𝑡𝑥𝑖 + 𝜔0) − 2𝑦𝑖(𝛽𝑡𝑖𝑥𝑖 + 𝛽𝑖0).

Based on the discussion above, our problem can be formulated as
follows:

min 1
2
‖𝜔‖22 + 𝐶1

𝑛
∑

𝑖=1
𝑒𝑖 + 𝐶2

𝑛
∑

𝑖=1
𝜉𝑖 (RE-SVM)

s.t. 𝑦𝑖(𝜔𝑡𝑥𝑖 + 𝜔0) − 2𝑦𝑖(𝛽𝑡𝑖𝑥𝑖+𝛽𝑖0) ≥ 1 − 𝑒𝑖, ∀𝑖 = 1,… , 𝑛, (1)

𝛽𝑖𝑗 = 𝜉𝑖𝜔𝑗 , ∀𝑖 = 1,… , 𝑛, 𝑗 = 0,… , 𝑝, (2)

𝜔 ∈ R𝑝, 𝜔0 ∈ R, (3)

𝛽𝑖 ∈ R𝑝, 𝛽𝑖0 ∈ R, ∀𝑖 = 1,… , 𝑛, (4)

𝑒𝑖 ∈ R+, 𝜉𝑖 ∈ {0, 1} , ∀𝑖 = 1,… , 𝑛. (5)

In the formulation above, constraints (1) and (2) allow one to model
the relabeled observations whereas (3) declares that the coefficients of
the hyperplane are continuous variables. Constraint (4) defines a set of
variables that will be equal to the coefficients of the hyperplane when
an observation is relabeled, and zero otherwise. With these new coeffi-
cients, if an observation is not relabeled, constraints (1) coincide with
those of the classical SVM, that together with the objective function
and (5) allow one modeling the misclassification errors as hinge losses,
i.e. 𝑒𝑖 = max{0, 1 − �̂�𝑖(𝜔𝑡𝑥𝑖 + 𝜔0)} for all 𝑖 = 1,… , 𝑛.

Note that (RE-SVM) is a Mixed Integer Nonlinear Problem due to its
objective function, because even though constraints (2) are written in
a nonlinear way, they can be linearized as follows:

𝜔𝑗 −𝑀(1 − 𝜉𝑖) ≤ 𝛽𝑖𝑗 ≤ 𝜔𝑗 +𝑀(1 − 𝜉𝑖), ∀𝑖 = 1,… , 𝑛, 𝑗 = 0,… , 𝑝,

−𝑀𝜉𝑖 ≤ 𝛽𝑖𝑗 ≤ 𝑀𝜉𝑖, ∀𝑖 = 1,… , 𝑛, 𝑗 = 0,… , 𝑝,

for 𝑀 ≫ 0 a big enough constant. Observe that one can always
assume that the coefficients of the hyperplane are normalized and that
‖(𝜔,𝜔0)‖∞ ≤ 1, and then, the value of 𝑀 can be fixed to one.

With the above considerations, (RE-SVM) can be reformulated as
a Quadratic Mixed Integer Programming problem with linear con-
straints (MIQP), which can be solved by the available off-the-shelf
solvers (Gurobi, CPLEX, XPRESS, . . . ), which use a non-linear branch
and bound approach (Gupta & Ravindran, 1985) whose continuous
subproblems are efficiently solved using interior-point algorithms.

Remark 3.1. In the same manner that we formulate the problem above
using a hinge-loss point of view for the misclassification errors, it can
be easily adapted to other loss functions as the ramp loss (Huang, Shi,
& Suykens, 2014). This latter case results in the following mathematical
programming model:

min1
2
‖𝜔‖22 + 𝐶

( 𝑛
∑

𝑖=1
𝑒𝑖 + 2

𝑛
∑

𝑖=1
𝜉𝑖

)

(RL-SVM)

s.t. 𝑦 (𝜔𝑡𝑥 + 𝜔 ) ≥ 1 − 𝑒 −𝑀𝜉 , ∀𝑖 = 1,… , 𝑛
𝑖 𝑖 0 𝑖 𝑖
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0 ≤ 𝑒𝑖 ≤ 2, ∀𝑖 = 1,… , 𝑛

𝜉𝑖 ∈ {0, 1}, ∀𝑖 = 1,… , 𝑛

𝜔 ∈ R𝑝, 𝜔0 ∈ R.

ere, the observations that lie outside the margin in the wrong side
f the separating hyperplane are equally penalized in the objective
unction regardless of the misclassification distance.

.2. Cluster-SVM models

The second family of models that we propose for detecting label
oise in the data are based on using similarity measures on the ob-
ervations. These models will be called Cluster-SVM methods since they
erform, simultaneously, two tasks: clustering and classification by
VM. On the one hand, the cluster phase of these methods will induce
elabeling based on heterogeneity of the information, whereas the SVM
hase computes the classifier after relabeling. We present here two
ifferent alternatives for clustering data into two groups and its linkage
o a classification system: the 2-median and the 2-mean problems.

The goal of these methods is to find two clusters for a given set
f observations, considering that an observation will belong to exactly
ne cluster. These clusters are built by finding two reference points
centroids or medians) representing each of the two groups determined
y the observations closer to them, in a way that the overall sum of
istances from points to their respective reference points is minimum.
e distinguish two models under these settings by using two different

istance measures: the 𝓁1 and the 𝓁2 norms.
Let us denote by 𝐾+ ∈ R𝑝 and 𝐾− ∈ R𝑝 the two (unknown) reference

oints, and 𝑑𝑖 = min{‖𝑥𝑖 − 𝐾+‖, ‖𝑥𝑖 − 𝐾−‖}, the distance from the
bservation 𝑖 to its closest reference points, for 𝑖 = 1,… , 𝑛 (here ‖ ⋅ ‖
ill represent either the 𝓁1 or the 𝓁2-norm). The representation of such
closest distance to the reference points will be incorporated to the
athematical programming model using the following set of binary

ariables:

𝑖 =
{

1, if observation 𝑖 is assigned to cluster +,
0, if observation 𝑖 is assigned to cluster −,

for 𝑖 = 1,… , 𝑛.

These clusters represent similar observations and will help the SVM
ethodology, together with the relabeling, to find more accurate clas-

ifiers.
Combining the ideas presented on RE-SVM with the clustering based

ethods, we can derive a new family of models, that assign obser-
ations to two groups based on the clusters obtained by minimizing
he overall sum of the norm-based distances from the data points to
heir corresponding reference points. Moreover, it also tries to separate
s much as possible these two clusters by means of a hyperplane.
ach one of the clusters is assigned to one of the differentiated classes
n our classification problem. Finally, this hyperplane will induce a
ubdivision of the data space in a way that the decision rule of the
lassification problem for out-of-sample data is the same that is used
n standard SVM. We present below the MIP formulation for this
roblem. Let 𝑀1,𝑀2,𝑀3 ≫ 0 be big enough positive constants and
⋅ ‖ representing either the 𝓁1 or the 𝓁2-norm.

min 1
2
‖𝜔‖ + 𝐶1

𝑛
∑

𝑖=1
𝑒𝑖 + 𝐶2

𝑛
∑

𝑖=1
𝜉𝑖 + 𝐶3

𝑛
∑

𝑖=1
𝑑𝑖 (Cluster-SVM)

s.t. 𝑦𝑖(𝜔𝑡𝑥𝑖 + 𝜔0) ≥ −𝑀1𝜉𝑖, ∀𝑖 = 1,… , 𝑛, (6)

𝑑𝑖 ≥ ‖𝑥𝑖 −𝐾+‖ −𝑀2(1 − 𝜃𝑖), ∀𝑖 = 1,… , 𝑛, (7)

𝑑𝑖 ≥ ‖𝑥𝑖 −𝐾−‖ −𝑀2𝜃𝑖, ∀𝑖 = 1,… , 𝑛, (8)

𝜔𝑡𝑥𝑖 + 𝜔0 ≥ 1 − 𝑒𝑖 −𝑀3(1 − 𝜃𝑖), ∀𝑖 = 1,… , 𝑛, (9)

𝜔𝑡𝑥𝑖 + 𝜔0 ≤ −1 + 𝑒𝑖 +𝑀3𝜃𝑖, ∀𝑖 = 1,… , 𝑛, (10)

𝜃𝑖, 𝜉𝑖 ∈ {0, 1}, ∀𝑖 = 1,… , 𝑛, (11)
6

𝑒𝑖, 𝑑𝑖 ∈ R+, ∀𝑖 = 1,… , 𝑛, (12) p
𝐾+, 𝐾− ∈ R𝑝, (13)

𝜔 ∈ R𝑝, 𝜔0 ∈ R. (14)

ote that the constants 𝑀1,𝑀2,𝑀3 in the formulation above must be
hosen such that 𝑀1 > max𝑖=1,…,𝑛

{

𝑦𝑖
(

∑

𝑗=1,…,𝑑 𝑥𝑖𝑗 + 1
)}

(considering
w.l.o.g. that the coefficients are taken so that ‖(𝜔,𝜔0)‖∞ ≤ 1), 𝑀2 >
max{‖𝑥𝑖−𝑥𝑗‖ ∶ 𝑖, 𝑗 = 1,… , 𝑛} and 𝑀3 >

∑

𝑗=1,…,𝑑 𝑥𝑖𝑗+2+max{‖𝑥𝑖−𝑥𝑗‖2 ∶
, 𝑗 = 1,… , 𝑛}. Tightened values for this constants could be calcu-
ated using similar ideas than those elaborated in Baldomero-Naranjo,
artínez-Merino, and Rodríguez-Chía (2020).

The objective function of (Cluster-SVM) aggregates the following
our elements to be simultaneously optimized:

- The margin (measured with the 𝓁1 or 𝓁2 norm) has to be maxi-
mized.

- The errors of classification with respect to the separating hyper-
plane have to be minimized.

- Relabeled observations have to be penalized.
- Distances from observations to their reference points have to be

minimized.

he aggregation of these four terms leads to define a hyperplane with
good margin, separating two homogeneous clusters with respect to

istances and classes. Constraint (6) enforces the positive (resp. neg-
tive) class observations to be located on the positive (resp. negative)
alf-space of the separating hyperplane when no relabeling is applied.
ach relabeled observation is penalized by 𝐶2 units, not allowing a
arge number of relabeling unless it compensates large misclassification
rrors or unless they lead to a margin gain. This methodology allows us
o keep the same decision rule for out-of-sample data as the one used in
tandard SVM. Constraints (7) and (8) permit to determine the closest
entroid to each observation, whereas constraints (9) and (10) enforce
he misclassification errors to be computed with respect to the cluster,
.e. the classification is performed with respect to the classes 𝜃𝑖 that
ave been created based on the similarity of the observations.

The above model results in two different problems depending on the
orm-based distances applied.

Median SVM Model This model results from (Cluster-SVM) using
the norm 𝓁1. It will be referred to as the 2-Median SVM model.
The problem turns out to be a mixed integer linear problem and
can be solved using any of the off-the-shelf MIP solvers.

Mean SVM Model This is the version of model (Cluster-SVM) using
the 𝓁2. Since we are using a nonlinear norm, the 2-Means SVM
results in a Mixed Integer Nonlinear Programming problem,
that can be reformulated as a Mixed Integer Second Order
Cone Optimization (MISOCO) problem. As for the MIP there
are nowadays available off-the-shelf commercial optimization
solvers implementing routines for its efficient solution.

emark 3.2 (2-𝓁𝜏 Cluster SVM Model). One could also consider differ-
nt 𝓁𝜏 -norms (𝜏 ≥ 1) for both the margin measure and the clusters
imilarity measures. In this case, the problem becomes also a MINLP
roblem, but based on the results provided by Blanco, Ben Ali, and
uerto (2014), it can also be efficiently reformulated as a MISOCO
roblem. These type of problems can be solved by the available off-
he-shelf solvers (Gurobi, CPLEX, XPRESS, . . . ), which use a branch
nd bound approach (Gupta & Ravindran, 1985) where continuous
roblems in the nodes (Second Order Cone optimization) are efficiently
olved using interior-point algorithms.

. Experiments

In this section we report the results of our computational ex-

erience. We have studied seven real datasets from UCI Machine
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Learning Repository (see Biggio et al., 2011), all of them are binary
classification problems that come from different topics. The datasets
used are: Statlog-Australian Credit Approval (Australian), Breast Cancer
(BreastCancer), Statlog-Heart (Heart), Parkinson Dataset with repli-
cated acoustic features (Parkinson), QSAR biodegradation (QSARbiodeg
Vertebral Column (Vertebral) and Wholesale Customers (Wholesale).
The dimensions (𝑛: number of observations, 𝑝: number of features) of
these datasets is reported in Table 1.

For each of these datasets we have performed five different experi-
ments. The goal in these experiments is to make predictions as accurate
as possible on out of sample data. The first experiment consists on mak-
ing predictions by training the models with the original data. On the
other hand, in order to represent attacks in the training data, we have
considered four different scenarios in which a random amount of labels,
within the set {20%, 30%, 40%, 50%}, have been flipped for training data,
.e., four scenarios in which we have added some label-noise on training
ata.

We have performed a 5-fold cross validation scheme. Thus, data
ave been split into 5 train-test random partitions. In each of these folds
e have trained our models and we have used the other four folds for

esting. Moreover, we have repeated this 5-fold cross validation 5 times
or each dataset, in order to avoid beneficial starting partitions, and
e report the average results obtained. For all the instances we have

rained our three models and we have compared them with standard
VM and SVM-CL (Northcutt et al., 2021). We have considered standard
VM as benchmark since, despite the good results provided by SVM-
L for some experiments, standard SVM provided a better performance
n average among all the experiments (see Table 1 and Fig. 5). The
easure used to evaluate the performance of the models have been the

ccuracy, in percentage, on out of sample data:

𝐶𝐶 = #Well Classified Test Observations
#Test Observations ⋅ 100

The parameters that appear in the different methods that we compare
are validated as usual, that is, for each of the instances we perform a
grid search on the cost parameters and the best result obtained in the
validation sample among these parameters is the one reported. More
specifically, the grids used in the experiments are the following:

SVM: 𝐶 ∈
{

10𝑖 ∶ 𝑖 = −5,… , 5
}

.
RE-SVM: 𝐶1, 𝐶2 ∈

{

10𝑖 ∶ 𝑖 = −5,… , 5
}

.
2-medians-SVM: 𝐶1, 𝐶2 ∈

{

10𝑖 ∶ 𝑖 = −5,… , 5
}

, 𝐶3 ∈
{

10𝑖 ∶ 𝑖 =
−3,… , 0}.
2-means-SVM: 𝐶1, 𝐶2 ∈

{

10𝑖 ∶ 𝑖 = −5,… , 5
}

, 𝐶3 ∈
{

10𝑖 ∶ 𝑖 = −3,
… , 0}.
SVM-CL: Default tuning parameters (see Northcutt et al., 2021).

Observe that some approaches required more hyperparameters to cali-
brate than others. Although it implies a clear computational disadvan-
tage in the training phase, it does not imply a benefit of one method
over others in terms of quality of the obtained classifier since training
and test are evenly performed with all the models (one fold for training
and the remainder for validating).

The mathematical programming models were coded in Python 3.6,
and solved using Gurobi 7.5.2 on a PC Intel Core i7-7700 processor at
2.81 GHz and 16 GB of RAM. Due to the complexity of the 2-means-
SVM, we have helped the solver uploading an initial feasible solution
that was obtained in the 2-medians-SVM problem. We have not solved
to optimality all the instances, especially those with the 2-means-SVM
in which the problem becomes nonlinear, and hence we have estab-
lished a time limit of 30 s for all the experiments. This training time
has sufficed to obtain rather good classifiers. Indeed, as one can observe
from the results obtained, this time limit is adequate to construct robust
classifiers under noisy labels. Note that not guarantying the optimality
of the solutions of our models does not necessarily imply that the
classifiers are not adequate.
7

Table 1
Accuracy results of our computational experiments.
Dataset Method Percentage of flipped labels

0% 20% 30% 40% 50%

SVM-CL 84.55 82.10 71.12 58.93 49.68
Australian SVM 86.11 85.43 79.23 68.13 59.47
(690,14) RE-SVM 86.42 85.68 83.37 76.97 66.13

2-medians-SVM 86.08 85.84 84.67 78.95 69.54
2-means-SVM 85.97 85.74 82.65 77.14 67.70

SVM-CL 95.73 91.87 87.37 78.49 58.36
BreastCancer SVM 96.49 93.47 89.96 85.94 68.16
(683,9) RE-SVM 96.88 96.20 94.97 90.36 77.00

2-medians-SVM 96.63 95.31 94.46 91.10 87.31
2-means-SVM 96.96 95.93 95.39 93.11 90.01

SVM-CL 78.70 71.03 60.09 56.01 49.66
Heart SVM 82.23 76.86 69.68 63.79 56.90
(270,13) RE-SVM 82.84 78.38 73.16 68.86 61.25

2-medians-SVM 82.01 78.75 77.29 75.38 71.99
2-means-SVM 82.06 78.81 77.40 75.97 72.90

SVM-CL 78.18 65.56 59.47 55.58 49.29
Parkinson SVM 81.66 74.74 70.17 62.28 57.82
(240,40) RE-SVM 82.43 77.64 73.22 67.29 62.97

2-medians-SVM 80.32 78.62 78.12 77.51 76.28
2-means-SVM 80.47 79.22 78.78 78.20 77.03

SVM-CL 81.62 78.86 74.07 56.78 46.78
QSARbiodeg SVM 82.12 78.07 74.09 63.38 48.97
(1055,40) RE-SVM 84.53 79.61 75.00 66.42 54.58

2-medians-SVM 84.08 78.79 74.32 67.87 67.02
2-means-SVM 83.61 78.55 74.42 67.86 66.81

SVM-CL 80.94 72.79 68.54 60.53 50.69
Vertebral SVM 84.51 75.43 71.34 66.78 57.47
(310,6) RE-SVM 85.10 79.61 74.83 72.33 67.92

2-medians-SVM 85.31 82.62 80.80 78.30 76.31
2-means-SVM 86.28 84.32 81.77 79.91 76.76

SVM-CL 88.98 85.40 78.03 57.19 45.42
Wholesale SVM 90.08 85.30 79.74 72.23 57.73
(440,7) RE-SVM 90.39 88.77 85.97 80.12 69.07

2-medians-SVM 90.58 89.54 87.79 82.78 73.54
2-means-SVM 91.23 89.56 87.39 85.88 82.92

In Table 1 we report the average accuracy results obtained in all the
experiments for the different models and the different levels of label-
noise. In such a table we have used the yellow-green color to indicate
the results in which we are a 3% − 5% better than the benchmark, the
green color to indicate whether we are a 5% − 10% better than the
benchmark, and the cyan color to highlight the results in which we
are at least a 10% above the benchmark. Also, we show in Fig. 5 the
accuracy boxplots of the 625 instances per dataset (5 partitions × 5
scenarios × 5 folds × 5 models).

Regarding to the results, several conclusions can be pointed out:

• Our three models perform consistently better than classical SVM
when the training dataset is corrupted. Besides, the stronger the
percentage of flipped labels, the bigger the difference between our
models’ results and SVM’s results. In Fig. 5 one can check how
SVM model has lower tails and wider boxes than RE-SVM.

• 2-medians-SVM and 2-means-SVM perform better than RE-SVM
for heavy attacks (40%−50% of flipped observations). In contrast,
the cluster-based models require more time to be trained than
RE-SVM, both because the problems are harder to solve (apart
from relabeling, the distances to the centroids and the assign-
ments observations-to-centroids are modeled) and the number of
parameters that must be tuned. In Fig. 5 one can easily check that
RE-SVM has wider boxes than 2-medians-SVM and 2-means-SVM,
which are explained by the behavior of these models against the
attacks.

• Our models have a better performance than the rest of approaches
even for the original datasets in which no labels are flipped. This
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Fig. 5. Accuracy Boxplots of the obtained accuracies.
is due to the flexibility offered by methodologies, because some
of the observations are allowed to be relabeled looking for a
better classifier. The original datasets may contain outliers that
contaminate the sample and so they deteriorate the classifier. This
situation is automatically detected and fixed by our methods, by
adequately relabeling observations.

• Our methods outperform SVM-CL, which is a specialized method,
designed to detect noisy labels. The rationale under these results
is that SVM-CL seems to wrongly identify the right distributions
of the data. These mistakes propagate to the construction of the
classifier since it is built on some incomplete data. This fact also
results in worse accuracies than standard SVM that works with
the entire dataset without paying attention to the existence of
outliers.

Overall, as one may expect and it is confirmed in our computational
experiments, it is better to construct the classifier without identifying
incorrectly the noise labels (as SVM does) than using inadequate flips
to build the classifier (as SVM-CL seems to do in the tested datasets).
Obviously, the results in the paper also show that it is rather advanta-
geous the correct identification of the wrong labels since it improves
significantly the classification rates.

5. Conclusions

This paper presents a methodology to construct a classification rule
that at the same time incorporates the detection of label noise in the
datasets. Our methodology combines the power of SVM and the features
of clustering analysis to simultaneously identify wrong labels to build
a separating hyperplane maximizing the margin, minimizing the mis-
classification errors and penalizing relabeling. The rationale is simple:
observations identified as wrongly labeled will be relabeled only if the
gain in margin or the decrease in misclassification error compensate the
flipping. In spite of its theoretical simplicity we show the exceptional
performance of our methodology in a number of databases taken from
the UCI repository.

These models are implemented using mathematical programming
formulations with some integer variables (MIP). In all cases, they give
rise to models that are simple and that enjoy the quality of being
solvable by nowadays off-the-shelf commercial solvers (Gurobi, CPLEX,
XPRESS...)
8

Our findings are not only of theoretical interest. Its practical per-
formance when applied to databases is remarkable. In all tested cases,
our methods are superior to the considered benchmark that in our
case is standard SVM. Thus, they are directly applicable to datasets
in which flipped labels are suspected, resulting in robust classifiers to
noisy labels.

Further research on the topic includes the extension of our models
to deal with multiclass instances by modifying the relabel -variables to
identify the new (non-binary) labels. The strategy should be carefully
chosen using a multiclass SVM-based approach (as One versus One, One
versus All or any of the unified tools). This extension is not trivial and
requires a deeper analysis.

Other lines of research that would extend our methods are the ap-
plication of alternative clustering strategies, as those based on ordered
median objective functions or the twin SVM methodology. Also, the use
of kernel tools in our approaches, in order to be able to construct non
linear classifiers has to be investigated.
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