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Abstract
We study the dynamics of two homogeneous rigid ellipsoids subject to their mutual
gravitational influence. We assume that the spin axis of each ellipsoid coincides with
its shortest physical axis and is perpendicular to the orbital plane. Due to such assump-
tions, the problem is planar and depends on particular parameters of the ellipsoids,
most notably, the equatorial oblateness and the flattening with respect to the short-
est physical axes. We consider two models for such configuration: while in the full
model, there is a coupling between the orbital and rotational motions, in the Keplerian
model, the centers ofmass of the bodies are constrained tomove on coplanar Keplerian
ellipses. The Keplerian case, in the approximation that includes the coupling between
the spins of the two ellipsoids, is what we call spin–spin problem, that is a generaliza-
tion of the classical spin–orbit problem. In this paper we continue the investigations of
Misquero (Nonlinearity 34:2191–2219, 2021) on the spin–spin problem by comparing
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it with the spin–orbit problem and alsowith the full model. Beside detailing themodels
associated to the spin–orbit and spin–spin problems, we introduce the notions of stan-
dard and balanced resonances, which lead us to investigate the existence of periodic
and quasi-periodic solutions. We also give a qualitative description of the phase space
and provide results on the linear stability of solutions for the spin–orbit and spin–spin
problems. We conclude by providing a comparison between the full and the Keplerian
models with particular reference to the interaction between the rotational and orbital
motions.

Keywords Spin–spin model · Spin–orbit model · Two-body problem · Resonances ·
Periodic orbits · Quasi-periodic solutions

Mathematics Subject Classification 37N05 · 70F15 · 70E50

1 Introduction

The dynamics of two rigid bodies orbiting under their mutual gravitational attraction
is a classical problem of Celestial Mechanics known as the Full Two-Body problem.
In this context, Kinoshita investigated the problem by using Hori–Deprit perturbation
theory (Kinoshita 1972), assuming that one of the bodies is spherical and the other body
is triaxial. Later, the problem of two extended rigid bodies was studied inMaciejewski
(1995) as a Hamiltonian system with respect to a non-canonical structure, which is
used to characterize the relative equilibria. A seminal work was performed in Boué
(2017) to which we refer for an alternative description of the model of the full two
rigid body problem using spherical harmonics and Wigner D-matrices. In Scheeres
(2009), the problem is restricted to a planar configuration with the potential expanded
to order 1/r3, where r is the relative distance between the two rigid bodies; under
this condition, Scheeres (2009) describes the relative equilibria and their stability
properties.

In this paper, we investigate different simplified models of rotational dynamics of
celestial bodies, subject to the mutual gravitational attraction. The spin–spin problem
was introduced in Misquero (2021) as a planar version of the Full Two-Body problem
for ellipsoids (compare with Batygin andMorbidelli 2015; Boué and Laskar 2009), by
using the expansion of the potential up to order 1/r5, which results in the coupling of
the spins of both bodies. An equivalent model was studied in Nadoushan and Assadian
(2016b) (see also Hou and Xin 2017).

Indeed, we consider a hierarchy of models with different complexity. In particu-
lar, we start by considering two homogeneous rigid ellipsoidal bodies subject to the
following assumptions:

Assumption 1 The spin axis of each ellipsoid is perpendicular to the orbital plane.

Assumption 2 The spin axis of each ellipsoid is aligned with the shortest physical axis
of the satellite.

Assumptions 1 and 2 imply that the motion takes place on a plane. Following
Misquero (2021), we introduce a Hamiltonian function that includes both the orbital
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and rotational motions. Using the conservation of the angular momentum, the system
is described by a Hamiltonian with 3 degrees of freedom that depends on several
parameters of each ellipsoid, among which there are the equatorial oblateness and
the flattening with respect to the shortest physical axis. Such parameters are typically
small for natural bodies of the solar system.We refer to this model as the full problem,
since it includes the coupling between the orbital and rotational motions.

The potential of the problem can be written as V = V0 + ∑∞
l=1 V2l , where V0

denotes the Keplerian potential and the terms V2l are proportional to 1/r2l+1, where r
is the instantaneous distance of the two centers of mass. If we consider the expansion
up to order l = 2, say V = V0 + V2 + V4, we obtain that the model includes the
coupling of the spins of the two ellipsoids. The term V2 is such that the rotation angles
of the two satellites appear within separate trigonometric terms, while the term V4
contains also combinations of the rotation angles. When the two spins interact, we
refer to the problem as the full spin–spin model. We refer to the full spin–orbit model,
when we limit the potential to V = V0 + V2.

Next, we introduce another assumption, namely:

Assumption 3 The orbital motion of the ellipsoids coincides with that of two point
masses, so that both centers of mass move on coplanar Keplerian orbits with eccen-
tricity e ∈ [0, 1) and with a common focus at the barycenter of the system.

Assumption 3 implies that the orbit is not affected by the rotational motion. To the
full spin–spin and spin–orbit problems, it corresponds the Keplerian spin–spin and
spin–orbit models, described by a Hamiltonian function with an explicit periodic time
dependence. When one of the bodies is spherical, its spin is uniform and the dynamics
of the spin–spin model becomes very similar to that of the spin–orbit model, but
including the terms in V4 (see, e.g., Beletskii 1966; Celletti 1990; Goldreich and Peale
1966). The decoupled equation ofmotion for the study of the rotational dynamics under
Assumption3has beenwidely studied in the literaturewithin different contexts, e.g. the
rotation of Mercury (Colombo and Shapiro 1966), the obliquity of the planets (Laskar
and Robutel 1993), capture probabilities (Goldreich and Peale 1966), or the chaotic
rotation of Hyperion (Wisdom et al. 1984). It must be clear that such assumption poses
a big constraint on the orbital motion, which can be accepted under special conditions,
for example when the celestial bodies have a nearly spherical shape.

Note that we are considering rigid bodies only, which means that dissipative effects
due to tidal torques are not considered. We refer to Celletti and Chierchia (2008),
Celletti and Chierchia (2009), Misquero and Ortega (2020), Misquero (2021) and
Goldreich and Peale (1966) for a description of the dissipative spin–orbit and spin–
spin problems.

The previously described models have some symmetries that are a direct conse-
quence of the mirror symmetries of the ellipsoids. This fact leads us to introduce the
following two types of resonances within the spin–orbit problem of a single ellipsoid:

(R1) We call standard m : n spin–orbit resonance, for some integers m, n, when the
spinning body makes m rotations during n orbital revolutions;

(R2) We call balanced m : 2 spin–orbit resonance, for some integers m, when the
spinning body makes m/2 of a rotation during one orbital revolution.
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We remark that a balanced spin–orbit resonance is also a standard resonance, but
the converse is not always true. For example, a balanced 2k : 2 resonance for k ∈ Z

is equivalent to a k : 1 spin–orbit resonance, but there is not such an equivalence for
order (2k + 1) : 2. Both definitions (R1) and (R2) extend to the spin–spin problem
of type (m1 : n1,m2 : n2) for integers m1, m2, n1, n2, when the first ellipsoid is
in a m1 : n1 spin–orbit resonance and the second ellipsoid in a m2 : n2 spin–orbit
resonance.

We also stress that spin–orbit resonances findmany applications in the solar system;
in fact, the Moon is an example of a 1 : 1 spin–orbit resonance,1 since it makes a
rotation in the same period it takes to make an orbit around the Earth. This is also
called a synchronous spin–orbit resonance, which is common to many satellites of
other planets, including Mars, Jupiter, Saturn, Uranus, Neptune. Among the planets,
Mercury is locked in a 3 : 2 spin–orbit resonance around the Sun. On the other hand,
the Pluto-Charon system is locked in the double synchronous spin–spin resonance
(1 : 1, 1 : 1).

In this work, we study the behavior of the solutions of the spin–orbit and spin–
spin problems as the parameters and the initial conditions are varied. In particular, we
investigate the boundary conditions that lead to the existence of symmetric periodic
orbits. Such results (see Propositions 5 and 10) use some symmetry properties of
the equations of motion. We remark that these symmetries are lost if we include
dissipation; however, such periodic solutions might be continued to the dissipative
setting as shown in Misquero and Ortega (2020) and Misquero (2021). Beside the
study of the periodic orbits, we provide the conditions for the existence of quasi-
periodic solutions of the Keplerian version of the spin–spin model.

We also give a qualitative study of the spin–orbit problem as well as the spin–spin
problem with spherical and non-spherical companion. Within such investigation, we
discover some new features, like the measure synchronization (see, e.g., Hampton
and Zanette 1999) for the spin–spin problem with identical bodies. Our study leads
to analyze the multiplicity of solutions and the linear stability of the periodic orbits
(compare with Celletti and Chierchia 2000). In general, we find that there is not a
unique solution associated to a particular resonance; however, for some values of the
parameters such a uniqueness exists. Finally, we provide some results on the full and
Keplerianmodels, as well as on the interaction between the spin and the orbital motion,
motivated by the role that the coupling between the rotational and orbital motions takes
in planetary sciences, especially in connection to asteroid binary systems (see, e.g.,
Kinoshita 1972; Maciejewski 1995; Scheeres 2002, 2009; Bellerose and Scheeres
2008).

This work is organized as follows. In Sect. 2we present the spin–orbit and spin–spin
models. The definition of resonances and the existence of periodic and quasi-periodic
orbits are given in Sect. 3. A qualitative description of the phase space is given in
Sect. 4. The linear stability of symmetric periodic orbits is investigated in Sect. 5.
Finally, a comparison between the full and Keplerian models is presented in Sect. 6.

1 A 2 : 2 balanced spin–orbit resonance is equivalent to a 1 : 1 standard spin–orbit resonance.
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Fig. 1 The planar spin–spin problem considering Assumptions 1 to 3

2 TheModels for the Spin–Orbit and Spin–Spin Coupling

The aim of this section is to present the so-called spin–orbit and spin–spin models,
that we are going to introduce as follows. The assumptions and the notations are given
in Sect. 2.1; different models, subject to some or all the assumptions listed in Sect. 2.1,
are presented in Sects. 2.2 and 2.3.

2.1 General Assumptions

Consider two homogeneous rigid ellipsoids, say E1 and E2, with masses M1 and M2,
respectively. Let A j < B j < C j , j = 1, 2, be their principal moments of inertia
with corresponding principal semi-axes a j > b j > c j . We refer to the Full Two-Body
Problem (hereafter F2BP) as the problemof two rigid bodies interacting gravitationally
(see, e.g., Scheeres 2002, 2009). When the bodies have ellipsoidal shape, we speak
of the ellipsoidal F2BP, where we make the Assumptions 1, 2, 3 of Sect. 1:

Assumptions 1 and 2 guarantee that the problem we deal with is a planar problem.
Additionally, Assumption 3 restricts the problem so that we obtain a model with two
degrees of freedom and a periodic time dependence. This assumption is equivalent to
say that the spin motion will not influence the orbital motion. Besides, note that we are
neglecting the gravitational contribution of other bodies, we are not considering any
dissipative effect that might arise, for example, from the non-rigidity of the ellipsoidal
bodies and we do not take into account the obliquity, namely the inclination of the
spin-axes with respect to the orbital plane (Fig. 1).

We are going to work with units adapted to the system. If we call τ the orbital
period of the Keplerian orbit, then we will use units such that
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M1 + M2 = 1, C1 + C2 = 1, τ = 2π.

Recall Kepler’s third law for the Two-Body Problem

G(M1 + M2)
( τ

2π

)2 = a3,

whereG is the gravitational constant, a is the semi-major axis associated to the motion
of the reduced mass of the system, say μ = M1M2 in our units. In consequence,
G = a3 in our units.

Let us now define the parameters for each ellipsoid

d j = B j − A j , q j = 2C j − B j − A j ;

the quantity d j/C j measures the equatorial oblateness of each ellipsoid with respect to
the plane formed by the directions of a j and b j , whereas q j/C j measures the flattening
with respect to the direction corresponding to the c j -axis.

Note that if A j ≤ B j ≤ C j , then, in our units there are some bounds for the
parameters of the system given by

0 ≤ d j ≤ C j ≤ 1, d j ≤ q j ≤ 2C j ≤ 2, Mja2j = 5

2
(C j + d j ) ≤ 5C j ≤ 5. (1)

The last relation in (1) comes from the fact that the moments of inertia of an ellipsoid
hold the identities

A j = 1

5
Mj (b

2
j + c2j ), B j = 1

5
Mj (a2j + c2j ), C j = 1

5
Mj (a2j + b2j ).

2.2 The Full Models

First, let us derive the equations of the fullmodels of spin–orbit and spin–spin coupling,
for which only Assumptions 1 and 2 hold, namely we do not constrain the centers of
mass of E1 and E2 to move on Keplerian ellipses.

The equations of motion are obtained by computing the Hamiltonian function
through a Legendre transformation of the Lagrangian, say L = T − V , where T
is the kinetic energy and V the potential energy of the system. We split T in two parts,
associated respectively to the orbital and rotational motions, say T = Torb + Trot.

Let us identify the orbital plane with the complex plane C, consider the center of
mass of the system fixed in the origin and let the position of each ellipsoid be r j ∈ C.
Then, by definition of the barycenter we have

M1r1 + M2r2 = 0.

If we define the relative position vector r = r2 − r1, since in our units M1 + M2 = 1,
then we have
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Fig. 2 Generalized coordinates of the full planar model

r1 = −M2r, r2 = M1r. (2)

We introduce the Lagrangian generalized coordinates (r , f , θ1, θ2), illustrated in
Fig. 2, in the following way. The distance r > 0 and the angle f define the relative
position vector r = r exp(i f ) ∈ C with respect to an inertial reference frame with a
fixed x-axis. The angles θ1, θ2 provide the orientation of the axes a1, a2 with respect
to the x-axis. The variables r and f define the orbital motion of the system and θ j the
spin motion of the ellipsoid E j .

To write the kinetic energy, we notice that we can express r in components as
r = (r cos f , r sin f ), which gives ṙ = (ṙ cos f − r ḟ sin f , ṙ sin f + r ḟ cos f ).
Then, using (2), the total orbital and the rotational kinetic energies are given by

Torb = 1

2
(M1ṙ21 + M2ṙ22) = μ

2
ṙ2 = μ

2
(ṙ2 + r2 ḟ 2), Trot = 1

2
C1θ̇21 + 1

2
C2θ̇22 ,

where μ = M1M2 in our units. The Lagrangian is given by

L(r , f , θ1, θ2, ṙ , ḟ , θ̇1, θ̇2) = Torb(r , ṙ , ḟ ) + Trot(θ̇1, θ̇2) − V (r , f , θ1, θ2),

where, according to Misquero (2021) and Boué (2017), the full expansion of the
potential energy of the system V = V (r , f , θ1, θ2) takes the form

V (r , f , θ1, θ2) = −GM1M2

r

∑

(l1,m1)∈ϒ
(l2,m2)∈ϒ

�
l1,m1
l2,m2

r2(l1+l2)
cos(2m1(θ1 − f ) + 2m2(θ2 − f )),

(3)
where

ϒ = {(l,m) ∈ Z
2 : 0 ≤ |m| ≤ l},

and the constants �
l1,m1
l2,m2

are defined in “Appendix A”; we refer to Misquero (2021)
for full details.
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Let us define the momenta as

pr = ∂ṙ L = μṙ , p f = ∂ ḟ L = μr2 ḟ , p j = ∂θ̇ j
L = C j θ̇ j ;

then, the Hamiltonian of the system becomes

H(r , f , θ1, θ2, pr , p f , p1, p2) = p2r
2μ

+ p2f
2μr2

+ p21
2C1 + p22

2C2 + V (r , f , θ1, θ2).

(4)

Consequently, the equations of motion are

ṙ = pr
μ

, ḟ = p f

μr2
, ṗr = p2f

μr3
− ∂r V , ṗ f = −∂ f V (5)

and

θ̇ j = p j

C j
, ṗ j = −∂θ j V . (6)

We remark that with these variables, the problem splits in two parts: Eq. (5) describe
the orbital motion, while Eq. (6) describe the rotational motion. The evolution of both
parts is coupled through the potential V .

The potential V , expanded in (3), can be written in a perturbative way as

V (r , f , θ1, θ2) = V0(r) + Vper(r , f , θ1, θ2), V0(r) = −GM1M2

r
. (7)

We remark that the term V0 corresponds to the classical Keplerian form for the
potential and the term Vper provides the coupling between the spin and the orbital
motions. Moreover, we can expand Vper as Vper = ∑∞

l=1 V2l , where V2l are suitable
terms proportional to 1/r2l+1. A truncation of the expansion of Vper will result in an
approximated dynamics of our system. The explicit expressions of the first two terms
of such a expansion are given in Misquero (2021) and we report them here:

V2 = −GM2

4r3
(q1 + 3d1 cos(2θ1 − 2 f )) − GM1

4r3
(q2 + 3d2 cos(2θ2 − 2 f )) ,

V4 = − 3G

43r5

{

12q1q2 + 15

7

[
M2

M1
d21 + 2

M2

M1
q21 + M1

M2
d22 + 2

M1

M2
q22

]

+ d1M2

{[

20
q2
M2

+ 100

7

q1
M1

]

cos(2θ1 − 2 f ) + 25
d1
M1

cos(4θ1 − 4 f )

}

+ d2M1

{[

20
q1
M1

+ 100

7

q2
M2

]

cos(2θ2 − 2 f ) + 25
d2
M2

cos(4θ2 − 4 f )

}

+ 6d1d2 cos(2θ1 − 2θ2) + 70d1d2 cos(2θ1 + 2θ2 − 4 f )

}

. (8)
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From now on, we will refer to (5) and (6) as the full models: full spin–orbit model if
we take Vper = V2, in which the angles θ1, θ2 appear in different trigonometric terms,
and full spin–spin model if Vper = V2 + V4, which contains trigonometric terms with
combinations of the rotation angles θ1, θ2. These names are motivated by the well-
known spin–orbit model, Celletti (2010), and the spin–spin model from Misquero
(2021). If we consider the models under Assumption 3 which gives a constraint on
the orbit, we speak of Keplerian spin–orbit model and Keplerian spin–spin model
(compare with Sect. 2.3).

2.2.1 Conservation of the Angular Momentum

Note that the Hamiltonian H in (4) is invariant under the transformation (r , f , θ1, θ2)
�→ (r , f +δ f , θ1+δ f , θ2+δ f ), where δ f is an infinitesimal angular increase, because
the angular arguments of V (r , f , θ1, θ2) only depend on the differences θ1 − f and
θ2 − f . This symmetry is related, by Noether’s theorem (Goldstein 1980), with a
conserved quantity, say, the total angular momentum p f + p1 + p2. This can be
proved through the following change of variables

(r , f , θ1, θ2, pr , p f , p1, p2) �→ (r , f , φ1, φ2, pr , Pf , p1, p2),

where

φ j = φ j ( f , θ j ) = θ j − f , Pf = Pf (p f , p1, p2) = p f + p1 + p2. (9)

The transformation of coordinates (9) is canonical, since

dr ∧ dpr + d f ∧ dp f +
2∑

j=1

dθ j ∧ dp j = dr ∧ dpr + d f ∧ dPf +
2∑

j=1

dφ j ∧ dp j .

Then, the Hamiltonian (4) in this new set of variables is given by

H(r , f , φ1, φ2, pr , Pf , p1, p2) = p2r
2μ

+ (Pf − p1 − p2)2

2μr2
+ p21

2C1 + p22
2C2

+ V(r , φ1, φ2), (10)

where V(r , φ1, φ2) = V (r , f , φ1 + f , φ2 + f ). Now it is clear that f is an ignorable
variable in (10) and that Pf is a constant of motion, corresponding to the total angular
momentum of the system.

In summary, in the evolution of the system, there is a transfer of angular momentum
between the spin part, given for each body by p j = C j θ̇ j , and the orbital part, given
by p f = μr2 ḟ .

2.3 The KeplerianModels

In this section, we introduce the Assumption 3 to the model of Sect. 2.2. From (5) and
(6), it is straightforward to constrain the orbit to be Keplerian; only in the orbital part
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we retain just the term V0 of the potential V = V0 + Vper in (7), thus obtaining the
following equations:

ṙ = pr
μ

, ḟ = p f

μr2
, ṗr = p2f

μr3
− ∂r V0, ṗ f = −∂ f V0 = 0, (11)

and

θ̇ j = p j

C j
, ṗ j = −∂θ j V = −∂θ j Vper. (12)

A convenient procedure to numerically integrate the equations of motion (12) is
presented in “Appendix B”.

2.3.1 Orbital Motion

Note that since ∂θ j V0 = 0, the system (11) is now decoupled from (12). Moreover,
(11) is the Kepler problem, whose solutions depend on the eccentricity e and the
semi-major axis a of the orbit. Here we assume for simplicity that the orbit is a 2π -
periodic Keplerian ellipse of eccentricity e ∈ [0, 1) with focus at the origin and with
the periapsis on the positive x-axis.

Since the orbital period is 2π , then we can take the time t to coincide with the mean
anomaly. We denote by u the eccentric anomaly, which, in our units, is related to the
mean anomaly by Kepler’s equation

t = u − e sin u. (13)

The orbital radius is related to u by

r = a(1 − e cos u). (14)

We can write the vector r ∈ C in terms of the eccentric anomaly also as

r exp(i f ) = a(cos u − e + i
√
1 − e2 sin u). (15)

Note that for t = 0 we assumed, without loss of generality, that f = u = 0, and
consequently, f = u = π when t = π . From (15) we obtain the following useful
relations between f and u

cos f = cos u − e

1 − e cos u
, sin f =

√
1 − e2 sin u

1 − e cos u
. (16)

With the previous definitions, the Keplerian orbit of eccentricity e and semi-major
axis a is given by the functions

r = r(t; a, e), f = f (t; e), pr = pr (t; a, e), p f = p f (a, e) = μa2
√
1 − e2,

(17)
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that correspond to the solution of Eq. (11) generated by the initial conditions

r(0) = a(1 − e), pr (0) = 0, f (0) = 0, p f (0) = μa2
√
1 − e2. (18)

2.3.2 Spin Motion

The spin motion is described by Eq. (12) with the Keplerian periodic input (17) given
implicitly by Eqs. (13) to (15). This motion can be described by the non-autonomous
Hamiltonian

HK (t, θ1, θ2, p1, p2) = H(r(t; a, e), f (t; e), θ1, θ2, pr (t; a, e), p f (a, e), p1, p2),
(19)

where H(r , f , θ1, θ2, pr , p f , p1, p2) is the Hamiltonian of the full model defined in
(4). The Hamiltonian (19) is hence of the form

HK (t, θ1, θ2, p1, p2) = p21
2C1 + p22

2C2 + W (t, θ1, θ2), (20)

where the potential W is 2π -periodic in t and π -periodic in θ1 and θ2. The equations
of motion (12) take the form

θ̇ j = p j

C j
, ṗ j = −∂θ j W (t, θ1, θ2). (21)

Let us define the non-dimensional parameters of the model:

λ j = 3
μ

Mj

d j

C j
, σ j = 1

3

C j

μa2
, q̂ j = q j

M ja2
, (22)

where λ j represents the equatorial oblateness of E j ; σ j is the ratio between themoment
of inertia of E j and the orbital one; and q̂ j measures the flattening of E j with respect
to the size of the orbit. Note that the parameters in (22) are small for bodies that are
close to spherical. Besides, not all the parameters defined previously are free, because
we have the constraint C1σ2 = C2σ1.

If we take Vper = V2, then the system (12) becomes

θ̈ j + λ j

2

(
a

r(t; e)
)3

sin(2θ j − 2 f (t; e)) = 0, j = 1, 2, (23)

that is a systemof two uncoupled spin–orbit problems. Each of these problems depends
just on two parameters: (e, λ j ). On the other hand, if Vper = V2 + V4, from (12) and
(8) we obtain the following system for j = 1, 2,

0 = θ̈ j + λ j

2

{(
a

r(t; e)
)3

sin(2θ j − 2 f (t; e))
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+
(

a

r(t; e)
)5 [

5

4

(

q̂3− j + 5

7
q̂ j

)

sin(2θ j − 2 f (t; e))

+ 25

8
λ jσ j sin(4θ j − 4 f (t; e)) + λ3− jσ3− j

(
3

8
sin(2θ j − 2θ3− j )

+ 35

8
sin(2θ3− j + 2θ j − 4 f (t; e))

)]}

, (24)

that we call spin–spin problem. From the previous discussion, this model depends
on seven independent parameters2 (e; C1, λ1, λ2, σ1, q̂1, q̂2). Note that in (24), the
coupling between the dynamics of θ1 and θ2 is given by σ1 and σ2. Moreover, if
q̂ j = σ j = 0, the spin–spin problem (24) is reduced to a pair of spin–orbit problems
(23).

Let us now consider (24) in the case that E2 is a sphere, that is, d2 = q2 = 0. Then,
λ2 = σ2 = q̂2 = 0, which implies that E2 is in uniform rotation θ2(t) = θ̇2(0)t+θ2(0).
The dynamics of θ1 is uncoupled from θ2 and is given by

0 = θ̈1 + λ1

2

{(
a

r(t; e)
)3

sin(2θ1 − 2 f (t; e))

+
(

a

r(t; e)
)5 [

25q̂1
28

sin(2θ1 − 2 f (t; e)) + 25λ1σ1
8

sin(4θ1 − 4 f (t; e))
]}

,

(25)

that is a spin–orbit problem up to order 1/r5. An equivalent system was studied
previously in Nadoushan andAssadian (2016a). Here the parameters σ1 and q̂1 perturb
the framework of the spin–orbit problem (23).

2.3.3 Reversing Symmetries

The equations for the spin motion in the Keplerian models have some reversing sym-
metries, i.e., transformations in the phase space that keep invariant the equations of
motion with a time reversal.

Definition 1 Consider the differential equation

dx
dt

= F(x), x ∈ R
n, (26)

and let x(t; x0) be the solution of (26) with initial condition x(0; x0) = x0.

(1) A transformation R : Rn → R
n is called a reversing symmetry of (26) if

dR(x)
dt

= −F(R(x)).

2 In Misquero (2021) there was an error because q̂1 and q̂2 are actually independent, it is not always true
that C1λ1q̂2 = C2λ2q̂1, but it can be regarded as an additional constraint.
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(2) The fixed point set of R is given by Fix(R) = {x ∈ R
n : R(x) = x}.

(3) An orbit o(x0) = {x(t; x0) : t ∈ R} is R-symmetric if R(o(x0)) = o(x0).

The system (23) with j = 1 can be written in the autonomous form (26) with

x = (t, θ1, θ̇1), F(x) =
(

1, θ̇1,−λ1

2

(
a

r(t; e)
)3

sin(2θ1 − 2 f (t; e))
)

. (27)

One can easily check that each transformation defined by

Rα,β(x) = (2α − t, 2β − θ1, θ̇1), with (α, β) ∈ πZ × π

2
Z, (28)

is a reversing symmetry of Eq. (26) with F as in (27) because

f (2α − t; e) = 2α − f (t; e), r(2α − t; e) = r(t; e).

The same is true replacing in (28) the quantities θ1, θ̇1 by θ2, θ̇2.
On the other hand, the spin–spin problem in its Hamiltonian formulation is given

by (21), that can be written as (26) with

x = (t, θ1, θ2, p1, p2), F(x) =
(

1,
p1
C1 ,

p2
C2 ,−∂θ1W (t, θ1, θ2),−∂θ2W (t, θ1, θ2)

)

.

(29)
Each transformation defined by

Rα,β1,β2(x) = (2α − t, 2β1 − θ1, 2β2 − θ2, p1, p2), with

(α, β1, β2) ∈ πZ × π

2
Z × π

2
Z, (30)

is a reversing symmetry of Eq. (26).
In the following sections we are going to emphasize the study of orbits that are

symmetric with respect to the mentioned reversing symmetries using the following
lemma.

Lemma 2 (From Theorem 4.1 in Lamb and Roberts 1998) An orbit of (26) is R-
symmetric if, and only if, it intersects the fixed point set Fix(R).

3 Periodic and Quasi-Periodic Solutions of the KeplerianModels

In this sectionweprovide the definitions of spin–orbit and spin–spin resonances, giving
some results on the existence of periodic orbits (Sect. 3.1) and KAM tori (Sect. 3.2).

3.1 The Spin–Orbit and Spin–Spin Resonances

The periodic solutions of the Keplerian models presented in the Sect. 2.3 correspond
to resonances between the orbital motion and the spin motion. The expansion of the
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potential in (8) contains much interesting information concerning such resonances.
First, let us introduce the definition of spin–orbit resonances.

Definition 3 We say that the ellipsoid E1 is in a standard spin–orbit resonance of order
m : n with m ∈ Z, n ∈ Z\{0}, if

θ1(t + 2πn) = θ1(t) + 2πm. (31)

The associated resonant angle ψm:n
1 (t) = mt − nθ1(t) is a periodic function of period

2πn. The same definition holds for E2.
Recalling that we have normalized the mean motion to unity, we remark that Def-

inition 3 states that the ratio of the orbital period of E j over its period of rotation is
m/n, n 	= 0. Additionally, according to Definition 3, the resonance m : n, n 	= 0, is
also of order km : kn, k ∈ Z\{0}, but the converse is not true in general. For example,
with (31), the resonance 1 : 1 is also of order 2 : 2, but a resonance 2 : 2 may not be of
order 1 : 1. We can say that the resonance m : n is of higher order than the resonance
m′ : n′ if m/n > m′/n′. This will be denoted using the notation m : n > m′ : n′.

Next, we introduce a different definition of spin–orbit resonance.

Definition 4 We say that the ellipsoid E1 is in a balanced spin–orbit resonance of order
m : 2, m ∈ Z, if

θ1(t + 2π) = θ1(t) + mπ. (32)

In this case, the resonant angle ψm:2
1 (t) is 2π -periodic. The same definition holds for

E2.
Notice that the two notions (31) and (32) are not equivalent: (32) implies (31) form : 2,
but the converse is not true. Actually, note that a balanced 2k : 2 resonance, with k ∈ Z,
is a spin–orbit resonance of order k : 1. This new definition wasmotivated by Beletskii
and Lavrovskii (1975), where the solutions associated to the resonance 3 : 2 of the
spin–orbit problem [say, (23) with j = 1] were studied numerically. Basically, they
found out that the solutions satisfying (31), but not (32), appear only for large values
of λ1 (� 1), also, for a given point (e, λ1) the solutions appear in multiplets, and
finally, the corresponding resonant angles have large amplitudes (|ψ3:2

1 (t)| � 0.75)
(see Table 1) in Beletskii and Lavrovskii (1975). On the other hand, solutions that
obey (32) exist for any point in the (e, λ1)-plane, including large regions of uniqueness
of solution and resonant angle with small amplitude. Note that such amplitude is a
measure of the deviation of the solution with respect to the uniform rotation of angular
velocity 3

2 t . In Definition 4 we generalize these two types of resonances for any order
m : 2, since this let us determine the main resonances in the first orbital revolution.

From De Vogelaere (1958), for instance, we know that a good tool to study a
differential equation that has some reversing symmetries is by studying the periodic
orbits that are invariant under such transformations.

In the next proposition we provide some boundary conditions that characterize the
symmetric orbits in spin–orbit resonances.
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Proposition 5 The following statements hold for the spin–orbit problem (23), with
j = 1 (ellipsoid E1):
(1) Any Rα,β -symmetric orbit, with Rα,β defined in (28), associated to a m : n spin–

orbit resonance is equivalent to a solution that satisfies the following Dirichlet
conditions:

θ1(α) = β, θ1(α + nπ) = β + mπ, (33)

with α ∈ {0, π} and β ∈ {0, π
2 } (four combinations). Moreover, such solution

satisfies the following symmetry property θ1(t) = 2β − θ1(2α − t).
(2) There are two independent types of Rα,β -symmetric orbits representing a balanced

m : 2 spin–orbit resonance and are given by:

Type 0 : θ1(0) = 0, θ1(π) = mπ

2
, (34)

Type
π

2
: θ1(0) = π

2
, θ1(π) = (m + 1)π

2
. (35)

Moreover, the corresponding symmetry relations are: θ1(t) = −θ1(−t) for type I
and θ1(t) = π − θ1(−t) for type II.

The same is true for (23), with j = 2 (ellipsoid E2), and also for (25).

Proof Let us apply Lemma 2 to (26) with F(x) given by (27). The fixed point set of
each reversing symmetry Rα,β is Fix(Rα,β) = {(t, θ1, θ̇1) : t = α, θ1 = β}, then the
symmetric orbits can be found with initial conditions θ1(α) = β. Since F(x) is 2π -
periodic in t and π -periodic in θ1, it is enough to consider α ∈ {0, π} (the periapsis
and the apoapsis) and β ∈ {0, π

2 }.
Now, since Rα,β is a reversing symmetry, if θ1(t) is a solution of (23) with j = 1, so

it isψ(t) = 2β −θ1(2α− t). Additionally, if θ1(α) = β, then both solutions coincide,
so the symmetry relation θ1(t) = 2β − θ1(2α − t) holds for it. Now, if θ1(t) is in a
m : n spin–orbit resonance, then replacing t = α − nπ in (31), we get

θ1(α + nπ) = θ1(α − nπ) + 2πm.

From the symmetry relation we get additionally that

θ1(α − nπ) = 2β − θ1(α + nπ).

Combining the two expressions we prove (33).
Now let us prove the converse, that a solution θ1(t) satisfying the conditions (33)

is in m : n spin–orbit resonance. Let the initial conditions of such solution be

θ1(α + nπ) = β + mπ, θ̇1(α + nπ) = β̃, (36)
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for some real constant β̃. Since θ1(α) = β, the solution has the symmetry relations
θ1(t) = 2β − θ1(2α − t) and θ̇1(t) = θ̇1(2α − t). Using such relations we get that

θ1(α − nπ) = β − mπ, θ̇1(α − nπ) = β̃. (37)

The initial conditions (36) and (37) show that, while the time increases 2πn, the angle
θ1 increases in 2πm, and the angular velocity is the same for both cases, then the
solution is periodic. With this, we have proved item 1.

Let us now consider the balancedm : 2 case in item 2. Note that, using the definition
(32) insteadof (31),we can follow the sameprocedure as before to prove that a balanced
m : 2 solution satisfies the following boundary conditions

θ1(α) = β, θ1(α ± π) = β ± mπ

2
, (38)

and the symmetry relation θ1(t) = 2β − θ1(2α − t). Then, we get that the four types
are in this case (34), with α = 0, β = 0; (35), with α = 0, β = π/2;

Type 0′ : θ1(0) = −mπ

2
, θ1(π) = 0,

with α = π, β = 0, and

Type
π

2

′ : θ1(0) = (1 − m)π

2
, θ1(π) = π

2
,

with α = π, β = π/2. Since an ellipsoid has a mirror symmetry with respect to any
plane containing a pair of semi-axes, the angle θ1 is equivalent to θ1 + kπ , k ∈ Z.
In consequence, if m = 2k1, k1 ∈ Z, type 0′ is equivalent to type 0 and type π

2
′ is

equivalent to type π
2 . Likewise, for m = 2k2 + 1, k2 ∈ Z, type 0′ is equivalent to type

π
2 and type π

2
′ is equivalent to type 0. Then, for resonances of order m : 2, m ∈ Z, we

will take types 0 and π
2 as representatives. With this, we have proved item 2.

The previous facts rely only on the symmetries and the periodicity of Eq. (23),
including the discussion in Celletti and Chierchia (2000). Since Eq. (25) for the spin
motion of E1, with E2 spherical, has exactly the same properties, then the proof above
is also valid in such case. ��

Proposition 5 let us characterize all the balanced spin–orbit resonances in the first
half of an orbital revolution, additionally, the corresponding solutions have a certain
symmetry relation. In the generalization to spin–spin resonances, we want to combine
different spin–orbit resonances and we will use the boundary conditions in the same
time interval.

Remark 6 Note that solutions of type π
2 can be recovered with the conditions of type 0

by considering negative values of λ1. More precisely, solutions of type π
2 of Eq. (23)

with λ1 = λ∗ > 0 are equivalent to solutions of (23) with λ1 = −λ∗ satisfying
conditions of type 0. The same holds for (25).
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Remark 7 Proposition 5 gives a way to numerically search for balanced resonances.
Indeed, Eqs. (34) and (35) can be used to apply a Newton method, that is, to find the
initial condition θ̇1(0) such that the conditions for either Type 0 or Type π

2 are satisfied.

Next we introduce the following definition, which deals with the spins of both
objects.

Definition 8 We say that the ellipsoids E1, E2 are in a standard spin–spin resonance3

of order (m1 : n1,m2 : n2) with m1,m2 ∈ Z, n1, n2 ∈ Z\{0}, if the ellip-
soid E j is in a m j : n j spin–orbit resonance. In such case, the resonant angles
ψ

m1:n1
m2:n2 (t) = ψ

m1:n1
1 (t) ± ψ

m2:n2
2 (t) are 2πn-periodic functions, where n is the least

common multiple of n1 and n2.

An analogous definition holds for resonances of the balanced type.

Definition 9 We say that the ellipsoids E1, E2 are in a balanced spin–spin resonance
of order (m1 : 2,m2 : 2) with m1,m2 ∈ Z, if the ellipsoid E j is in a m j : 2 spin–orbit
resonance for j = 1, 2.

Note that a spin–spin resonance of order (m1 : n1,m2 : n2) is also of order
(κ1m1 : n, κ2m2 : n), where n = κ1n1 = κ2n2 is the least common multiple of
n1 and n2. Again, the converse is not true in general. For example, the resonance
(1 : 1, 3 : 2) is of order (2 : 2, 3 : 2), but not the opposite. However, a balanced
resonance (2 : 2, 3 : 2) is a spin–spin resonance of order (1 : 1, 3 : 2).

The following proposition generalizes Proposition 5 to the spin–spin problem.

Proposition 10 The following statements hold for the spin–spin problem (24):

(i) Any Rα,β1,β2 -symmetric orbit, with Rα,β1,β2 defined in (30), associated to a
(m1 : n,m2 : n) spin–orbit resonance is equivalent to a solution that satisfies
the following Dirichlet conditions:

θ j (α) = β j , θ j (α + nπ) = β j + m jπ,

with α ∈ {0, π} and β j ∈ {0, π
2 } (eight combinations). Moreover, such solution

satisfies the following symmetry property θ j (t) = 2β j − θ j (2α − t).
(ii) There are four independent types of Rα,β1,β2 -symmetric orbits representing a bal-

anced (m1 : 2,m2 : 2) spin–spin resonance and are given by:

Type (β1, β2) : θ j (0) = β j , θ j (π) = β j + m jπ

2
, (39)

with β j ∈ {0, π
2 }. Moreover, the corresponding symmetry relation is θ j (t) =

2β j − θ j (−t).

3 We remark that this is a practical definition because it is useful for the physical interpretation. However,
we notice that there is a more general definition given by the resonant combination n0t − n1θ1 − n2θ2,
with n0, n1, n2 integers.

123



   88 Page 18 of 45 Journal of Nonlinear Science            (2022) 32:88 

Proof This proof is based on the fact that the same arguments used to prove Proposi-
tion 5 can be generalized in a straightforward way for the spin–spin problem (24).

Now we apply Lemma 2 to (26) with F(x) given by (29). The fixed point set of
each reversing symmetry Rα,β1,β2 is

Fix(Rα,β1,β2) = {(t, θ1, θ2, p1, p2) : t = α, θ1 = β1, θ2 = β2}.

Then, due to the periodicity of W in (20), the periodic orbits can be found at θ j (α) =
β j , where we can take any combination between α ∈ {0, π} and β j ∈ {0, π

2 }. A
similar method was used in Greene (1979) for the standard map and was generalized
for the spin–orbit problem in Celletti and Chierchia (2000) and for a standard map of
two degrees of freedom in Celletti et al. (2004).

The rest of the proof of item i follows analogously to the proof of item (1) of
Proposition 5 using the reversing symmetries.

The proof of item ii needs more detail. In the same way as (38), we obtain easily
that the balanced resonances (m1 : 2,m2 : 2) are given by

θ j (α) = β j , θ j (α ± π) = β j ± m jπ

2
. (40)

We see that (39) corresponds to (40) with α = 0 and the positive sign. From the case
α = π and the negative sign, we have that

θ j (0) = β j − m jπ

2
, θ j (π) = β j . (41)

Note that if, for example, we take j = 1 and m1 = 2k1, with k1 ∈ Z, then the
conditions (39) and (41) are equivalent. On the other hand, if m1 = 2k1 + 1, then the
conditions (39) with β1 = 0 and π

2 are equivalent respectively to (41) with β1 = π
2

and 0. The same is true for j = 2. Then, with (39) all the possibilities are covered. ��
Remark 11 Results in Proposition 10 allow to apply a Newton method to compute
resonances for the spin–spin problem just considering as unknowns θ̇ j (0) and correct
them by imposing the conditions in (39) or (41).

For circular orbits (e = 0), each of the spin–orbit models (23) is a classical pendu-
lum whose only stable equilibrium point corresponds to a 1 : 1 resonance that is given
by θ j (t) = t . Similarly, the spin–spin model (24) consists of two coupled penduli
whose only stable solution is θ1(t) = θ2(t) = t that is a (1 : 1, 1 : 1) resonance. How-
ever, for e 	= 0, f (t; e) does not coincide with t and more stable spin–orbit resonances
may appear.

In order to study the spin–orbit and spin–spin resonances, it is useful to compute
the expansion of V2 and V4 up to some power of the eccentricity. This expansion is
obtained solving Kepler’s equation (13) up to a finite order in the eccentricity, then
inserting the solution u = u(t) in (14), (16), expand them in series of the eccentricity
and finally expanding the trigonometric terms appearing in (8).

This procedure leads to the expansions of V2 and V4 that, for simplicity, we
give up to the order 2 in the eccentricity in “Appendix C.” In those expressions,
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Table 1 Resonances appearing in the expansion of the potential V2 + V4 for each order of the eccentricity

Order Spin–orbit resonances Spin–spin resonances
V2 V4 V4

e0 1 : 1 1 : 1 Combine 1 : 1 with 1 : 1
e1 3 : 2, 1 : 2 3 : 2, 1 : 2, 3 : 4, 5 : 4 Combine 1 : 1 with 3 : 2 and 1 : 2
e2 1 : 1, 2 : 1, 0 : 1 1 : 1, 2 : 1, 0 : 1 Combine 1 : 1 with 1 : 1, 2 : 1 and

0 : 1, 1 : 2, 3 : 2 All combinations between 3 : 2 and 1 : 2

the trigonometric terms with arguments ψ
m j :n j
j (t) = m j t − n jθ j are associated to

m j : n j spin–orbit resonances for E j , whereas the terms with argument ψ
m1:n1
m2:n2 (t) =

(m1 ± m2)t − n1θ1(t) ∓ n2θ2(t) correspond to spin–spin resonances by combining
spin–orbit resonances of orders m1 : n1 and m2 : n2. For each order of the expan-
sion in the eccentricity e, there are some resonances appearing. They are shown in
Table 1, where we can recognize a hierarchy: the most important spin–orbit resonance
is 1 : 1, then we have 3 : 2, 1 : 2 and so on, because they appear for low orders of the
eccentricity. Resonances of further orders are relevant only for large eccentricities.

Note that the most relevant spin–orbit resonances are of order m : 2, m ∈ Z. Addi-
tionally, spin–spin resonances appearing at order eα in V4 are obtained by combining
spin–orbit resonances appearing at order eα1 and eα2 in V2 such that α1 + α2 = α.

Finally, note that for V2, the coefficients associated to spin–orbit resonances are
of order one in d1, d2, whereas for V4, the spin–orbit coefficients are of order two in
d1, d2, q1, q2, and the spin–spin coupling coefficients are of order two in d1, d2.

3.2 KAMTori in the Spin–Spin Problem

Now we deal with quasi-periodic solutions of the Keplerian version of the spin–spin
model. We denote by

ω = (1, ω1, ω2) (42)

the frequency vector with

ω1 = p1
C1

, ω2 = p2
C2

.

The Hessian matrix associated to (20) has determinant different from zero, whenever
p1 	= 0, p2 	= 0. This implies that (20) satisfies the Kolmogorov non-degeneracy
condition, which is a requirement for the applicability of KAM theorem (Kolmogorov
1954; Arnol’d 1963; Moser 1962). The other essential requirement in KAM theory
is the assumption that the frequency satisfies a Diophantine inequality, namely there
exist C > 0 and ξ ≥ 2, such that

|k · ω|−1 ≤ C |k|ξ (43)
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for k ∈ Z
3\{0}.

We remark that a possible choice ofω satisfying (43) can be obtained as follows. Let
α be an algebraic number of degree 3, namely the solution of a polynomial equation
of degree 3 with integer coefficients, not being the root of polynomial equations of
lower degree. Let us consider the vector ω = (1, ω1, ω2) obtained as

⎛

⎝
1
ω1
ω2

⎞

⎠ =
⎛

⎝
1 0 0
b1 a11 a12
b2 a21 a22

⎞

⎠

⎛

⎝
1
α

α2

⎞

⎠ , (44)

where (b1, b2) and the matrix A ≡ (amn) have rational coefficients and det A 	= 0.
By number theory results (see, e.g., Celletti et al. 2004), a vector ω as in (44) satisfies
(43) with ξ = 2. Under smallness conditions of the parameters, say λ j in (22), KAM
theory ensures the existence of a quasi-periodic torus with Diophantine frequency. We
remark that the theory presented in Calleja et al. (2022b) for the spin–orbit problem
(see also Calleja et al. 2022a, c) can be extended to provide explicit estimates for (20)
and an explicit algorithm to construct quasi-periodic solutions.

4 Qualitative Description of the SpinModels

In this section, we give a qualitative description of the phase space associated to
the spin–orbit problem (Sect. 4.1), the spin–spin problem with spherical companion
(Sect. 4.2) and with non-spherical companion (Sect. 4.3).

4.1 Spin–Orbit Problem (Vper = V2)

Since the system (23) corresponds to two uncoupled spin–orbit problems, then the
Poincaré map of the whole system can be understood as the direct product of the
Poincaré maps for each of the bodies. Consider for example the dynamics of E1.
Figure 3 is a typical Poincaré map of the spin–orbit problem obtained using a Taylor
integrator (Jorba and Zou 2005) and using a similar approach as the one explained
in “Appendix B,” in this case with parameters (e, λ1) = (0.06, 0.05); it represents
solutions at t = 2πk, k ∈ Z, in the plane (θ1, θ̇1) restricted to θ1 ∈ [−π, π ]. The main
stable resonances are tagged with their corresponding order m : n. The Poincaré map
for sufficiently small parameters (e, λ1) has the following features:

(1) The main stable spin–orbit resonances are represented by fixed points in the plane
(θ1, θ̇1) surrounded by islands of invariant librational tori. High order resonances
appear above low order resonances.

(2) It looks that the spin–orbit resonances of order m : 2 ≥ 1 : 1 are balanced:
solutions of type 0 (34) are stable and those of type π

2 (35) are unstable. On the
contrary, for the 1 : 2 resonance, type 0 is unstable and type π

2 is stable. Concerning
other resonances (33), for instance in the 3 : 4 resonance, types with α = 0 are
unstable and types with α = π are stable. Exactly the opposite occurs for the case
5 : 4.
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Fig. 3 Poincaré map for the spin–orbit problem

(3) It is possible to have stable secondary resonances, namely small resonances sur-
rounding other resonances. This is clear for the 1 : 1 resonance. Beyond the
librational islands associated to the resonance 1 : 1, there is a chaotic region that
includes the unstable resonances and that is larger for large parameters (e, λ1).
The chaotic region can appear for other resonances and is limited by rotational
tori that also distinguish the domains of resonances of different orders.

4.2 Spin–Spin Problem (Vper = V2 + V4) with Spherical Companion

Let us now consider the case when E2 is a sphere. Then, θ2(t) = θ2(0)+ θ̇2(0)t and the
dynamics of θ1 is given by (25), that depends on the parameters (e, λ1, q̂1, σ1). Here
the parameters σ1 and q̂1 perturb the previous framework of the spin–orbit problem
(see Sect. 4.1). We can see a comparison between both problems in Fig. 4: we see that
the only qualitative difference between both cases is that the Poincaré map associated
to Eq. (25) is slightly more chaotic. This minor difference is due to the fact that we take
σ1 = q̂1 = 0.01, that are small parameters. As we will see in Sect. 6, the spin–spin
model is a good approximation for the dynamics of two ellipsoids for σ j and q̂2 up to
the order of magnitude of about 10−2, because larger values could lead to a collision
(see Sect. 6.2).

4.3 Spin–Spin Problem (Vper = V2 + V4) with Non-spherical Companion

Now we deal with the general system (24). Let �(t) = (θ1(t), θ2(t), θ̇1(t), θ̇2(t))
be a solution of (24) and its respective projections �1(t) = (θ1(t), θ̇1(t)) and
�2(t) = (θ2(t), θ̇2(t)). From now on we restrict θ j (t) to [−π, π ]. Let the Poincaré
map associated to such solution be defined by P(�(0)) = �(2π), and its projec-
tions by P j (� j (0)) = � j (2π). It is not possible to represent the iteration of the map
P in a single plot, because it is 4-dimensional, so we will represent the projections
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Fig. 4 Poincarémaps. Left: usual spin–orbit problemwith (e, λ1) = (0.06, 0.05). Right: spin–orbit problem
up to order 1/r5 with (e, λ1, σ1, q̂1) = (0.06, 0.05, 0.01, 0.01)

P j . That is to say, for a solution �(t), we are interested in the behavior of the two
families of points �1(2πk) and �2(2πk), k ∈ Z, in a single 2-dimensional strip
� = {(x, y) ∈ R

2 : |x | ≤ π}. We recognize the following features:

(1) A solution in spin–spin resonance corresponds to a family of isolated recurrent
points ofP (namely, the successive points on the Poincarémap), whose projections
are represented in � as a pair of families of recurrent points.

(2) If the spin–spin resonance is stable, then nearby solutions would librate around
such points. While in the uncoupled system, librating solutions belong to 2-
dimensional tori, here tori can be higher dimensional. As a result, the projected
points represented in � are distributed in two clouds of points surrounding each
recurrent point. A cloud of this kind covers an annulus-like region of a certain
thickness that is usually thicker for stronger couplings. A similar behavior occurs
for rotational solutions, whose corresponding clouds are distributed in strips of
certain thickness, see Fig. 5.

(3) We expect that, for small enough coupling parameters σ j , the spin–spin resonances
are located close to the corresponding spin–orbit resonances for each ellipsoid, and
would keep the same stability as for the uncoupled problem. However, we have
found that, for larger σ j , the stability may change with respect to the uncoupled
system (see Fig. 6).

(4) The coupled system is 5-dimensional; then, invariant tori, if there exist, would not
confine solutions in determined regions (as in the uncoupled system), but Arnold
diffusion is expected to take place.

A particular behavior occurs only when both bodies are identical (C1 = C2 = 0.5,
λ = λ1 = λ2, σ = σ1 = σ2 and q̂ = q̂1 = q̂2), the so-calledmeasure synchronization.
This phenomenon was observed numerically in Hampton and Zanette (1999) for an
autonomousHamiltonian systemof two degrees of freedom (a pair of identical coupled
oscillators): the system librates around a stable periodic solution in a very particular
way described as follows for our system (see the phenomenon illustrated in Fig. 7).

123



Journal of Nonlinear Science            (2022) 32:88 Page 23 of 45    88 

Fig. 5 Left: Projections �1(2πk) and �2(2πk), k ∈ N of a solution �(2πk) librating around a stable
(1 : 1, 3 : 2) spin–spin resonance. Right: solution for which one of the bodies librates around a stable spin–
orbit resonance and the other one has a rotational behavior. The common parameter values are e = 0.06,
λ1 = λ2 = 0.05, and q̂1 = q̂2 = 0.001

Fig. 6 Left: Projections �1(2πk) and �2(2πk), k ∈ Z of a solution �(t) close to an unstable (1 : 2, 3 : 2)
spin–spin resonance. Right: Representation of a solution with identical �(0) for larger coupling, now the
nearby spin–spin resonance has become stable. The common parameter values are e = 0.06, λ1 = λ2 =
0.05, and q̂1 = q̂2 = 0.001

Take a solution�(t) librating around a stable spin–spin resonance of order (m : n,m :
n). Consider the two families of points�1(2πk) and�2(2πk) and their corresponding
annulus-like region in the plane �. There are two possibilities: either both clouds of
points are distributed in separated annulus-like regions or both regions coincide. That
is to say, either the overlap is empty or there is a complete overlap. Moreover, if
we start with a solution with separated regions, we can obtain the complete overlap
by increasing the coupling parameter σ (keeping the same �(0)). The phenomenon
takes place suddenly for a specific σ = σ∗ when the outer boundary of the inner ring
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Fig. 7 Projections�1(2πk) and�2(2πk), k ∈ Z of a solution�(t) close to a stable (1 : 1, 1 : 1) spin–spin
resonance for different values of σ1 and σ2. Keeping the same parameters e = 0.06, λ1 = λ2 = 0.05,
q̂1 = q̂2 = 0.001, θ1(0) = θ2(0) = 0, θ̇1(0) = 0.92 and θ̇2(0) = 1.05. The external ring (body 1) keeps
similar thickness, the internal ring changes from a thin one to another that occupies values close to (0, 0) to
thin one to finally collapse with the exterior one

touches the inner boundary of the outer ring. At that moment, there is a concentration
of density of points in the contact region.

The phenomenon of measure synchronization disappears when the bodies are not
equal. See in Fig. 8 how the domains of both ellipsoids can overlap without merging
into a single ring.

5 Linear Stability of Resonances

In this sectionwe analyze the stability (in the linear approximation) of solutions associ-
ated to the resonances in different models, namely the spin–orbit problem (Sect. 5.1)
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Fig. 8 Partial overlapping of the domains of �1(2πk) and �2(2πk), k ∈ Z of a solution �(t) close to
a stable (1 : 1, 1 : 1) spin–spin resonance in the case of different bodies: no measure synchronization.
The parameter values are e = 0.06, λ1 = 0.009, λ2 = 0.05, q̂1 = q̂2 = 0.001, σ1 = σ2 = 0.3,
θ1(0) = θ2(0) = 0, θ̇1(0) = 0.92, and θ̇2(0) = 1.064

and the spin–spin problem with spherical (Sect. 5.2) and non-spherical (Sect. 5.3)
companion.

In all cases, we will only deal with balanced resonances (32), because they appear
to be simpler and more relevant (see Sect. 4) than resonances of the general type
(31). Actually, we can establish regions in the space of parameters where solutions
associated to balanced resonances are unique or have some lowmultiplicity. In the case
of the spin–spin problem, we restrict ourselves to regions of uniqueness. The study
of linear stability of such periodic solutions in the space of parameters complements
the understanding of the dynamics that we presented in previous sections, especially
Sect. 4.

5.1 Spin–Orbit Problem (Vper = V2)

Consider the spin–orbit problem (23) with j = 1, that is, the motion of the ellipsoid
E1. Let θ1 = θ∗(t) be a solution in a balanced m : 2 spin–orbit resonance, whose
associated variational equation is

ÿ + λ1

(
a

r(t; e)
)3

cos(2θ∗(t) − 2 f (t; e))y = 0, y ∈ R. (45)

For e 	= 0, (45) is a linear equation with a 2π -periodic coefficient. Particularly, this is a
Hill’s equation (Magnus and Winkler 1979). Assume that �(t) is a matrix solution of
(45) with �(t0) = 12, the identity matrix 2× 2. The stability of (45) is determined by
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the structure of the matrix M = �(t0 +2π), called monodromy matrix. If |Tr(M)| <

2, we have elliptic stability, whereas if |Tr(M)| > 2 we have hyperbolic instability. In
the parabolic case,when |Tr(M)| = 2, the system is stable if the Jordan canonical form
ofM is12 or−12, otherwise the system is unstable. Actually, if the system is parabolic
unstable, the instability of the linear system is linear in time, but hyperbolic instability
is associated to an exponential divergence in time. In our case, we want to distinguish
regions of stability and instability in the (e, λ1)-plane for a given solution, which is
continuous in (e, λ1). From properties of Hill’s equations, regions of elliptic stability
are separated from regions of hyperbolic instability by parabolic curves (|Tr(M)| =
2). These curves are made of unstable points, except if there are intersections of
parabolic curves, because points of intersection become stable. This phenomenon is
called coexistence, Magnus and Winkler (1979).

For a given point (e, λ1) and a given balanced m : 2 resonance, we want to know
how many solutions there are of each type (34) or (35), and their linear stability. First,
recall Remark 6: solutions of type π

2 satisfy conditions of type 0 for the equation
(23) with j = 1, taking −λ1 instead of λ1. Consequently, for each (e, λ1), with
e ∈ [0, 1) and λ1 ∈ (−3, 3), we can obtain all the solutions corresponding to a
balanced resonance by applying the shooting method: take a solution θ1(t)with initial
conditions4 θ1(π) = mπ/2, θ̇1(π) = γ ∈ R and let γ vary until the boundary
condition θ1(0) = 0 is reached. Finally, we obtain the linear stability of the solution
by computing �(t) such that �(π) = 12. Actually, for this procedure, we can take
any of the boundary conditions in Eqs. (34) and (35), we just need one type to generate
all solutions.

The results of this method for themain balanced spin–orbit resonances are shown in
Fig. 9. For these computations, we used a Runge–Kutta Verner 8(9) integrator (Verner
1978), instead of a Taylor integrator (Jorba and Zou 2005); the reason is that, for some
parameter values, the solutions are constant or polynomials and the Taylor method
suffers in choosing a good step size. Thus, Fig. 9 requires around 3.5 days with 34
CPUs to be generated with a discretization mesh size of 2000 × 2000 × 2000 for
(e, λ1, γ ).

We can recognize the following characteristics5:

(1) Each of the balanced resonances is represented in the (e, λ1, γ )-space by a con-
tinuous surface. In the case 1 : 1, the surface is made of two sheets connected only
in one point (e, λ1) = (0, 1).

(2) The region of uniqueness in the (e, λ1)-plane is quite large. The multiplicity is
generated by bifurcation of solutions: the surface folds generating multiple solu-
tions (from one to three, as far as we see). Particularly, the bifurcation in the case
1 : 1 occurs at (e, λ1) = (0, 1) producing a secondary sheet behind the main
one. In general, the multiplicity takes place for some regions with |λ1| > 1. The
resonances of order m : 2 with m > 2, have two characteristic folds, one with a

4 We choose to take initial conditions at t = π and not t = 0 because the values of θ̇1(0) producing
spin–orbit resonances for large e and λ1 are too large to be represented in a 3-dimensional plot as in Fig. 9.
5 The linear stability of the multiple solutions associated to the resonances 1 : 1 and 3 : 2 was already
studied in Zlatoustov et al. (1966), Beletskii (1966) and Beletskii and Lavrovskii (1975), but we include
them here in order to have a more complete view.
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Fig. 9 Diagrams of linear stability for the balanced resonances of order 1 : 2 (left), 1 : 1 (middle left), 3 : 2
(middle right) and 2 : 1 (right). Blue-instability and yellow-stability. The upper diagrams are projections of
the lower diagrams in the (e, λ1)-plane with some transparency in order to identify regions with multiplicity
of solutions (Color figure online)

V-like shape in solutions of type 0 for λ1 > 1, and another small one in solutions
of type π

2 for λ1 ∼ −2 and very large eccentricities.
(3) Instability is predominant in the diagrams, especially in solutions of type 0 for the

resonance 1:2 and of type π
2 for the rest of the resonances. We see that the main

regions of linear stability are continuation of stable solutions from e = 0, much of
which are close to small |λ1|. Except for the resonance 1 : 2, the stability region
for large eccentricities (e > 0.6) of the other resonances has a similar shape,
characterized by a bifurcation with an interchange of stability. It is interesting
to note that the folds producing the multiplicity are associated to some stable
regions with peculiar shapes. In the resonance 1 : 1 we find two unstable regions
bifurcating from the exact solution θ1(t) = t for e = 0: one at λ1 = 1/4 = 0.25
(main sheet) and the other one at λ1 = 9/4 = 2.25 (secondary sheet).

Now let us consider both bodies. Since the system (23) is uncoupled, then the
multiplicity and stability associated to a spin–spin resonance is given by each of the
separated problems. For example, take the (1 : 1, 3 : 2) balanced spin–spin resonance
of type (0, π

2 ) for (e, λ1, λ2) = (0.3, 0.1, 0.5), that is, the red points shown in Fig. 9.
It has associated a unique solution and it is unstable because it is so for θ2.

5.2 Spin–Spin Problem (Vper = V2 + V4) with Spherical Companion

In this case we know that E2 is in uniform rotation θ2(t) = θ2(0) + θ̇2(0)t , while
the dynamics of θ1 is given by (25), that depends on (e, λ1, q̂1, σ1). For this problem,
we can proceed in the same way as for the spin–orbit problem of Sect. 5.1. On one
hand, the variational equation associated to a solution in a spin–orbit resonance is a
Hill’s equation like (45), so the linear stability of the solution is characterized by the
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Fig. 10 Diagrams of linear stability for the 3 : 2 balanced resonance of (25) for different values of the
indicated parameters (q̂1, σ1). Blue denotes instability and yellow denotes stability. Each of the columns
has required around 15h using 24 CPUs and a mesh size of 512 × 512 × 512 (Color figure online)

corresponding monodromy matrix. On the other hand, we can find all the solutions
associated to a balanced spin–orbit resonance using the shooting method for only one
type of boundary conditions by including negative values of λ1 (see Remark 6).

Comparing Figs. 9 and 10, we can see, for example, how the balanced 3 : 2
resonance is perturbed when we turn on the parameters (q̂1, σ1):

(1) The effect of the new parameters is remarkable for large e and |λ1|. Especially
when q̂1 and σ1 are large.

(2) At very large eccentricities, the surface has a complicated structure resulting in
multiple solutions. The effect of q̂ is mainly to alter the stability for large e:
solutions of type π

2 become always unstable, while stable regions of solutions of
type 0 are more concentrated. The growth of q̂ also increases the multiplicity of
solutions of type 0 and very large e. On the other hand, increasing σ1 has a more
dramatic effect on the complexity of the surface and also modifies the stability for
large e. Actually, for some values of σ1, the existing V-shaped fold connects with
the complex structure of large eccentricities in the upper part of the diagram.
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5.3 Spin–Spin Problem (Vper = V2 + V4) with Non-spherical Companion

We study the linear stability of the resonances of the full coupled spin–spin model in
(24). In this case, linear stability is determined by a more general theory and we will
restrict ourselves to zones in the space of parameters where there is uniqueness.

Since we have two degrees of freedom, the first variation at a particular resonance is
not a Hill’s equation anymore, but a coupled system of second order. A Hill’s equation
is a particular case of linear Hamiltonian system with periodic coefficients, hereafter
LPH systems.

If we define z = (θ1, θ2, p1, p2)T, where p j = C j θ̇ j , the spin–spin problem in the
Hamiltonian form (21) can be written as

ż = J2∂z HK (t, z), (46)

where Jl is the square matrix of order 2l given by

Jl =
(

0 1l
−1l 0

)

, l = 1, 2, . . . (47)

with 1l the unit matrix of order l. The non-autonomous Hamiltonian HK (t, z) is given
in (19) for Vper = V2 + V4. Let z = z∗(t) be a solution of (46) that is in a balanced
spin–spin resonance of type (m1 : 2,m2 : 2). Then, the first variation at such solution
has the form

ẏ = J2∂z,z HK (t, z∗(t))y, y ∈ R
4, (48)

where ∂z,z HK denotes the Hessianmatrix of the Hamiltonian HK in the 4-dimensional
variable z. The system (48) is an LPH system of period 2π . Assume that �(t) is a
matrix solution of (48) with �(t0) = 14. The stability of (48) is determined by the
Floquet multipliers, that are the eigenvalues of the monodromy matrix �(t0 + 2π).

An LPH system has particular stability properties, see the general theory in
Yakubovich and Starzhinskii (1975), Ekeland (1990) and an application to the dou-
ble synchronous spin–spin resonance in Misquero (2021). For example, assume that
ϕ ∈ C is a Floquet multiplier of an LPH system. Then, its inverse ϕ−1, its complex
conjugates ϕ̄ and ϕ̄−1 are also multipliers and have the same multiplicity as ϕ. That is,
the Floquet multipliers have a symmetric distribution with respect to the real line and
the unit circle of the complex plane. In consequence, a necessary condition for stability
is that all multipliers have modulus 1. Moreover, if all multipliers have modulus 1 and
they are all different, then the system is stable. When all the multipliers have modulus
1 and some of them coincide, the situation is not trivial and the stability depends on
further algebraic properties of the multipliers (Krein’s theory, 1950). Then, unlike for
Hill’s equations, here we do not have a quantity like the trace of themonodromymatrix
in order to characterize the boundary of stability/instability regions. Instead, we will
use the following definition.
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Definition 12 We will say that an LPH system is hyperbolic unstable if

max
k

|ϕk | > 1,

where ϕk , k = 1, 2, . . . , are all the Floquet multipliers of the system.

Assume that the solution z∗(t) is continuous in some domain of the parameters
of the model (e; C1, λ1, λ2, σ1, q̂1, q̂2). The equation maxk=1,...,4 |ϕk | = 1 + ε, with
ε > 0, defines a 1-parametric family of hyperbolic unstable manifolds in the space of
parameters; then, the boundary of hyperbolic instability will be found if we take the
limit of such manifolds as ε → 0.

On the other hand, it is possible to find all the solutions of a given type of a
balanced spin–spin resonance using the shooting method as in the previous section.
However, since the phase space and the space of parameters have large dimensions, our
approach will be to obtain the solutions by continuation. Note that the solutions of (24)
for λ j = 0 and any e ∈ [0, 1) are exactly given by θ j (t) = θ j (0) + θ̇ j (0)t . Then, the
unique solution of type (β1, β2) of a balanced spin–spin resonance (m1 : 2,m2 : 2) is
just θ j (t) = β j + m j

2 t . Such solution can be continued for |λ j | > 0. For small enough
|λ j |, the systems in Eqs. (23) to (25) can be regarded as different perturbations of
the system θ̈ j = 0, and then Figs. 9 and 10 give us a quite clear idea of a region
of uniqueness of a given type associated to a balanced spin–spin resonance of (24).
Moreover, such solution can be found by continuation in the space of parameters.
Case of equal bodies E1 = E2 In this case, the Eq. (24) depends on four parameters
(e, λ, q̂, σ ), where λ = λ1 = λ2, q̂ = q̂1 = q̂2 and σ = σ1 = σ2. From Fig. 10,
it looks that a good choice for doing the continuation is in the range 0 ≤ e � 0.8,
0 ≤ λ � 1 and 0 ≤ q̂, σ � 0.01. In this range, the linear stability of the solution
of type (0, 0) associated to the resonance of order (1 : 1, 1 : 1) was investigated in
Misquero (2021). Figure 11 shows the stability diagrams of the resonance (1 : 1, 3 : 2)
of type (0, 0) and the resonance (1 : 2, 3 : 2) of type (π

2 , 0) and (0, 0) for different
(q̂, σ ). Let us point out some properties:

(1) Note that a plot with (q̂, σ ) = (0, 0) is just the superposition of diagrams in Fig. 9,
while a plot with (q̂, σ ) = (0.01, 0) is the superposition of diagrams similar to
those in Fig. 10. Then, the effect of the coupling can be seen in the plots with
σ 	= 0.

(2) The effect of the coupling is different in each case: for the resonance (1 : 2, 3 : 2)
of type (0, 0), we only see an additional thin unstable region for e < 0.1 and
0.25 < λ < 1. For the resonance (1 : 2, 3 : 2) of type (π

2 , 0), we see that
the region with small e becomes unstable, whereas for large e the stability is
somewhat altered. Finally, without coupling, the resonance (1 : 2, 3 : 2) of type
(0, 0) is unstable for almost all the points, but the coupling introduces the stability
for small e. Note that this in agreement with Fig. 6.
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Fig. 11 Regions of (hyperbolic) linear instability of solutions associated to different spin–spin resonances of
the problem (24) (case: equal bodies) for different values of the parameters (q̂, σ ). Blue denotes instability
and yellow denotes stability. Each plot has required around 10min using 15 CPUs and amesh size 750×750
(Color figure online)

6 Some Numerical Results on the Full and the KeplerianModels

In this section, we provide some results on the comparison between the full and Keple-
rian problems with particular reference to the conditions under which the decoupling
is valid (Sect. 6.1), and we give some numerical results on the interaction between the
spin and orbital motions (Sect. 6.2).

6.1 Hamiltonian Approach

It will be useful to write the dynamical equations of the Hamiltonian of the full model
(4) in the compact form

ż = J4∂z H(z), (49)

where z = (r , f , θ1, θ2, pr , p f , p1, p2)T and J4 is defined by (47).
Let us now formulate the Keplerianmodels (spin–orbit and spin–spin, see Sect. 2.3)

as perturbations of the full model, so we can compare both families of models under
the condition that the coupling between the spin and the orbit is small. Indeed, we
limit to study the stability of the orbital motion, when considering the coupling of the
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rotating rigid bodies, and we will just consider the case of equal bodies. Consider a
function ζ(t) that satisfies the equation

ζ̇ (t) = J4∂z H(ζ(t)) − h(ζ(t)), (50)

where the vector function

h(z) = (0, 0, 0, 0,−∂r Vper(z),−∂ f Vper(z), 0, 0)
T

is responsible of subtracting the perturbative part of the potential [see Eq. (7)] only in
the equations for ṗr and ṗ f . Thus, Eq. (50) represents the Keplerian model including
the orbital part: the spin–orbit model corresponds to (50) with Vper = V2 and the
spin–spin model with Vper = V2 + V4. The corresponding equations of motion are
(11) and (12), so we can write the solution in the form

ζ(t) = (r(t; a, e), f (t; e), θ1(t), θ2(t), pr (t; a, e), p f (a, e), p1(t), p2(t)),

where a and e are the semimajor axis and the eccentricity of the Keplerian orbit,
see (17). Now it is clear that the Keplerian model (50) is not Hamiltonian, even
though we can split it into one autonomous Hamiltonian system (orbital part with
V = V0) and another non-autonomous one (spin part with V = V0 +Vper). Moreover,
unlike for the full model, in a Keplerian model neither the total angular momentum
Pf = p f + p1 + p2 is conserved,6 since we can compute that

Ṗ f (t) = −
2∑

j=1

∂θ j Vper(r(t; a, e), f (t; e), θ1(t), θ2(t)).

We want to investigate the difference between the Keplerian and full models, which,
according to (50), are essentially due to the perturbation of the spin on the orbit.
Consider the solution z = z(t) = ζ(t) − δz(t) of (49) such that z(0) = ζ(0). Then,
expanding the Eq. (49) up to first order in δz, we obtain that the function δz = δz(t)
satisfies the equation

d

dt
δz = J4∂

2
z,z H(ζ(t))δz − h(ζ(t)) (51)

with initial condition δz(0) = 0. In Eq. (51), ∂2z,z H(z) is the Hessian matrix associated
to the Hamiltonian in (4). If the system (51) is stable, then the norm ‖ζ(t) − z(t)‖ is
bounded. Additionally, it is easy to see that the system (51) is Lyapunov stable if, and
only if, the trivial solution of the homogeneous part

ẏ = J4∂
2
z,z H(ζ(t))y, y ∈ R

8, (52)

6 Instead, the Keplerian assumption results in the conservation of the orbital angular momentum p f (t) =
μr(t; a, e)2 ḟ (t; e) = μa2

√
1 − e2.
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is Lyapunov stable. A general form of ζ(t) is unknown because, although the orbital
part is givenby the classicalKepler problem, the spinpart is givenbyanon-autonomous
periodic system of nonlinear equations. However, ζ(t) is a periodic solution at spin–
spin resonances, with period 2π for balanced resonances. In such cases, Eq. (52) is an
LPH system, some of whose properties were mentioned in Sect. 5.3.

At this point, we wonder if it is possible for the periodic system (52) to be stable.
Let us point out an argument supporting a negative answer, even for stable spin–spin
resonances. It is known that the periodic solutions of the planar Kepler problem are
not linearly stable. This can be easily checked using Poincaré variables (action-angle
variables): we obtain a positive eigenvalue for a linear system of constant coefficients.
See further related discussions in Boscaggin and Ortega (2016) and Schwarz (1972).
We can see that 1 is the only associated Floquet multiplier and has multiplicity four;
then, the instability of the periodic solutions of the Kepler problem is not hyperbolic,
according toDefinition 12, but rather of parabolic kind. From this discussion,we expect
that ζ(t) and z(t) are divergent functions, but we want to know if such divergence is
exponential in time, that is, when (52) is hyperbolic unstable.

To this end, suppose that the function ζ(t) is continuous on a domain of the space
of parameters (a, e; C1, λ1, λ2, σ1, q̂1, q̂2). Note that we add a to the parameters of
the spin–spin model because it varies with the orbital initial conditions. On the other
hand, the Hamiltonian H depends on the parameters of the full model, we take the
independent set (μ, C1, d1, d2, q1, q2), where the value of μ informs us about the
disparity in the masses of the bodies because μ = M1M2 = M1(1 − M1). We can
obtain (μ, C1, d1, d2, q1, q2) from (a, e; C1, λ1, λ2, σ1, q̂1, q̂2) as follows: First, from
(22), we see that, assuming σ1 > 0,

μ = C1
3σ1a2

; (53)

from this value we can obtain M1 because μ = M1(1 − M1) with M1 ∈ (0, 1). This
is enough to write M2 = 1− M1, C2 = 1− C1 and, from the definitions (22), it holds
that

d1 = λ1C1
3M2

, d2 = λ2C2
3M1

, q1 = q̂1M1a
2, q2 = q̂2M2a

2.

In the following,we take Vper = V2+V4. Additionally, the initial conditions associated
to ζ(t) are given by (18), for the orbital part, and the values θ j (0), θ̇ j (0) are such that
the spin part satisfies the boundary conditions for the spin–spin problem in a spin–
spin resonance of a certain type as in (39). Recall also that, in our units, the Keplerian
orbital period is T = 2π and G = a3.

As in Sect. 5.3, we can find the region (in the parameters space) of hyperbolic
instability and its boundary, that is given by the limit as ε → 0 of the manifolds
that satisfy max

k=1,...,8
|ϕk | = 1 + ε, where ϕk are the Floquet multipliers of (52). It is

important that we focus on a region of the parameterswhere the corresponding solution
associated to a spin–spin resonance is linearly stable.
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Fig. 12 Regions of (hyperbolic) linear instability of (1 : 2, 3 : 2) of type (π/2, 0) of the Eq. (52) for equal
bodies and different values of the parameters. Blue denotes instability and yellow denotes stability. Each
plot has required around 10min using 15 CPUs and a mesh size of 750 × 750 (Color figure online)

Figure 12 shows the regions of hyperbolic instability of (52) for the particular spin–
spin resonance (1 : 2, 3 : 2) with different values of the parameters. This example
provides the following remarks.

(1) We can compare Figs. 12 with 11 for similar values of q̂ and σ . In the case of equal
bodies (μ = 0.25 and C1 = 0.5), the value of a is determined by (53): smaller σ

also implies further bodies. Although the parameters are not exactly the same in
all panels, the plots with σ = 0.0001 in Fig. 12 can be compared approximately
with those with σ = 0 in Fig. 11.

(2) From the comparison, we see that the plots in Figs. 12 and 11 with q̂ = 0 are
similar for small eccentricities, but, while the unstable regions in Fig. 12 are bigger
for larger e. On the other hand, the plots in Fig. 12 with q̂ = 0.01 include unstable
stripes invading the stable regions for small e (they grow with σ ), whereas for
large e the diagrams become totally unstable.

(3) As we increase σ (closer bodies), the plots become more and more unstable.

We conclude that in this specific example, linear stability occurs in the regions of
the parameters with small e.

6.2 Quantitative Numerical Approach

In this section, we want to investigate, from a numerical point of view, the dynamics
of the orbital system as perturbed by the rotational motion.

In Sect. 6.1, we analyzed the linear stability of the solution of the Kep-
lerian model ζ(t) corresponding to a spin–spin resonance. We take a point
(a, e; C1, λ1, λ2, σ1, q̂1, q̂2) and try to quantify the difference between the functions
ζ(t) and z(t).

123



Journal of Nonlinear Science            (2022) 32:88 Page 35 of 45    88 

The orbital motion of ζ(t) is characterized unambiguously by the set of Keplerian
elements (a, e, ω), where ω = 0 is the argument of the periapsis, together with t , the
mean anomaly. On the other hand, let the orbital part of the solution z(t) of the full
model be given by (rF (t), fF (t)). Then, we can transform the orbital position rF (t) =
rF (t) exp(i fF (t)) to the osculating Keplerian elements (aF (t), eF (t), ωF (t)) of the
two-body problem using the following expressions. From the geometrical identity

|ṙF |2 = G
(

2
rF

− 1
aF

)
, we obtain

aF (t) =
(

2

rF
− ṙ2F + ḟ 2Fr

2
F

G

)−1

.

Now let us define the orbital angular momentum per unit mass hF = rF ∧ ṙF , where
∧ is the vector product, and the eccentricity vector

eF (t) = ṙF ∧ hF

G
− rF

rF
,

whose modulus is given by

eF (t) =
√

1 − r4F ḟ 2F
GaF

.

Whenever eF 	= 0, we can define ωF ∈ [−π, π) as the polar angle of eF . The mean
anomaly associated to the full model can be defined too, but we will not use it in our
study. The balanced spin–spin resonance of order (m1 : 2,m2 : 2) in the function ζ(t)

is characterizedby themodified resonant anglesψ
m j :2
j (t) = m j f (t, e)−2θ j (t). Seem-

ingly, the spin part of the solution z(t) of the full model is given by (θ1,F (t), θ2,F (t)),

so, in order to compare with ζ(t), let us define ψ
m j :2
j,F (t) = m j fF (t) − 2θ j,F (t). Now

define the functions

δa(t) = aF (t) − a

a
, δe(t) = eF (t) − e, δres, j (t) = ψ

m j :2
j (t) − ψ

m j :2
j,F (t), (54)

where δa is the relative deviation in semi-major axis, while δe and δres, j are the absolute
deviations in eccentricity and resonant angles, respectively.

Finally, recall from (1) thatwehave an expression fora j in termsof the parameters of
themodel. Then, for our purpose, wewill say that there is a collision if rF (t) ≤ a1+a2.
Now we are in a position to compare the solutions of the full model with respect with
those of the Keplerian models.

Then, we plot the evolution of the δ functions in (54) and some Kepler elements of
z(t) over 100 revolutions; again, we consider the case of identical bodies and we focus
on the resonance (1 : 1, 3 : 2) of type (0, 0). We consider a set of parameters e = 0
and σ = 10−3, so that the bodies are relatively close to each other (a ≈ 39) and in
circular orbits. Beside, we take values of parameters, whose corresponding resonance
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Fig. 13 Evolution of the quantities in (54) and of some Kepler elements in a resonance (1 : 1, 3 : 2) of type
(0, 0) for different parameter values in the case of equal bodies: e = 0, λ = 0.05, q̂ = 0.01, σ = 10−3

is not hyperbolic unstable, say, λ = 0.05 and q̂ = 0.01. In addition, Table 2 gives the
corresponding Floquet multipliers of both z(t) and ζ(t).

FromFig. 13,we see that the behavior is regular: the orbit of the fullmodel oscillates
regularly very close to the circular orbit of the Keplerian model, with a precession that
increases uniformly in average. Actually, in a shorter time scale, the eccentricity vector
describes a circles passing through the origin. Also, the variation of the angles is quite
regular.

The Floquet multipliers in Table 2 give us additional information. We remark that
we display the multipliers of ζ(t) corresponding to spin and orbit separately, say,
the first two rows are the four multipliers of the spin–spin model (24), whereas the
third one shows the four coincident multipliers of the Kepler problem. The results
confirm that the spin of ζ(t) is elliptic stable. On the other hand, the multipliers of
z(t) are computed with (49). We find out that, although the first case is more regular,
the solution is actually hyperbolic unstable. We conclude that, even when there is
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Table 2 Modulus and argument
of the Floquet multipliers of the
functions z(t) and ζ(t)
compared in Fig. 13

e = 0, λ = 0.05, q̂ = 0.01, σ = 10−3

Argument Modulus

ζ(t) ±1.42 1

±7.36 · 10−8 1

0 1 (quadruple)

z(t) ±1.41 1

±7.64 · 10−9 1

±1.65 · 10−1 1.09

±1.65 · 10−1 0.915

hyperbolic instability, the solution of full system remains quite close to the solution
of the Keplerian system with circular orbit.

7 Conclusions

This research is, primarily, a careful numerical study of the spin–spin model, pre-
sented as such in Misquero (2021). For this purpose, we have considered several
parallel models describing the planar gravitational dynamics of two ellipsoids under
the Assumptions 1 to 3. We distinguish between full and Keplerian models, and also,
between spin–orbit and spin–spin models. The known dynamics of the Keplerian
spin–orbit problem was used as reference to develop our results.

In first place, we realize that the symmetries of the ellipsoids lead to certain symme-
tries in the equations of the Keplerian models, and so, to symmetric periodic solutions
that structure the overall dynamics. We study the boundary conditions leading to sym-
metric periodic orbits. We complete this general view by providing conditions for the
existence of quasi-periodic solutions. Between the periodic solutions, we focus on a
special class that comprises the simplest solutions from the physical interpretation, the
balanced spin–orbit and spin–spin resonances. We study the high-dimensional phase
space of the spin–spin problem bymeans of projections of Poincarémaps, taking those
of the spin–orbit problem as reference.

First, we see that when one body is spherical, the dynamics of the spin–orbit prob-
lem is reproduced with small variations. For two ellipsoids, the projections of the
Poincaré maps show structures similar to those of the spin–orbit ones. There is a par-
ticular behavior of the spin–spin problemwhen both bodies are identical, the so-called
measure synchronization.

After that, we study existence, multiplicity and linear stability of the solutions in
balanced resonances as we vary the parameters of the problem. We focus on the qual-
itative changes in the stability diagrams produced by the variation of each parameter.
We use the case of identical bodies to illustrate our observations most of the time.

In the last part of the paper, we analyze the solutions of the full and the Keplerian
models by means of rewriting the equations in a Hamiltonian-like formwith the aim to
study the stability of the orbital motion under the coupling effect due to the rotation of
the rigid bodies. We produce stability diagrams to investigate the linear stability, in a
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particular case study. The orbit of the full problem is characterized by Kepler’s orbital
elements to facilitate the comparison; we compute the deviations in semi-major axis
and eccentricity for a grid of values in some parameters.

Although we privileged some particular aspects of the spin–orbit and spin–spin
dynamics, we are aware of the fact that many questions are still to be answered or
need a deeper investigation. In particular, we concentrated just on specific case stud-
ies and, typically, for small parameter values ensuring linear stability. The study of
the dynamics for higher values of the parameters needs different mathematical tech-
niques, that may lead to investigate more difficult case studies than those analyzed in
the present work, e.g., unequal bodies, highly eccentric orbits, escape orbits, impact
configurations. Remarkable results on these topics have been already obtained in the
literature (see, e.g., Maciejewski 1995; Scheeres 2002, 2009; Bellerose and Scheeres
2008). Further directions of research might include more theoretical aspects for which
the models investigated in the current work could serve as bench tests, for example
Arnold diffusion, Nekhoroshev’s theorem, the construction of whiskered tori.
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Appendix A: Coefficients of the Expansion of the Potential

The full expansion of the potential energy of the Full Two-Body Problem was derived
in Boué (2017). Later, Misquero (2021) detailed that expression to the case of planar
motion of two ellipsoids, which is given by

V = −GM1M2

r

∑

(l1,m1)∈ϒ
(l2,m2)∈ϒ

�
l1,m1
l2,m2

(
R1

r

)2l1 (
R2

r

)2l2

× Z1)
2l1,2m1

Z2)
2l2,2m2

cos(2m1(θ2 − f ) + 2m2(θ2 − f )),

where

ϒ = {(l,m) ∈ Z
2 : 0 ≤ |m| ≤ l},
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and, if we take L = l1 + l2 and M = m1 + m2, the constants

�
l1,m1
l2,m2

= (−1)L−M

4L
√

(2l1 − 2m1)!(2l1 + 2m1)!(2l2 − 2m2)!(2l2 + 2m2)!
× (2L − 2M)!(2L + 2M)!

(L − M)!(L + M)!
are numbers dealing with the interaction between the extended bodies. On the other
hand, R j and Z j)

2l j ,2m j
are, respectively, the mean radius and the Stokes coefficients

of each E j . The quantities Z j)
l,m provide the expansion of the potential created for the

body E j . They are related to the usual parameters C j)
l,m and S j)

l,m by

C j)
l,m + i S j)

l,m = (−1)m
2

1 + δm,0

√
(l − m)!
(l + m)! Z̄

j)
l,m, m ≥ 0,

where δm,n is the Kronecker delta.

Appendix B: A Different Formulation of the Equations of Motion

To perform the integration of (12), it is convenient to adopt the eccentric anomaly u
as independent variable, according to the following procedure.

Let us write the Eq. (12) as

C j
d2θ j

dt2
(t) +

(a

r

)5
ε j Fj (t, θ) = 0, j = 1, 2, (55)

where θ = (θ1, θ2), C1 + C2 = 1 and Fj = ∂θ j (V2 + V4), j = 1, 2. The explicit
expression for F1 and F2 is given by

F1(t, θ) =
(( r

a

)2 + 5

4

(
q̂2 + 5

7
q̂1

)
)

sin(2θ1 − 2 f )

+ 25d̂1
8

sin(4θ1 − 4 f ) + 3d̂2
8

sin(2θ1 − 2θ2)

+ 35d̂2
8

sin(2θ2 + 2θ1 − 4 f )

F2(t, θ) =
(( r

a

)2 + 5

4

(
q̂1 + 5

7
q̂2

)
)

sin(2θ2 − 2 f ) + 25d̂2
8

sin(4θ2 − 4 f )

− 3d̂1
8

sin(2θ1 − 2θ2) + 35d̂1
8

sin(2θ2 + 2θ1 − 4 f ). (56)

Let us consider the change of variables given by the Kepler’s equation

x j (u) = θ j (u − e sin u), j = 1, 2.
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Then, we have

d2θ j

dt2
(t) =

(
a

r(u)

)2 d2x j
du2

(u) −
(

a

r(u)

)3 dx j
du

(u)e sin u, j = 1, 2,

so that, assuming C j 	= 0, (55) becomes

d2x j
du2

(u) − a

r(u)

dx j
du

(u)e sin u +
(

a

r(u)

)3 ε j

C j
Fj (u, x) = 0, j = 1, 2. (57)

We can write the system (57) as

dx j
du

(u) = y j (u)

dy j
du

(u) = a

r(u)
y j (u)e sin u −

(
a

r(u)

)3 ε j

C j
Fj (u, x),

for j = 1, 2 and x = (x1, x2). From the well-known relations used in the study of
Kepler’s problem

cos f = cos u − e

1 − e cos u
, sin f =

√
1 − e2 sin u

1 − e cos u
,

we can define the functions s = s(x j ), c = c(x j ) as

s(x j ) = sin(2x j )(2 cos
2 f − 1) − cos(2x j )2 cos f sin f

c(x j ) = cos(2x j )(2 cos
2 f − 1) + sin(2x j )2 cos f sin f ,

so that F1 and F2 in (56) take the form

F1(u, x) =
((

r(u)

a

)2

+ 5

4

(
q̂2 + 5

7
q̂1

)
)

s(x1)

+ 25d̂1
4

s(x1)c(x1) + 3d̂2
8

sin(2x1 − 2x2) + 35d̂2
4

s(x1 + x2)c(x1 + x2)

F2(u, x) =
((

r(u)

a

)2

+ 5

4

(
q̂1 + 5

7
q̂2

)
)

s(x2) + 25d̂2
4

s(x1)c(x1)

− 3d̂1
8

sin(2x1 − 2x2) + 35d̂1
4

s(x1 + x2)c(x1 + x2).
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Appendix C: Expansion of V2 and V4

We give below the expansion of V2 and V4 up to second order in the eccentricity:

V2 = −3d1e2GM2 cos(2θ1)

8a3
− 3d2e2GM1 cos(2θ2)

8a3
− 27d1e2GM2 cos(2t − 2θ1)

8a3

− 3d1e2GM2 cos(4t − 2θ1)

4a3
− 27d2e2GM1 cos(2t − 2θ2)

8a3

− 3d2e2GM1 cos(4t − 2θ2)

4a3

− 9d1eGM2 cos(t − 2θ1)

8a3
− 9d1eGM2 cos(3t − 2θ1)

8a3
− 9d2eGM1 cos(t − 2θ2)

8a3

− 9d2eGM1 cos(3t − 2θ2)

8a3
− 3d1GM2 cos(2t − 2θ1)

4a3
− 3d2GM1 cos(2t − 2θ2)

4a3

− 3e2GM2q1 cos(2t)

8a3
− 3e2GM1q2 cos(2t)

8a3
− 9e2GM2q1

8a3
− 9e2GM1q2

8a3

− 3eGM2q1 cos(t)

4a3

− 3eGM1q2 cos(t)

4a3
− GM2q1

4a3
− GM1q2

4a3
,

V4 = −225GM2q
2
1e

2

112a5M1
− 225G cos(2t)M2q

2
1e

2

224a5M1
− 225GM1q

2
2e

2

112a5M2

− 225G cos(2t)M1q
2
2e

2

224a5M2

− 105G cos(2t − 2θ1 − 2θ2)d1d2e2

16a5
− 525G cos(4t − 2θ1 − 2θ2)d1d2e2

16a5

− 315G cos(6t − 2θ1 − 2θ2)d1d2e2

32a5
− 45G cos(2θ1 − 2θ2)d1d2e2

16a5

− 45G cos(2t + 2θ1 − 2θ2)d1d2e2

64a5
− 45G cos(2t − 2θ1 + 2θ2)d1d2e2

64a5

− 225Gd21M2e
2

224a5M1

− 225G cos(2t)d21M2e
2

448a5M1
− 75G cos(2t − 4θ1)d

2
1M2e

2

32a5M1

− 375G cos(4t − 4θ1)d
2
1M2e

2

32a5M1

− 225G cos(6t − 4θ1)d
2
1M2e

2

64a5M1
− 75G cos(2t − 2θ2)d2q1e2

8a5

− 165G cos(4t − 2θ2)d2q1e2

64a5

− 135G cos(2θ2)d2q1e2

64a5
− 375G cos(2t − 2θ1)d1M2q1e

2

56a5M1
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− 825G cos(4t − 2θ1)d1M2q1e
2

448a5M1

− 675G cos(2θ1)d1M2q1e
2

448a5M1
− 75G cos(2t − 2θ1)d1q2e2

8a5

− 165G cos(4t − 2θ1)d1q2e2

64a5

− 135G cos(2θ1)d1q2e2

64a5
− 45Gq1q2e

2

8a5
− 45G cos(2t)q1q2e2

16a5

− 375G cos(2t − 2θ2)d2M1q2e
2

56a5M2

− 825G cos(4t − 2θ2)d2M1q2e
2

448a5M2
− 675G cos(2θ2)d2M1q2e

2

448a5M2
− 225Gd22M1e

2

224a5M2

− 225G cos(2t)d22M1e
2

448a5M2

− 75G cos(2t − 4θ2)d
2
2M1e

2

32a5M2
− 375G cos(4t − 4θ2)d

2
2M1e

2

32a5M2

− 225G cos(6t − 4θ2)d
2
2M1e

2

64a5M2

− 225G cos(t)M2q
2
1e

224a5M1
− 225G cos(t)M1q

2
2e

224a5M2
− 525G cos(3t − 2θ1 − 2θ2)d1d2e

64a5

− 525G cos(5t − 2θ1 − 2θ2)d1d2e

64a5
− 45G cos(t + 2θ1 − 2θ2)d1d2e

64a5

− 45G cos(t − 2θ1 + 2θ2)d1d2e

64a5
− 225G cos(t)d21M2e

448a5M1

− 375G cos(3t − 4θ1)d
2
1M2e

128a5M1

− 375G cos(5t − 4θ1)d
2
1M2e

128a5M1
− 75G cos(t − 2θ2)d2q1e

32a5

− 75G cos(3t − 2θ2)d2q1e

32a5

− 375G cos(t − 2θ1)d1M2q1e

224a5M1
− 375G cos(3t − 2θ1)d1M2q1e

224a5M1

− 75G cos(t − 2θ1)d1q2e

32a5

− 75G cos(3t − 2θ1)d1q2e

32a5
− 45G cos(t)q1q2e

16a5
− 375G cos(t − 2θ2)d2M1q2e

224a5M2

− 375G cos(3t − 2θ2)d2M1q2e

224a5M2
− 225G cos(t)d22M1e

448a5M2

− 375G cos(3t − 4θ2)d
2
2M1e

128a5M2
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− 375G cos(5t − 4θ2)d
2
2M1e

128a5M2
− 45GM2q

2
1

224a5M1
− 45GM1q

2
2

224a5M2

− 105G cos(4t − 2θ1 − 2θ2)d1d2
32a5

− 9G cos(2θ1 − 2θ2)d1d2
32a5

− 45Gd21M2

448a5M1
− 75G cos(4t − 4θ1)d

2
1M2

64a5M1

− 15G cos(2t − 2θ2)d2q1
16a5

− 75G cos(2t − 2θ1)d1M2q1
112a5M1

− 15G cos(2t − 2θ1)d1q2
16a5

− 9Gq1q2
16a5

− 75G cos(2t − 2θ2)d2M1q2
112a5M2

− 45Gd22M1

448a5M2
− 75G cos(4t − 4θ2)d

2
2M1

64a5M2
.
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