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ABSTRACT

Social networks have taken an irreplaceable role in our lives. They are used daily by millions of people to communicate and inform themselves. This success has also led to a lot of irrelevant content and even misinformation on social media. In this paper, we propose a user-centred framework to reduce the amount of irrelevant content in social networks to support further stages of data mining processes. The system also helps in the reduction of misinformation in social networks, since it selects credible and reputable users. The system is based on the belief that if a user is credible then their content will be credible. Our proposal uses word embeddings in a first stage, to create a set of interesting users according to their expertise. After that, in a later stage, it employs social network metrics to further narrow down the relevant users according to their credibility in the network. To validate the framework, it has been tested with two real Big Data problems on Twitter. One related to COVID-19 tweets and the other to last United States elections on 3rd November. Both are problems in which finding relevant content may be difficult due to the large amount of data published during the last years. The proposed framework, called NOFACE, reduces the number of irrelevant users posting about the topic, taking only those that have a higher credibility, and thus giving interesting information during the last years. The proposed framework, called NOFACE, reduces the number of irrelevant users posting about the selected topic. This entails a reduction of irrelevant information, mitigating therefore the presence of misinformation on a posterior data mining method application, improving the obtained results, as it is illustrated in the mentioned two topics using clustering, association rules and LDA techniques.

1. Introduction

Social networks have become an essential part of our lives. They are great sources of information, used daily by thousands of people to explore news and share their opinions about them. This great success has also led to the increasing spread of irrelevant information, hoaxes or misinformation, even interfering in electoral processes (Allcott & Gentzkow, 2017). Twitter, is one of the most successful social networks today, and undoubtedly the most used social network to share and comment on news around the world. Its character is mainly public so anyone can see that someone else is tweeting about a certain topic. This has led to Twitter gain on a relevant role, for example, to obtain relevant information in real time about events and disasters, but it has also made it a target for those who want to spread misinformation. But, what are relevant information and misinformation?

In our field of application, relevant information is understood as information that may contain valuable content in a certain context. For example, in a health topic, relevant information would be that issued by a doctor about prevention measures for a certain disease. That is, in the case of Twitter, for the proposed case of health, we will be interested in keeping those candidates (tweets) of relevance to medicine, discarding those samples (tweets) that are not related to this sector.

As for misinformation or disinformation, there are more and more papers that provide a description or new characteristics of this concept (Aswani, Kar, & Ilavarasan, 2019; Kar & Aswani, 2021). Specifically, in Aswani et al. (2019) they provide a very interesting vision of misinformation seen in different ways such as wilful misinformation, fictional discussions, and non-verifiable information or news. In any case, it is untruthful information that is disseminated for various purposes, such as to negatively influence political issues. In these cases where there is a clear intention to disseminate false content, we will speak of disinformation. Therefore, the difference between misinformation and disinformation lies in the intentionality or purpose. In the scope of our paper, we will focus on experience-driven misinformation reduction, since a person on Twitter may share false content, because of their beliefs without actually knowing whether that is false to a greater or lesser extent.

Being able to discern what is true or relevant in social networks and what is not, has taken up a great amount of literature in recent
2. Related work

The dimensionality reduction seeks to have clean data without noise, or loss of information, more understandable, and easily manageable and processable, something that highlights its relevance to Big Data problems. Dimensionality reduction usually focuses on the reduction of training variables (Solorio-Fernández, Carrasco-Ochoa, & Martínez-Trinidad, 2020), but there is also a branch dedicated to reduce or select the number of examples, which is where instance selection algorithms appear. By definition, the instance selection is framed within the techniques of data pre-processing and has been approached from multiple and different perspectives over the course of the years (Chandrashekhar & Sahin, 2014; Olvera-López et al., 2010). In problems related to social networks, where misinformation, noise and massive amounts of data are always part of the problem, these dimensionality reduction techniques are paramount. In this context, we focus on credibility-based dimensionality reduction techniques. In credibility analysis, the amount of data related to a problem is also reduced, but this reduction is guided by factors inherent to the social network where it is applied. These factors can be, for example, the followers or the engagement or the expertise of a user in a certain topic (Canini, Suh, & Pirolli, 2011). The analysis of credibility and the consequent reduction of noise and examples of the problem has been approached from different perspectives within Data Science and Artificial Intelligence. These perspectives depend on the techniques used and the granularity of the entity on which its credibility is studied. At this point, we have carried out a study of the state of the art of the credibility analysis in Twitter. We have classified the works according to their granularity in content (tweet or topic) level or user level.

Since the framework, by selecting relevant and credible content, can also help to eliminate misinformation, additionally we have conducted a literature review on this aspect.

2.1. Content level credibility

Castillo, Mendoza, and Poblete (2011) have addressed the problem of credibility on Twitter. Their research is one of the most comprehensive and attempts to classify contents (tweets) based on whether they are credible or not. To evaluate and create the model, they use a large number of indicators that are closely linked to the analysis that a human would do to study the credibility of a tweet, such as whether an account is verified, whether the user has enough followers or whether the tweet uses appropriate hashtags, to name some of the features taken into consideration by the classification system. Concerning the user, it also obtains information but in a very simplistic way: for example, if it has biography or if it is empty. At this point NOFACE goes one step further, analysing the biography completely and obtaining knowledge of it to guide the process of content filtering and dimensionality reduction.

Kang et al. offers in Kang, O’Donovan, and Höllerer (2012) three different ways to obtain a credibility rating. The first proposal analyses the social graph of Twitter, by means of ratios between concepts like retweets or number of followers. The second one focuses on content, and finally the third model is a hybrid model that takes into consideration graphs and content. Being the first model, the one based only on graphs, which works best.

Finally, there is also a credibility-oriented dimension to event-related content. Hassan (2018) uses text mining techniques on event-related tweets. The text mining techniques used are guided by the frequency of terms in different topics, and finally the algorithm is evaluated using different classifiers.

2.2. User level credibility

With regard to the analysis of user credibility, we find approaches such as those of Cognos or CredSaT. Cognos (Ghosh, Sharma, Ben-
evenuto, Ganguly, & Gummadi, 2012) offers a web solution for searching experts in a certain topic, for this, it uses Twitter lists. The lists on Twitter are user-managed lists, in which users add other users related to topics. Cognos exploits this potential, even improving the search for accounts in the native system of recommendation of Twitter. The CredSaT (Abu-Salih, Wongthongtham, Chan, & Zhu, 2019) system, is a Big Data solution that takes into consideration the content and the time stamp to create a ranking of expert and influential users in the social network. It also adds a semantic analysis layer with sentiment analysis on tweets and responses used to enrich the final corpus of experts.

Unlike these approaches, the NOFACE seeks to reduce the amount of data, that is, the aim is not to search for influential people but to guide content reduction of a social media dataset through expert users. Finally, it is necessary to mention the papers proposed by Alrubaian, Al-Qurishi, Alrakhimi, Hassan, and Alamri (2016) and Alrubaian, Al-Qurishi, Hassan, and Alamri (2018). These papers also deal with the analysis of credibility on Twitter in a very exhaustive way and similar to NOFACE through 3 modules. These modules deal with content credibility, reputation, and expertise. However, NOFACE obtains the expertise according to the user’s biography, instead of according to the content as made in Alrubaian et al. (2016) and Alrubaian et al. (2018). Our approach exploits the potential of biography in social networks such as Twitter, where it is very common to talk about professions. As far as we know, this is the first work that addresses and uses this option in addition to word embeddings, and with great results as we will see in future chapters. Additionally, our analysis of reputation is different to that of the above-mentioned papers focusing more on the engagement of user-generated content, which will give a value about how interesting is a user's content to his or her followers.

2.3. Misinformation detection

In the field of misinformation and fake news reduction, we find that supervised approaches are the most widespread. In Ozbay and Alatas (2020) Ozbay and Alatas, apply 23 different classification algorithms over a previously labelled fake news dataset coming from the political scene. With this same approach, we find the paper (Cordeiro, Pinheiro, Moreira, Carvalho, & Freire, 2019) in which, the authors apply again a battery of different classification methods that go from the traditional decision trees to the neural networks, all of them with great results. Also in the field of classification, but using bio-inspired algorithms, we find the paper (Batra, Jain, Tikkivai, & Chakraborty, 2021). In this paper, the misinformation, or worthless information, comes in the form of email spam. The authors create a classifier based on K nearest neighbours and bio-inspired algorithms to obtain the instances that best represent the problem domain according to three different distance metrics.

If we look at the branch of deep learning, many papers have been used to detect fake news or rumours. One of the first is the one proposed in Ma et al. (2016). In this paper, they use an architecture based on three layers. The first layer uses as input the K most significant elements of the text based on the TF-IDF ratio to train a Recurrent Neural Network (RNN). Then it uses a Long Short-Term Memory (LSTM) layer to model the dependencies along with the text and in a final step it uses a layer based on a Gated Recurrent Unit (GRU). The model improves on the performance of other base models. Although the model gives good results, it is necessary to train the network, so it is necessary to re-train it for its use in another domain, because it is necessary to have labelled databases. This is something that does not need to be taken into account in systems based on data and user characteristics such as NOFACE and other models such as the one proposed in Castillo et al. (2011).

Also within the framework of deep learning there is a wide range of papers (Kaliyar, 2018; Molina-Solana, Amador Diaz Lopez, & Gomez, 2018; Monti, Frasca, Eynard, Mannion, & Bronstein, 2019). These papers have a similar focus. They use pre-labeled fake and non-fake databases to train classifiers based on neural networks. The proposal in Kumari, Ashok, Ghosal, and Ekbal (2021) is based on the use of concepts such as novelty and emotions to guide the detection of misinformation. Its foundation is the premise that this type of news and information tends to be emotionally charged to favour its diffusion. To do so, they use a combination of BERT, LSTM and feed-forward networks. In Nasir, Khan, and Varlannis (2021) authors also propose a combination of different neural network topologies. Specifically, they use Convolutional Neural Network (CNN) to obtain fake news features and applies in a later stage RNNs to store the sequential dependencies between terms. The output is then used for fake news classification.

Other papers use more novel approaches. For example, the work (Khoo, Chieu, Qian, & Jiang, 2020) use Twitter conversations generated around fake news to early detect the spread of fake news using neural networks. The work (Liu & Wu, 2020) uses the concatenation of user-related features and user-generated text to use them as input in a rumour classification layer applying word embeddings.

These previous approaches, although novel, also require training. Our model uses word embeddings in an unsupervised way, helping to reduce the amount of irrelevant data and, to some extent, mitigating the problem of false information. Importantly, NOFACE also uses a conjunction of user-based (number of favourites or retweets) and text-based (experience-related words present in the biographies) features. The potential of this feature fusion has been also highlighted in papers such as Liu and Wu (2020).

In summary, the major differences of the NOFACE framework compared to the solutions seen in the literature are:

- The main aim of NOFACE is the reduction of content coming from social networks considering the credibility and expertise of the publisher. To achieve this main objective, the reduction is guided by credibility, engagement and expertise analysis. These tasks are an intermediate stage of the main purpose, being, therefore one of the first methods of this kind.
- NOFACE offers a more restrictive cascade approach than other approaches where credibility, expertise or engagement is computed for all examples. NOFACE discards those that do not pass the first filter, the second filter and so on.
- NOFACE is, as far as we know, the first framework that applies word embeddings and text mining to the process of computing expertise through biographies.
- NOFACE offers an interpretable way to locate useful content in social networks and without having to train a classifier or neural network, so it can be used as a first stage of analysis on any dataset without the need to have a ground truth.

3. The NOFACE framework architecture

In this section we will go into detail in the NOFACE framework. In Fig. 1 we can see a general diagram of our framework NOFACE (NOise Filtering in social media According to Credibility and Expertise). The system is based on Twitter databases, on which the different modules are applied in cascade. The first module, focused on expertise, is based on a filter that uses word embeddings, concretely FastText (Bojanowski, Grave, Joulin, & Mikolov, 2016), to obtain those descriptions of users with greater expertise about a certain topic according to their profession. As far as we know, this is the first work that applies word embeddings on the descriptions instead of on the tweets. Once filtered by the users’ expertise, a new filtering step is necessary to discard those profiles without interaction or credibility on the network. Afterwards, the next two modules, about the engagement and the credibility, are applied over the selected users by the first module. This new filter is based on the network metrics, such as the number of followers, if they publish valuable content, the favourites or the retweets. The final result is a very reduced set of data where tweets have been generated by people who not only have credibility on the net, but also have experience in the topic under analysis.
The central core of our framework is to be able to know which people talking about a certain topic on Twitter really have a relationship in terms of experience and credibility with the topic under study. Modelling credibility and expertise is an arduous task, approached by other papers in a quite exhaustive and efficient way (Alrubaian et al., 2016). Our framework is based on the premise that if a Twitter user is credible, his or her content is also credible and therefore the user can be used to guide the selection of the content.

Our framework is based on 3 modules plus a pre-processing module that are applied in cascade, that is, the users that do not pass the first filter, will not pass to the second one, which implies that we reduce computation times and generate a reduced and trustworthy solution. The framework, first applies a pre-processing method. It then computes the expertise through biographical analysis, then focuses on content quality (engagement) and finally filters based on the user’s credibility on the topic. In Kumar, Kar, and Ilavarasan (2021) authors highlight the value of text mining applied in the field of credibility and fake information. They mention some approaches that corroborate our premise as valid. For example, in Barbado, Araque, and Iglesias (2019) authors detected a strong weight between several social features, such as lists or the number of followers, which are associated with more trustworthy content. The relation between misinformation and certain user-inherent components such as the longevity of the account, the presence of certain words in its content or the interaction generated with other users of social networks, has also been analysed in the state-of-the-art review in Wu, Morstatter, Carley, and Liu (2019). Therefore, we find feasible to create a system based on user features in conjunction with expertise to remove irrelevant information from social networks.

3.1. Pre-processing module

The pre-processing module uses common cleaning techniques in addition to others specific to the Twitter domain. All the techniques have been modularised in a Python function that allows to select the language of the text corpus, to guide sections like the elimination and detection of stop words. The pre-processing is applied to the user’s biography and to the tweet content. The techniques used and their order of application are:

1. Twitter domain related cleaning. For this purpose we have eliminated URLs, hashtags, mentions, reserved words from Twitter (RT, FAV...), emojis and smileys.
2. Cleaning of the usual text mining domain, removing numbers, additional spaces and punctuation marks.
3. Turning the text into lowercase letters.
4. Detecting the tweet language, all those tweets using a non-recognised language or from a language other than the one desired by the user are eliminated.
5. The stop words of the language introduced by the user in the pre-processing function are removed.
6. Any empty tweets (composed of items eliminated in previous stages of pre-processing) are removed.
7. Tokenization of the biography and the tweet.

After this process, we have achieved that the raw content coming from Twitter, can be easily processable in later stages. Although NOFACE only uses data related to the users (biography, followers, etc.) it also cleans data related to the tweet content, to generate a final corpus useful for posterior data mining processes.

3.2. Expertise filter module

The first filter and therefore the main filter and greatest contribution to the state-of-the-art of this approach is the expertise filter. This filter must be able to locate and eliminate those users who are not really related to the topic. To do this, the filter will exploit the biographies of the users to the extreme. The Twitter code itself, also takes advantage of the biographies in its service Who To Follow, so we can conclude that using biographical content can be of a great interest. NOFACE will use the biographies to create a filter and through the use of word embeddings, it will exploit the potential of biographies in a very exhaustive way.

The vector space representation using word embeddings corresponds to the current state-of-the-art in Natural Language Processing (Levy & Goldberg, 2014; Liu, Liu, Chua, & Sun, 2015). The underlying technique is to represent all the words within a given vocabulary in vector space as vectors. With these vectors, operators such as addition or substraction can be applied, so that the words king - man + woman would result in the word queen.

Our expertise filter exploits this potential by using a representation in which each word is represented by a vector in the vector space. We can see the pseudo-code in Algorithm 1. Our algorithm uses the power of semantic relations between words to increase the search space in Twitter biographies. Many works have demonstrated the power of word embeddings to expand search queries. In Roy, Paul, Mitra, and Garain (2016) Roy et al. use the KNN algorithm on vector space generated by embeddings to obtain which terms are most similar to others and expand the search query. With a similar point of view we find the works (Diaz, Mitra, & Craswell, 2016; Kuzi, Shток, & Kurland, 2016). In Diaz et al. (2016) Diaz et al. train locally embedding, namely GloVe (Pennington, Socher, & Manning, 2014) and Word2Vec (Mikolov, Chen, Corrado and Dean, 2013; Mikolov, Sutskever, Chen, Corrado and Dean, 2013), to improve search processes in information retrieval. In a very similar way but with Word2Vec+GBOW Kuzi et al. demonstrate in Kuzi et al. (2016) how document retrieval actually improves with this technique. In our algorithm, we will use this potential of word embeddings, not for retrieving documents, but for locating users that are experts on a topic.
Our algorithm works as follows. We introduce a list of words related to the topic under study, for example, about medicine, we can introduce words: medical, doctor. The algorithm will start to train a word embedding model on the biographies using a part of a data partition (10% of the entire dataset), and in the first iteration it will obtain the 5 most similar words to medical and doctor among the corpus itself. The algorithm will use these 12 words, (5 more similar to medical, 5 more similar to doctor, besides doctor and medical), to find users whose biographies contain any of these terms and start creating the list of experts and topic-related users. In the next iteration, we will already have 12 words to search for their 5 similar ones, and so on. This leads to an exponential growth of words linked by word embeddings to the domain of the problem. To prevent this and thus leading to a degeneration in meaning relative to the input words, the stopping condition of the algorithm is 3 iterations. This will enrich the space of words obtaining very related and linked to the topic words that will guide our filter.

In each iteration, the algorithm checks if any user id is already present in the expert list to avoid processing it again, since its words and context are already in the search corpus, thus avoiding additional processing. The output of the algorithm is a clean set of data in the form of a data frame ready to be processed in the following modules. It should be noted that at the end of the computation of the algorithm we will have a new column in the dataset, where we will see the words learned and used for filtering. In this way, a potential user can see in a readable and interpretable way what set of words the algorithm has used on each account to determine if it is a valuable account for analysis. The interpretability of the result of each step of the algorithm is therefore a value to be taken into account.

There are a multitude of models and representations for word embedding, so for fine-tuning our algorithm we have compared Word2Vec and FastText (Bojanowski et al., 2016), since they are the most widespread and relevant in terms of versatility and performance at present. The main difference between Word2Vec and FastText is that Word2Vec uses a context-based approach to predict a word based on the surrounding context words, i.e. it predicts context based on a word. On the other hand, CBOW predicts a word based on the surrounding context words, i.e. it predicts a word based on the context. Regarding the embeddings parameters, it has been run with a window of 5 words, words with frequencies lower than 2 have been ignored and negative sampling of 10 has been done in the case of CBOW and a hierarchical softmax in the case of Skip-Gram. The dataset used to fine-tune the algorithm, is about COVID-19 (4.1.1) and is composed by 3 batches of 936.427, 1.062.900 and 1.319.912 tweets respectively (total 3.319.239 tweets). The results in the case of Word2Vec can be seen in Table 1. The results in the case of the experiments carried out with FastText are presented in Table 2.

In our problem, where we have few context words due to the fact that Twitter texts are not very large, this makes an important difference. It is easier for the algorithm to predict context words based on a single word (Skip-Gram), than to predict a single word based on several words (CBOW), since the search space and the window within each document (tweet) is very small. A priori it may seem that this does not influence, since Word2Vec+CBOW obtains great results, but if we compute the ratio of users found for each word, we can see how this value is 102 users per word on average in Word2Vec+CBOW, while this rises to 156 users per word in the case of Word2Vec+SkipGram. This ratio in the case of FastText+CBOW stands at 155, while in FastText+SkipGram the ratio reaches a value of 162. This leads us to conclude that the words

### Algorithm 1: Expertise filter algorithm

**Result:** Dataframe with experts in the topic

```python
def preprocess(dataset):
    # pre-processing, initialising the variables and data structures
    cleaned_dataset = preprocess(dataset)

    expert_set = []
    final_dataset = pd.DataFrame()

    split_cleaned_dataset_into_batches

    for batch in batches:
        if user_id in expert_set:
            # new_tweets = find_users(batch['biographies_clean'], expert_set)
            extend_experts_set_with_new_experts
            final_dataset.extend(batch[id=user_id])

        else:
            # Create a new column in the dataset
            for word in model:
                if word in model:
                    final_dataset.append(word)

            # Create a dataframe with the 5 most similar words to each expert word
            most_similar_words = model.find_5_most_similar(model, word)

            # Extend the expert word list with the most similar words in the embedding
            expert_words.extend(most_similar_words)

            # Extend the final data frame with the tweets of the located experts
            final_dataset = final_dataset.extend(batch[user_id in new_experts])

            # Extend the expert set with the new experts
            expert_set.extend(new_experts)

    return final_dataset
```

### Table 1

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Word2Vec+CBOW</th>
<th>Word2Vec+SkipGram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elapsed time</td>
<td>Min: 11 min 7 s</td>
<td>Min: 13 min 1 s</td>
</tr>
<tr>
<td></td>
<td>Max: 13 min 36 s</td>
<td>Max: 14 min 22 s</td>
</tr>
<tr>
<td>Words</td>
<td>Min: 209</td>
<td>Max: 64</td>
</tr>
<tr>
<td>Users located</td>
<td>Min: 21 390</td>
<td>Max: 7937</td>
</tr>
<tr>
<td></td>
<td>Max: 23 377</td>
<td>Max: 10 044</td>
</tr>
<tr>
<td>Final dataset size</td>
<td>Min: 31 347</td>
<td>Max: 12 281</td>
</tr>
<tr>
<td></td>
<td>Max: 34 107</td>
<td>Max: 15 239</td>
</tr>
</tbody>
</table>
he or she is not. We may have a bias that tells us that the user is relevant to AI, when a topic related to AI and consider the global engagement of the user, a lot of interaction in the tweets related to the sport. If we are analysing success, and at the same time, about a sport that he practices, getting a example, a user can tweet about Artificial Intelligence (AI) with little more than one topic. We find that it is closer to reality to consider content without taking into account that this content may belong to offers a contrast to other formulas seen in the literature (Baum, 2019), that a user has received on the topic under study. This value, therefore, and favourites in the dataset in question, i.e. the retweets or favourites used is the accumulated sum of user retweets normalised by the number of followers of the user. The number of the interaction variables: number of retweets and number of favourites, better, therefore, we will define engagement as the arithmetic mean of one with few followers, but this does not imply that their content is with many followers, consequently will also have more interaction than who have many followers and those who have few followers. A person Facebook or Instagram, i.e. a way for users to indicate that they like a particular tweet.

At this point, we would like to make a distinction between users who have many followers and those who have few followers. A person with many followers, consequently will also have more interaction than one with few followers, but this does not imply that their content is better, therefore, we will define engagement as the arithmetic mean of the interaction variables: number of retweets and number of favourites, normalised by the number of followers of the user. The number of retweets and favourites used is the accumulated sum of user retweets and favourites in the dataset in question, i.e. the retweets or favourites that a user has received on the topic under study. This value, therefore, offers a contrast to other formulas seen in the literature (Baum, 2019), where engagement modelling is done globally for all user-generated content without taking into account that this content may belong to more than one topic. We find that it is closer to reality to consider the engagement of a user for a certain topic, rather than the general engagement since a user can have experience in different areas. For example, a user can tweet about Artificial Intelligence (AI) with little success, and at the same time, about a sport that he practices, getting a lot of interaction in the tweets related to the sport. If we are analysing a topic related to AI and consider the global engagement of the user, we may have a bias that tells us that the user is relevant to AI, when he or she is not.

Mathematically for each user \( u \in U \), their engagement, denoted as \( \epsilon \), is calculated with the following formula:

\[
\epsilon(u) = \frac{n_{\text{Followers}} + n_{\text{Favourites}}}{2n_{\text{Followers}}}
\]

In this way, we achieve to increase the engagement of a user that has generated very useful content about the topic under analysis. For example, let us suppose the following simple example: user1 with 20 Followers, 50 Favs, 30 Rts, and user2, with 1000 followers, 100 Favs and 120 Rts. If we apply the formula (1), we will have \( \epsilon(user1) = 2 \) and \( \epsilon(user2) = 0.11 \). So user1, will have more useful content than user2, because despite having less followers, they share more content in proportion to user2, who although having more followers, they do not interact as much. To pass the filter, we will select those accounts whose \( \epsilon \) value is higher than the mean of all the engagement values.

It is necessary to mention that the modelling of engagement is very complicated, since the system can be susceptible to mark relevant users that interact a lot in the social network without caring about the content, although normally, the content that is relevant is shared. This is much more accentuated if we are in the professional field, where networks such as Twitter are often used to share and find research, results or studies. It is here where the cascade filter comes into play, because the previous expertise filter has already discarded non-professional accounts, so the system is less sensitive to this problem of sharing less valuable content.

### 3.3. Engagement filter module

The next filter concerns engagement. Engagement could be defined as the capacity of a user to generate useful content that is appreciated by other users of the social network. In other words, it is a measure of how good is the content a user publishes on a social network. In the specific case of Twitter, interaction is usually measured in terms of RTs (Retweets) and FAVs (Favourites). A RT corresponds to a share, i.e. another user finds your content useful and shares it with their community. On the other hand, a FAV, corresponds to a ‘like’ on Facebook or Instagram, i.e. a way for users to indicate that they like a particular tweet.

At this point, we would like to make a distinction between users who have many followers and those who have few followers. A person with many followers, consequently will also have more interaction than one with few followers, but this does not imply that their content is better, therefore, we will define engagement as the arithmetic mean of the interaction variables: number of retweets and number of favourites, normalised by the number of followers of the user. The number of retweets and favourites used is the accumulated sum of user retweets and favourites in the dataset in question, i.e. the retweets or favourites that a user has received on the topic under study. This value, therefore, offers a contrast to other formulas seen in the literature (Baum, 2019), where engagement modelling is done globally for all user-generated content without taking into account that this content may belong to more than one topic. We find that it is closer to reality to consider the engagement of a user for a certain topic, rather than the general engagement since a user can have experience in different areas. For example, a user can tweet about Artificial Intelligence (AI) with little success, and at the same time, about a sport that he practices, getting a lot of interaction in the tweets related to the sport. If we are analysing a topic related to AI and consider the global engagement of the user, we may have a bias that tells us that the user is relevant to AI, when he or she is not.

Mathematically for each user \( u \in U \), their engagement, denoted as \( \epsilon \), is calculated with the following formula:

\[
\epsilon(u) = \frac{n_{\text{Followers}} + n_{\text{Favourites}}}{2n_{\text{Followers}}}
\]

In this way, we achieve to increase the engagement of a user that has generated very useful content about the topic under analysis. For example, let us suppose the following simple example: user1 with 20 Followers, 50 Favs, 30 Rts, and user2, with 1000 followers, 100 Favs and 120 Rts. If we apply the formula (1), we will have \( \epsilon(user1) = 2 \) and \( \epsilon(user2) = 0.11 \). So user1, will have more useful content than user2, because despite having less followers, they share more content in proportion to user2, who although having more followers, they do not interact as much. To pass the filter, we will select those accounts whose \( \epsilon \) value is higher than the mean of all the engagement values.

It is necessary to mention that the modelling of engagement is very complicated, since the system can be susceptible to mark relevant users that interact a lot in the social network without caring about the content, although normally, the content that is relevant is shared. This is much more accentuated if we are in the professional field, where networks such as Twitter are often used to share and find research, results or studies. It is here where the cascade filter comes into play, because the previous expertise filter has already discarded non-professional accounts, so the system is less sensitive to this problem of sharing less valuable content.

### 3.4. Credibility filter module

The last filter is based on the credibility of the user. The user’s credibility on a social network is intimately related to his or her popularity. That is, an account becomes popular because many other accounts believe it and therefore follow it and share its content. In other words, we can model credibility for our filter, based on an arithmetical mean of the Twitter values that are related to popularity. These values are: the number of followers, the number of public list in which the user appears, the number of retweets and the number of favourites. In the literature, other works closely related to the NOFACE framework use a standardised linear calculation of variables such as the number of followers, favourites, retweets and mentions. We have preferred to give importance to the lists, as opposed to the mentions, because the mentions are not necessary a good indicator as they can be mentions of anger or reproach, while the lists, have demonstrated in solutions like Cognos (Ghosh et al., 2012) offering good results. According to this, mathematically for each user \( u \in U \), their credibility, denoted as \( \zeta \), is calculated with the next formula:

\[
\zeta(u) = \frac{n_{\text{Followers}} + n_{\text{Lists}} + n_{\text{Retweets}} + n_{\text{Favs}}}{4}
\]

To pass this last filter, the value must be above the mean of all \( \zeta \) values. After applying this filter, the system will capture those user accounts related to the topic under study, whose content is usually interesting and who also have a wide popularity and credibility in social networks.

### 4. Framework evaluation

In this section we will go into detail in the experimentation carried out with the NOFACE framework as well as its application to a real problem. It is worth mentioning that all the code has been programmed in Python 3 and that the tests, the development and the application to a real problem have been carried out with the equipment whose specifications are shown in Table 3. The equipment is a non-professional laptop, which shows that the potential of certain techniques such as word embeddings can be democratised, and that a useful system does not necessary have to use large processing clusters to obtain a meaningful result.
4.1. Datasets

To check that the framework performs properly, it has been applied to two real problems, one relating to COVID-19 and the other to the US elections in November 2020. The datasets used for the experimentation have been released on Diaz-Garcia, Ruiz, and Martin-Bautista (2022). In this repository, the source code of the algorithms will also be released.

4.1.1. COVID-19 dataset

The disease caused by the new Coronavirus (Sars-Cov-2) (Zhou et al., 2020), first reported in Wuhan (Huang et al., 2020) in December 2019, now affects the entire world and is considered one of the largest pandemics in the history of mankind. The virus is present in all inhabited areas of the world, and has caused millions of infections and millions of deaths. Europe is currently one of the epicentres of the pandemic and is likewise one of the territories that is allocating the most resources to research into the new disease. One of the ways of research related to the pandemic, lies in the automatic processing of information related to the virus, because it is necessary to have systems that allow us to obtain truthful, summarised and useful information from those channels where the disease is reported and talked about.

One of these channels is Twitter, where there are millions of people talking about COVID-19, associated pathologies, virus mitigation measures, prevention measures or means of propagation. Being able to process this data correctly involves dealing with a lot of irrelevant information. Currently, the tweet dataset (Lamsal, 2020) related to COVID includes more than 700 million entries, which makes it a perfect candidate for testing our algorithm.

Our problem, uses a part of that dataset, specifically the tweets of the first week of the pandemic, which goes from March 20, 2020 01:37 AM to March 26, 2020 12:46 PM. The total number of tweets that have been taken into consideration for the experiment is 7,293,933 with 34 features for each of the tweets.

4.1.2. November 2020 US elections dataset

The elections on 3rd November 2020, pitted Democratic candidate Joe Biden against Republican, Donald Trump. During the days leading up to the election and up to election day, using Twitter’s streaming API, we obtained a database of tweets. To filter the tweets related to the election, we saved those that used any of the following hashtags #election2020, #november3, #2020election, #vote2020, #vote-bidenharris, #votedonaldtrump, #biden2020, #trump2020, #democrats, #republicans or #election. For this use case, we have selected a part of the complete database. Specifically, the number of tweets taken into consideration for the experiments carried out in this paper is 2,118,180. These tweets are from 28 October at 01:55 PM to 30 October at 4:44 PM.

4.2. A use case in big tweet datasets

Let’s assume that we need to apply techniques such as clustering, association rules or LDA to obtain valuable information about our dataset. We know that much of the content in social networks is noisy, data without value. We are also aware of the volatility and speed of data generation in social networks. We see that the number of tweets generated on a topic in a day exceeds the million. If we extrapolate this to a week or a month, the volume of data begins to be unmanageable and, in addition, the vast majority of these data will have no value for our analysis. This is where the NOFACE framework comes in, allowing the reduction of the data keeping only what really adds value to our analysis.

The objective of our use case is (among others) to apply data mining to obtain valuable information about COVID-19 or elections. It is about obtaining, for example, the most representative topics regarding virus containment measures, in the case of COVID-19, or clusters of tweets from independent, non-party biased sources of information in the case of Elections. The experimental design will deal with the comparison of results with the application of the NOFACE framework proposed in this paper and without its application. Therefore, the application of the framework in these use cases is intended:

- To reduce the amount of data thus favouring the computation time of the subsequent data mining algorithms.
- To help reduce the irrelevant information present on social media by maintaining only those instances with a high reputation and relation to the domain of the problem.
- To demonstrate that the content reduction of the algorithm improves the results in the subsequent data mining processes, in this case, clustering, association rules and LDA.
- To demonstrate that the NOFACE framework obtains topic relevant accounts.

4.2.1. Robustness checks

For the robustness checks of the system and to verify that the filters work properly, we have checked various factors inherent to the algorithm such as time, percentage of content reduction, and localised expert and reliable users. These concepts are linked to the proper functioning of the algorithm, since what the algorithm seeks to do is to reduce the amount of data in subsequent analyses. This explains why our approach obtains the same or better results in subsequent data mining processes.

For the evaluation of the results and improvements provided by NOFACE in conjunction with other data mining techniques, specific methods are used for each evaluation. Specifically the coherence in LDA (Röder, Both, & Hinneburg, 2015) and the silhouette coefficient in clustering (Rousseeuw, 1987). The silhouette coefficient in clustering measures how well defined the clusters are, while the coherence coefficient in LDA measures the relationship of terms within the same topic. We consider that these two robustness measures are the most suitable for our experimentation since they are the most widespread in the literature with respect to clustering and LDA. Regarding association rules we will rely on the number of obtained rules for a given confidence threshold, as well as the time to create transactions and obtain rules.

In addition, a graphical interpretation of the results is carried out using visualisation techniques. The interpretation of the visualisation and the results will be detailed in the next section.

4.2.2. Experimental results

The framework starts taking as input a set of words some related to health or to independent journalists, depending on the dataset used. The exact words are: doctor, medical, researcher, medicine, epidemiologist and clinical in COVID-19 use case, and communicator, nonprofit, truth, journalist and analyst in the Elections use case. The mean score for passing the engagement filter has been set at 4 and 6, in the case of Elections and COVID-19 respectively, whilst for passing the credibility filter the mean of the values has been 0.01 in both cases. These thresholds are defined by the mean engagement value obtained by the engagement analysis module and the mean credibility value obtained by the credibility analysis module of the NOFACE framework as explained in Sections 3.3 and 3.4. The results in terms of execution time, located users, final dataset size and percentage of content reduction can be seen in Table 4. Looking in detail Table 4, we have a comparison between the results when applying the pre-processing seen in Section 3.1 and the results when applying this pre-processing in conjunction with the NOFACE framework. The times are longer in the latter case, since we add one more layer of pre-processing, namely the NOFACE filter.

Looking at the content reduction, we see that in the cases where NOFACE is applied, the reduction is 99%. While in the cases in which the pre-processing is simply applied, we have a reduction of 77% which corresponds to the cleaning of retweets or tweets composed only of empty words, links or mentions.
We can conclude that the objective of content reduction is achieved and, moreover, the accounts that the algorithm considers relevant and interesting are actually correlated with the domain under study. Figs. 2 and 3 contain some of the accounts that have been considered as relevant by the algorithm, showing that they are profiles with a great reputation in relation to the subject matter of health or journalism.

According to COVID-19 use case, it is interesting to mention, that as shown in the picture, the profiles, except for the first one, contain words related to health not introduced in the first step of the process. The algorithm, using word embeddings, has learned how relevant they are to the topic and therefore takes them into consideration to enrich the search space. On the other hand, if we look at the use case of Elections, it is very interesting to see how a large number of accounts selected by the algorithm as truthful are accounts that Twitter has already verified, which is a great quality marker for the accounts filtered by the NOFACE framework.

Regarding execution times, the complete NOFACE framework always takes values ranging from 17 min to 1 h. On the other hand, the standard pre-processing applied to the control dataset takes 5 to 32 min to complete. Although it may seem that the time is slower with the NOFACE framework, we must considered that in the later stages that data mining algorithms could be applied (LDA, association rules and clustering in our case) we will have less amount of data to process, so the complete processing pipeline will take less time using the NOFACE framework. Table 5 shows the results in terms of time when the NOFACE framework is applied and not (where only pre-processing has been applied).

In the case of clustering, we can see very similar results to those seen in Table 4. In this case, when using NOFACE the time increase is in the order of milliseconds. Thus, the improvement is not very evident in the case of clustering, since the clustering algorithm used does not spend much time in the case of pre-processing either. Even so, in this case of using clustering, executions on the processed text took around 100 to 300 ms, while in the case of unprocessed text, we are dealing with the range of 5 to 10 s of execution. The reduction in proportion is considerable, much more if we extrapolate it to a problem with larger datasets. At this point, it is necessary to note that the clustering algorithm has a parameter which is the number of features it will use. In all experiments and configurations, this number of features is set to 50 000. Therefore, in both cases (with NOFACE and without NOFACE) only a part of the data is taken into account to perform the clustering computation.

In the case of obtaining topics with LDA, we can see an improvement in the total execution pipeline time. The ranges of pre-processing, applying NOFACE and LDA will always be lower than those of pre-processing and applying LDA directly. The reduction and cleaning of input data to the LDA algorithm performed by the NOFACE framework leads to a reduction of the total execution time of more than 30 min.
in some cases. In Table 5 we can see that in both use cases, the best execution times for LDA are obtained when using the NOFACE filter.

One of the most interesting results can be obtained with regard to association rules mining. We have employed one of the most used algorithms for mining association rules, called Apriori. In this case, the algorithm cannot finish the execution due to the high amount of items and transactions to process. On the other hand, when filtering with the NOFACE framework, we obtain the rules in just a few seconds. This highlights the value of these filtering techniques for the use of subsequent algorithms in which the volume of data is a serious problem, like in the case of the Apriori algorithm.

Taking into consideration these results we can conclude that although a priori the NOFACE framework takes more time, if we considered the complete data processing pipeline, that is, in conjunction with other data mining techniques that could be interesting to apply for a complete analysis, it improves considerably the execution times.

4.2.3. Clustering results

Clustering, as far as texts are concerned, tries to find which documents are more similar to others, by placing them in the same cluster. In the Twitter domain, it tries to find out which tweets are more similar to others in terms of content, which has great implications in the process of summarising information, searching for influencers or categorising accounts, for example. Since it is one of the techniques widely used in text mining, we are going to apply K-means on the dataset filtered with NOFACE and the complete dataset. The characteristics that fed the clustering algorithm, correspond to a TF-IDF vectorisation of the document. To choose the number of clusters to search for, we have carried out an analysis using the sum of quadratic error (SSE). The value of clusters (k) used for experimentation, given by the SSE value, was 11 in the Elections use case and 13 in the COVID-19 use case.

To graphically compare the obtained results we have represented them by means of a t-distributed stochastic neighbour embedding (TSNE) graph (Maaten & Hinton, 2008).

In Figs. 4 and 6 the results of applying the clustering algorithm without filtering are shown and in Figs. 5 and 7, the results in the case of filtering using NOFACE.

One of the first things we can observe in the TSNE graph is that in the case of the NOFACE results, we have more dispersion between the clusters. This is a clear symptom that good accounts have been selected for a complete analysis, it improves considerably the execution times.

![Fig. 4. COVID-19 use case: TSNE plot without NOFACE.](image)

![Fig. 5. COVID-19 use case: TSNE plot with NOFACE.](image)

in the case of using the NOFACE framework and 0.0069 in the case of not using it. This coefficient gives us a value on how the clusters are differentiated from each other. This indicates that by applying the NOFACE framework, we have more differentiated and higher quality clusters. Although the improvement is not of a high degree, we can conclude that we have managed to reduce the dataset to one of a better quality with less data, so less computation time and easier interpretation improve the results.

In the case of Elections an improvement in the number of identifiable clusters can also be observed, although in this case this improvement is less evident than in the case of COVID-19. In this case, we can conclude that with such similar results, there is no significant loss of information when applying the NOFACE framework. It is also necessary to point out that being a political dataset and already

<table>
<thead>
<tr>
<th>Configuration/Algorithm</th>
<th>COVID-19</th>
<th>Elections</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-processing</td>
<td>[29 min 27 s–32 min 54 s]</td>
<td>[5 min 49 s–6 min 41 s]</td>
</tr>
<tr>
<td>Pre-processing + Clustering</td>
<td>[30 min 24–33 min 58 s]</td>
<td>[6 min 7 s–7 min 1 s]</td>
</tr>
<tr>
<td>Pre-processing + LDA</td>
<td>[1 h 34 min 15 s–1 h 37 min 32 s]</td>
<td>[25 min 36 s–27 min 39 s]</td>
</tr>
<tr>
<td>Pre-processing + Apriori</td>
<td>[-]</td>
<td>[-]</td>
</tr>
<tr>
<td>Pre-processing + NOFACE</td>
<td>[58 min 3 s–1 h]</td>
<td>[17 min 33 s–23 min 32 s]</td>
</tr>
<tr>
<td>Pre-processing + NOFACE + Clustering</td>
<td>[58 min 4 s–1 h 1 s]</td>
<td>[17 min 32 s–23 min 33 s]</td>
</tr>
<tr>
<td>Pre-processing + NOFACE + LDA</td>
<td>[58 min 15 s–1 h 16 s]</td>
<td>[17 min 55 s–24 min 1 s]</td>
</tr>
<tr>
<td>Pre-processing + NOFACE + Apriori</td>
<td>[58 min 42 s–1 h 42 s]</td>
<td>[18 min 22 s–24 min 30 s]</td>
</tr>
</tbody>
</table>
filtered by hashtags related to the elections, the dataset will contain very polarised opinions based on ideology. This fits perfectly with the background of clustering, so as we can see in the results, in both cases the outcomes are generally strong. On the other hand, Fig. 7 shows how applying NOFACE makes the clusters more differentiated from each other. This analysis is reinforced by the silhouette coefficient, which is 0.12 when using NOFACE and 0.01 when not using it. Again, we see how the clustering algorithm offers better results if used in conjunction with the NOFACE filtering framework.

Another advantage that can be gained from using NOFACE is that by generating more cohesive clusters with less data, better content-based labelling of clusters can be carried out so that these can be used as classes to be applied to possible supervised classification problems.

4.2.4. LDA results

The LDA process seeks to obtain those topics that are being talked about in social networks. In our case, we tried to seek what are the main general topics about COVID-19 and elections in Twitter.

For example, a scenario for the application of the LDA on COVID-19 would be to see if there is any kind of contradictory information, or relevant information for COVID-19 measures. In the case of the Elections, for example, it might be interesting to get related topics by state, to see what people are concerned in one state or another, or what is being discussed in the independent press. The process of obtaining topics takes the information from a bag of words generated from the text of the tweets. The number of topics was set to 6.

In Figs. 8 and 10 we can see the most representative words related to the 6 topics obtained by the LDA algorithm on the dataset that does not use NOFACE. On the other hand, Figs. 9 and 11 show the most representative topics obtained over the set of tweets filtered using NOFACE.

According to the figures, we can see how both outputs of the LDA algorithm contain very similar information, which shows that the NOFACE framework did not lose information and can therefore be very useful to keep those tweets and accounts that really add value. This analysis can be supported by coherence results, which give a value of 0.305 for COVID-19 using NOFACE, and 0.271 without using NOFACE. In the case of Elections, the improvement is less evident and the coherence results hardly fluctuate from one experiment to another. This leads us to reinforce the conclusion that there is no loss of important information, while there is a reduction of invaluable information and
noise. Our analysis is focused on documents (tweets). Therefore, we have also experimented with the alpha hyper-parameter of the LDA algorithm, which can adjust sensitivity with respect to document-topic density or document-topic distribution. Specifically, we have used the symmetric and asymmetric values for each experiment. In the case of COVID, the best result in terms of coherence is obtained for the filtered dataset, with asymmetric alpha, obtaining a coherence value of 0.365. In the Elections dataset, the results are similar with both configurations.

In a more subjective analysis, we could even see words with more sense and relation with the COVID-19 or elections in Figs. 9 and 11 respectively. For example in the Election use case of topic 2, the text filtered by NOFACE (Fig. 11) contains related content about the state of Florida and the Democrat and Republican parties, which was a disputed and swing state until the last moment.

Finally, we have also added a display layer using graphics of topics according to Chuang, Manning, and Heer (2012). This graph is useful to show how the topics would be distributed in a 2D graph using principal components. Figs. 12 and 14 show the Intertopic Distance of results without applying NOFACE, whilst 13 and 15 are the results using the NOFACE framework. In the case of COVID–19, we see that there are clearly better results in the case of filtering using NOFACE, since we have more differentiated and dispersed topics, i.e. we have less intratopic overlap. Another analysis that can be distilled from the graphs is how the topics (circle size) are more homogeneous in the case of the NOFACE filtered datasets. This indicates that there is a better distribution of words between topics in this case, than if we compare it with the use cases without using NOFACE. On the other hand, in the Elections case we have a very similar overlapping and situation of the topics. Again we have a similar situation to the one we had in clustering. In this case we have obtained very similar results processing [4108–4241] accounts selected by NOFACE instead of 388 688 with traditional pre-processing. This brings a remarkable improvement in terms of performance, maintainability and analysis capability.
4.2.5. Apriori algorithm results

In the case of the association rules we cannot compare the results of both experiments because in the case of the unfiltered dataset the algorithm did not finish, as the explosion of frequent itemsets combinations is too high. In order to have some kind of comparison, we have carried out the experimentation by obtaining a random sample of the unfiltered dataset of the same size as the one resulting after filtering the dataset with NOFACE. Support values of 0.1 and 0.01 have been taken, for a confidence value of 0.6. For the support threshold value of 0.01 using the NOFACE filter, a total of 130 rules were obtained using the COVID-19 dataset and 33 rules in the Elections. On the other hand, for the sample of the unfiltered dataset, this number is reduced to 105 in the case of COVID-19 and 9 in the case of Elections. For the value of 0.1 for minimum support, only 1 rule was obtained in all cases except in the case of the random sample of the unfiltered Elections dataset where no rules were obtained. These results are interesting because they demonstrate how the filtering produces a more cohesive dataset, since the support value is a direct indicator of the co-occurrence of items in a dataset, and getting more rules in the case of applying NOFACE indicates that certain terms are more likely to appear together.

5. Discussion

After the experiment and analysis of the different use cases, it is necessary to review the results and check if the considered objectives set (Section 4.2) have been achieved.

One of the goals was to eliminate irrelevant content from the dataset. At this point, we can conclude that the NOFACE framework complies perfectly, perhaps even being too restrictive. As we have seen throughout the previous section, it reduces the content coming from Twitter to a great extent, in addition, it limits it to the scope of research that could be desired at a certain moment, health or journalism in our case. In other words, the framework, takes benefit of credibility, engagement and what is more important the user's experience in a domain, offering very representative content and profiles. The reduction in number of examples is very large, going from millions of tweets to just a few thousand. However, we must bear in mind that this reduction in terms of examples is appropriate for Big Data environments in social networks, where many of the content is noise or content generated by accounts with no value for the topic in question. Therefore, if we analyse the result from the point of view of users with experience for the topic, and in a period of 2 days, the algorithm detects from 500 to 1000 relevant users among the available 10 000 users. Thus, analysing the content of those 1000 users with experience in the topic will be more efficient, than analysing 10 000 who have simply given their opinion on the topic.

Another objective was to compare the execution times and to check if the framework introduces any computational improvements. In this case, there are conflicting results, because in the case of LDA and association rules, the framework obviously improves the execution times. In the case of clustering, the extra time involved in running the NOFACE framework makes it behave worse in terms of time. In this case, it is necessary to mention that both the standard pre-processing experiment and the NOFACE experiment employed 50 000 characteristics for the TF-IDF vector. Therefore this result is biased by this value, that at this point is a dimensionality reduction based on the characteristics of the TF-IDF. This means that at this point for both experiments (with and without NOFACE), the feature dataset used is considerably reduced, since the TF-IDF discards many features (words). Thus, we are not using the full dataset in the case of the experiment without NOFACE, just a selection of the best textual features guided by the TF-IDF. This makes the results more similar in terms of elapsed time. Even so, the clustering algorithm takes about 0.001 s to finish with the dataset processed with NOFACE, and from 19 to 64 s with the complete dataset, so the improvement achieved by the proposed filtering method is still evident.

The last goal was to demonstrate that the results of other data mining techniques on a dataset processed with NOFACE, would improve against a dataset that had not been processed with our framework. Throughout this section, we have seen how in the worst case, the result is very similar, which indicates that the framework really selects good profiles whose information is relevant, that is, there is no loss of relevant information. In other cases, we have seen how the framework improves considerably, as in the case of the clustering algorithm on the COVID-19 dataset, where cohesive and differentiated clusters with fewer outliers were found. Finally, in the case of association rules, we have seen how the filter can help certain algorithms, sensitive to the amount of data, to function normally, improving the results in terms of obtained rules.
5.1. Challenges

One of the most important challenges of the NOFACE framework, as well as other similar systems, involves dealing with lies and noise in social media. We must bear in mind that nothing prevents a person from describing themselves in their biography as a doctor, researcher or engineer without actually being one. This makes the system very sensitive to these issues, and it is therefore a challenge to design an automatic system that is capable of discerning between real people and those who are not. The system proposed in this paper, as well as other proposals presented in the literature, offers more layers of analysis (engagement and credibility) trying to mitigate this problem, having as a premise that probably real Twitter followers will not share content from people of dubious biography or belonging.

Another of the great challenges to be faced by content-based systems and not by graph-based systems, as proposed in this paper, is that they can detect a fake influencer as relevant. The fake influencers are behind accounts in social networks with great statistics of interaction and content generation. This can lead a brand to think that it can be a great investment to hire this account to spread their products or services, but in reality it would be a waste of money because these accounts really generate interaction with accounts managed by bots and other non-real accounts, so there is no real interaction. Detecting these accounts requires network analysis, and according to Tsapatsoulis, Anastasopoulou, and Ntalianis (2019), they are usually egocentric accounts easily identified by network analysis algorithms based on centrality.

5.2. Contributions to literature

The main contribution of this paper to the literature has been the creation of a framework for the selection of relevant content and users in social networks. Throughout the paper it has become clear that social networks play an irreplaceable role in our daily lives, and in particular in many business processes. The review (Kumar et al., 2021) shows how users use social networks to inform themselves about products and services of various kinds. It also mentions several studies on how companies of different sizes use social networks to obtain information from users in numerous aspects (Chatterjee & Kar, 2020). It is in these points, where our framework takes special relevance and can help companies or individuals to filter the content of social networks to favour their subsequent stages of data analysis. With this filtering, the algorithm also achieves a reduction of the dataset to be processed.

Another contribution to the state of the art relates to misinformation. By selecting credible users, with experience in the sector and with a certain impact, we are also ruling out the misinformation component to a certain extent. Therefore the proposed framework helps to eliminate the misinformation present in social networks. In this sense, we are carrying out an elimination through user features (favourites, retweets) and information obtained from natural language processing of their biographies. Currently, there are other models specially designed for these tasks that use classification algorithms or deep learning models (Mahir, Akhter, Huq, et al., 2019) such as recurrent neural network models and LSTM, to classify whether something is misinformation or not. As we have seen throughout the paper, these models need prior training, something that makes them sensitive to changes. So we find that there is a need for systems, such as the one proposed throughout this paper or others in the literature, based on content features (Wu, Liu, Liu, Wang, & Tan, 2016) and filters that allow to narrow down the amount of false content in a way that does not require large databases and training.

Finally, three comprehensive use cases of data mining in conjunction with the NOFACE framework have been provided to the literature. In the case of the paper, clustering, association rules and LDA have been used. It has been demonstrated how the framework improves clustering results in terms of silhouette and cohesion of the clusters. As for LDA, the topics obtained are of better quality in terms of coherence. The literature (Joung & Kim, 2021) highlights the need for these pre-processing techniques to improve the performance of algorithms such as topical detection algorithms (LDA). Also, in this paper it has been highlighted how the use of efficient pre-processing can help to improve the execution times of a complete data mining pipeline. It has been shown that the filter can be of special interest in those algorithms where the number of data can make them fail or the execution time is very inefficient, as in the case of the Apriori algorithm (Al-Maolegi & Arkok, 2014).

6. Conclusion and future work

The present work has proposed a new framework for filtering irrelevant content on social media, demonstrating its usefulness as a technique for pre-processing data before applying other data mining techniques such as clustering, association rules or LDA. Two of the most widespread robustness metrics in these techniques (silhouette and coherence) have been used on the datasets filtered by the NOFACE framework. Based on these metrics, it has been shown that the framework does not lose information and improves the results obtained. Additionally, the proposed framework can be used with a wide range of data mining algorithms, being specially appropriate on those that may be limited by data size and those that may be sensitive to noise for a given type of analysis.

During the development and research, a study of the state of the art in the subject has been carried out. The use of advanced text mining techniques based on word embeddings has also been highlighted. This is, as far as we know, the first contribution that applies these techniques to compute expertise on a topic.

Also, the potential of the framework has been highlighted on two real problems of tweets relating to COVID-19 and the 2020 US elections, on which the consequent reduction of number of examples without loss of information has been demonstrated, even improving the results obtained using the complete dataset. In short, the paper:

1. Offers a new framework for irrelevant content reduction in social networks based on iterative filters. It also helps to reduce misinformation as it is usually issued by inexperienced or low credibility users in a particular sector, being these discarded by NOFACE. Iterative filters address the problem in a very strict way and can alleviate the problem of lies about professional experience on social networks.
2. It introduces an algorithm for locating experts in social networks through the use of word embedding. It has been demonstrated that the algorithm is feasible and can be used as a pre-processing step prior to other data mining applications.
3. It proposes an interpretable and easily understandable solution to the problem of detecting user-generated content useful for a given topic or analysis.
4. Provides two detailed interpreted use cases to support the use of the framework in conjunction with other data mining tasks. In these use cases it has been demonstrated that there is no loss of information and improved results in terms of computation time and robustness.

The proposed framework opens up future channels of development that are closely linked to the challenges seen in Section 5, like the study of how sensitive is the system towards lies and egocentric networks generated by fake influencers or false credibility, so being able to identify these issues would considerably improve the system. It is also necessary to mention the opposite case to the one described above, since maybe the system is not considering users who are very influential in their field, but who have hardly any presence in social networks. That is, the framework in its current state is very restrictive, so being able to locate the low statistical but really good accounts would be a
great improvement and a future path of development and research as well.
Although two unsupervised use cases have been provided in the use cases, the framework could also be used in supervised methods. A possible future application in this sense would be to filter a large dataset of topic-related data into useful or truthful information and non-relevant or fake information using the NOFACE framework. Then, using these resulting labelled datasets to train a classifier, for example based on deep learning, that allows us to determine whether a new tweet is truthful or not.
Finally, there is the possibility of extending the system to a purely streaming environment, where related words could be muted by time windows and a list of expert users would be maintained over time, who could cease to be experts if their engagement or credibility levels drop.
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