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Abstract: Deciding which film is the best or which portfolio is the best for investment are examples of
decisions made by people every day. Decision-making systems aim to help people make such choices.
In general, a decision-making system processes and analyses the available information to arrive
at the best alternative solution of the problem of interest. In the preference modelling framework,
decision-making systems select the best alternative(s) by maximising a score or choice function
defined by the decision makers’ expressed preferences on the set of feasible alternatives. Nevertheless,
decision-making systems may have logical errors that cannot be appreciated by developers. The main
contribution of this paper is the provision of a verification theorem of the score function based on
the quantifier-guided dominance degree (QGDD) with the mean operator in the context of additive
preference relations. The provided theorem has several benefits because it can be applied to verify that
the result obtained is correct and that there are no problems in the programming of the corresponding
decision-making systems, thus improving their reliability. Moreover, this theorem acts on different
parts of such systems, since not only does the theorem verify that the order of alternatives is correct,
but it also verifies that the creation of the global preference relation is correct.

Keywords: quantifier-guided dominance degree; verification; additive matrix; decision-making
system; selection process

MSC: 90B50; 62C86

1. Introduction

From which mobile phone to buy to which road map a company should follow, deci-
sions are part of people’s everyday activities. We make some decisions without difficulty,
though others are difficult and are the reason why decision-making systems exist [1]. There
have been many different systems developed to help experts make decisions based on
their opinions or preferences [2–4]. In any case, systems can fail, and there can be errors,
called logical errors, which do not affect the functioning of the system but do affect the final
result [5], and that may have enormous negative repercussions in financial terms because
the systems are supposed to provide good support to decision makers.

In order to avoid logical errors in decision-making systems, specifically in group
decision-making (GDM) systems [6–9], it is necessary to apply theories that can be demon-
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strated mathematically. Consequently, reliable programs must be obtained and supported
by mathematical theorems proving their correct functioning.

A theorem is a proposition that can be proved mathematically and lacks a contradictory
case that would allow its invalidation [10]. Every mathematical theorem starts from an
assumption, called a hypothesis, and a rationale, called a thesis [11]. Consequently, this
study proposes a mathematical theorem to verify that the GDM system works correctly
when it selects the best alternative(s) by maximising the quantifier-guided dominance
degree (QGDD) with the mean operator [12,13].

The QGDD is a concept used to define a score or choice function based on the informa-
tion provided by the decision makers (experts or users) that is used to provide an ordering
of the alternatives, which is performed at the last step of a GDM system [14,15]. Since
the application of a choice function is performed at the last step of the GDM process, the
system must have worked correctly up to that point. Otherwise, in case of any logical error,
the QGDD could provide an incorrect ordering of the alternatives, and the wrong solution
to the problem would be obtained. Nevertheless, the theorem provided in this study will
allow both experts and researchers to mathematically verify that the result provided by the
GDM system is reliable [16].

Logical errors have been analysed in the existent literature [17]. For example, in [18,19],
the authors focused on the logical errors produced by the experts but not on the errors
that the developed system may have been exhibiting, which may have led to incorrect
ranking of the alternatives. In contrast, this article focuses on the logical errors produced
by the formal processes implemented by developers in the system but not on the logical
errors produced by the experts. For this reason, an advantage of this theorem is that it
effectively verifies that the program obtains consistent results and that the programmers
have not made mistakes. The theorem also has limitations on its applicability, since it can
only be applied when its supporting hypothesis is verified. Consequently, although it can
be applied to any area that uses a decision-making system, it is also restricted to the set of
systems that use additive preference relations.

2. Preliminaries
2.1. Group Decision-Making System

A GDM system is characterised by a set of experts (E = {eq; q = 1, . . . , b}; b ∈ N)
who aim to jointly choose the best alternative(s) from a previously defined set of feasible
alternatives (A = {At; t = 1, . . . , n}; n ∈ N\{1}). This article deals with systems that aim
to create an ordering of the alternatives from best to worst, from which the best alternative
solution(s) to the problem is chosen [20,21]. The final ranking of the alternatives is derived
from the evaluations of the set of alternatives that each expert involved in the GDM problem
provides [22,23]. This article is restricted to GDM problems with assessments of pairs of
alternatives, which is known as the preferences of one alternative over another [24]. In order
to carry out a solution to the problem, this study applies a fuzzy set theory methodology
since it assumes that the preference degree of one alternative over another is not restricted
to a binary set ({0, 1}) but a continuum set ([0, 1] or [0, U], U ∈ N) [25].

A GDM system consists of a series of steps or processes: discussion between the
different experts involved to identify the set of alternatives and preference representation
format, experts’ provision of their evaluations of the alternatives, and obtaining a ranking
of the alternatives, which is the solution provided by the system for the problem [13]. In
the following, each step is described in more detail (see Figure 1):

• Conducting the discussion among the experts: The problem is analysed by the experts,
a feasible set of alternatives is established, and a preference representation structure is
agreed upon for use [26].

• Providing assessments of the alternatives: Using the agreed preference representation
structure, the experts provide their corresponding preferences (preference relation) for
the set of feasible alternatives [24].
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• Analysing consensus: This step is optional in a GDM process, but it is often used
to ensure that the decision being made is agreed upon by the experts [27,28]. To
accomplish this, a group consensus value is defined and computed [29]. If the group
consensus is not below a previously established threshold value, denoted by α ∈ R+

0 ,
then the system continues processing the experts’ preferences to derive a ranking of
the alternatives; otherwise, a feedback mechanism is activated to support the experts
in reaching the consensus threshold [30].

• Creating the collective preference relation: The experts’ preference relations are ag-
gregated into a single collective preference relation [31,32] of G = (gtk; t 6= k; t, k =
1, . . . , n), with gtk ∈ R being the preference of alternative At over alternative Ak for the
group of experts. Many aggregation operators could be used to derive the collective
preference relation, that being the weighed average (WA) operator usually imple-
mented in GDM systems [33], with each expert being associated with a corresponding
weighting or importance.

• Computing the ranking of alternatives: Using the collective preference relation, a
score or choice function is defined to produce the final (consensus) ranking of the
alternatives, which is a solution to the problem offered by the GDM system [34]. This
study assumes that the QGDD is the score or choice function [12].

Conducting the
Discussion Analysing Consensus

Consesus ≥ α

Creating of the
Collective Preference

Relation

Computing the
Ranking of
Alternatives

Experts

Consesus < α

Providing the
Assessments of the

Alternatives

Figure 1. Basic diagram of a GDM system.

2.2. The Quantifier-Guided Dominance Degree

Orlovsky proposed the concept of the dominance degree of one alternative over the
rest of the alternatives (all other alternatives) [35] by modelling the concept “all” with
the application of the fuzzy set theory-based minimum operator. This approach was
later generalized with the OWA operator [36], which has the minimum operators as a
particular case. The range of OWA operators is extensive. One of them is the usual average
or mean operator, which treats with the same importance all the alternatives that are
compared [37]. This is the operator used in this study.

The QGDD with the mean operator computes the average dominance of an alternative
over the rest of the alternatives. Using the collective preference relation G, the QGDD with
the mean operator of the alternatives At (t = 1, . . . , n) is

QGDDAt =
1

n− 1

n

∑
k=1;k 6=t

gtk, (1)

with n being the number of alternatives and gkt of row k and column t belonging to the
matrix G.
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From Equation (1), the ordering of the alternatives is produced from a higher domi-
nance degree to a lower dominance degree. The solution alternative(s) of the GDM problem
is therefore defined as follows:

XQGDD = {As ∈ A | QGDDAs = sup
At∈A

QGDDAt}, (2)

with A being the set of alternatives.

3. Theorem Verification of the Quantifier-Guided Dominance Degree with the Mean
Operator

As can be seen in Figure 2, the hypothesis of the theorem affects the second step of the
GDM process, since the experts’ opinions are to be modelled as additive preference matrices
while the thesis of the theorem affects the last two steps of a GDM process, in which the
collective preference relation and the ranking of alternatives are calculated. Consequently,
the proof of the theorem will verify that the proposed GDM process is correct.

Conducting the
Discussion Analysing Consensus

Consesus ≥ α

Creating of the
Collective Preference

Relation

Computing the
Ranking of
Alternatives

Experts

Consesus < α

Providing the
Assessments of the

Alternatives

Hypothesis

Thesis

Figure 2. Sections affected by the hypothesis and thesis within the basic outline of a GDM system.

The two definitions below are necessary for understanding of the theorem and
its proof:

Definition 1 (Triangular number). The following sum

n

∑
i=1

i =
n · (n + 1)

2
; n ∈ N (3)

is called a triangular number [38].

Geometrically, a triangular number coincides with the number of points of the trian-
gular arrangement with n points (shown in Figure 3).
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Point = 1 Point = 3 Point = 6 Point = 10

Figure 3. Examples of the triangular number.

Definition 2 (Additive matrix). A matrix M = (mtk; t, k = 1, . . . , n), where mtk is the element
of row t and column k belonging to the matrix M of dimensions n× n with n ∈ N\{1}, is called
additive when the main diagonal element is empty and the rest of elements satisfy the following:

mq
tk + mq

kt = U; t 6= k; t, k = 1, . . . , n; U ∈ N. (4)

With these two definitions in place, we can proceed to state the verification theorem
proposed in this study:

Theorem 1. For a decision-making process, let E = {e1, . . . , eb}, where b ∈ N, be the set of experts

with non-negative weights W = {we1 , . . . , web}, verifying
b

∑
q=1

weq = 1. Let A = {A1, . . . , An},

where n ∈ N\{1}, be the set of alternatives. Let {Meq =
(

mq
tk

)
, q = 1, . . . , b; t, k = 1, . . . , n} be

the set of additive matrices representing the preferences of the set of experts on the set of alterna-
tives. Then, the following expression is verified:

n

∑
p=1

QGDDAp =
U · n

2
, (5)

where QGDDAp is the QGDD of alternative Ap, n is the number of alternatives, and U ∈ N.

Proof. For the collective preference matrix G = (gtk; t, k = 1, . . . , n) where

gtk =
b

∑
q=1

weq ·m
q
tk; weq ∈W, mq

tk ∈ Meq (6)

is an additive matrix, let t 6= k. Since {Meq ; q = 1, . . . , b} are additive matrices, it holds that

gkt =
b

∑
q=1

weq ·m
q
kt =

b

∑
q=1

weq · (U −mq
tk) = U −

b

∑
q=1

weq ·m
q
tk.

Therefore, we conclude that

gtk + gkt =
b

∑
q=1

weq ·m
q
tk + U −

b

∑
q=1

weq ·m
q
tk = U.
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The mean QGDD of alternative Ap is

QGDDAp =

n

∑
j=1;p 6=j

gpj

n− 1
. (7)

Therefore, it holds that

n

∑
p=1

QGDDAp =

n

∑
p=1

n

∑
j=1;p 6=j

gpj

n− 1
.

Since gpj + gjp = U, the following algebraic manipulation yields

n

∑
p=1

n

∑
j=1;p 6=j

gpj

n− 1
=

n

∑
p=1

n

∑
j=p+1

[gpj + gjp]

n− 1
=

n

∑
p=1

n

∑
j=p+1

U

n− 1
=

U ·
n

∑
p=1

n

∑
j=p+1

1

n− 1
=

U ·
n

∑
p=1

(n− p)

n− 1

=

U ·
n−1

∑
r=0

r

n− 1
=

U · (n− 1) · (n + 1− 1)
2 · (n− 1)

=
U · n

2
.

Summarising, it is proven that

n

∑
p=1

QGDDAp =
U · n

2
,

when n is the number of alternatives.

4. Illustrative Example

In this section, we present a GDM problem where four experts (E = {e1, e2, e3, e4})
have to choose where to invest money to make improvements in a city. They have four
options: to improve (A1) gardens, to improve pavement (A2), to improve healthcare (A3),
and to renovate old buildings (A4).

The experts start debating, and once the debate is over, they express their pref-
erences by using numeric values in the [0, 1] interval (i.e., by using fuzzy preference
relations) [35,39]. Concretely, the fuzzy preference relations given by each expert are
as follows:

Me1 =


− 0.5 0.0 0.5
0.5 − 0.1 0.5
1.0 0.9 − 0.8
0.5 0.5 0.2 −

 Me2 =


− 0.4 0.1 0.8
0.6 − 0.1 0.5
0.9 0.9 − 0.9
0.2 0.5 0.1 −



Me3 =


− 0.5 0.2 0.7
0.5 − 0.2 0.9
0.8 0.8 − 0.9
0.3 0.1 0.1 −

 Me4 =


− 0.4 0.1 0.4
0.6 − 0.0 0.5
0.9 1.0 − 1.0
0.6 0.5 0.0 −


By applying the theorem developed in Section 3, we proceed to see that the hypothesis

is satisfied because all preference relations are additive matrices. Therefore, since all
matrices satisfy that hypothesis, the verification theorem can be applied.

Once the experts have provided their preference relations, the consensus achieved
should be calculated. However, in this example, as our objective is to show the applicability
of the proposed theorem, we suppose that the group consensus is not below the consensus
threshold value, and we proceed to the following step (i.e., the calculation of the collective
preference relation).
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To calculate the collective preference relation, each expert has to be assigned a weight.
In this illustrative example, the WA operator will be used, and all experts will have the
same weight (i.e., weq = 0.25; q = 1, . . . , b). The following collective preference relation

G =


− 0.45 0.1 0.6

0.55 − 0.1 0.6
0.9 0.9 − 0.9
0.4 0.4 0.2 −


would be detected to be erroneous by the verification theorem since it is not an additive
matrix, and it would be corrected to become

G =


− 0.45 0.1 0.6

0.55 − 0.1 0.6
0.9 0.9 − 0.9
0.4 0.4 0.1 −

.

Thus, the mean QGDDs of the alternatives from G are obtained (see Table 1).

Table 1. Mean QGDD of each of the alternatives.

Values or
Alternatives A1 A2 A3 A4

QGDD 0.38 0.42 0.9 0.3

To verify that the results obtained are correct, it is necessary to show that the thesis of
the verification theorem is verified:

0.38 + 0.42 + 0.9 + 0.3 = 2 =
1× 4

2
= 2

Consequently, we obtain that the order of preference of the alternatives is A3 � A2 �
A1 � A4. Therefore, option A3 (i.e., the investment to improve healthcare) is the one chosen
by the group of experts.

5. Discussion and Conclusions

The theorem proposed in this study shows that GDM systems can be verified in
a simple and fast way. This verification allows programmers to know if the system is
well-implemented or if there is a logical error. In addition, experts can also verify that the
solution provided by the system is reliable and that the decision is well-founded based on
their evaluations. Concretely, this theorem has the following advantages:

• Verification of errors: With this demonstration, it is possible to verify that the decision-
making process has been carried out correctly and that there are no errors when
applied to a concrete decision-making problem. This is helpful when performing a
programming process [40].

• It can be applied without assigning weights to the experts by using the arithmetic
mean, particularly in the case of the OWA operator.

• Applicable to several areas of study related to the decision-making process: This
demonstration can be applied to different areas of decision-making systems, from
GDM processes to large-scale group decision-making processes [41], including pro-
cesses conducted in multi-granular [21] and multi-criteria environments [26].

• Mathematical proof: Being a proven theorem and not having any counterexample in-
validating it, this allows researchers to use the theorem to base their obtained results on
a proven mathematical theory. This implies a greater solidity in the conducted study.
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These advantages are restricted to the fulfilment of the hypothesis of the developed
theorem. For this reason, the main limitation of the application of the theorem is its own
hypothesis. Nonetheless, if the hypothesis is fulfilled by the system, then it can be applied
to the system, regardless of the area which it belongs to. This shows a practical advantage
because it is not subject to a specific area.

Regarding the practical relevance of the proposed solution, it can be mentioned that
all works using a decision-making system with additive matrices and using the QGDD for
ordering of the alternatives should use this theorem to reinforce that the order established
in the QGDD is reliable and that there are no variations that favour one alternative over
another. Furthermore, it can be seen how the application of a mathematical theorem to a
decision-making method improves the reliability of that method. This improved reliability
means that the users who have participated in the decision-making process can feel more
confident with the decision made by the system.

In addition, the generality of application of this theorem is also its major limitation
because the theorem is restricted to the fulfilment of the hypothesis, which means that it
cannot be applied if any of the matrices used is not an additive matrix. For future work,
two strands can be analysed. The first is to investigate new theorems for other score or
choice functions such as the quantifier-guided non-dominance degrees (QGNDDs), and the
second is to investigate a decision-making method that transforms non-additive matrices
into additive matrices.

Finally, as a conclusion, this paper can show how mathematical theorems are useful
to reinforce the results shown by decision-making systems, making them more robust
and reliable.
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