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In this paper we have addressed the extraction of hidden knowledge from medical records using
data mining techniques such as association rules in conjunction with fuzzy logic in a distributed
environment. A significant challenge in this domain is that although there are a lot of studies devoted
to analysing health data, very few focus on the understanding and interpretability of the data and
the hidden patterns present within the data. A major challenge in this area is that many health data
analysis studies have focussed on classification, prediction or knowledge extraction and end users find
little interpretability or understanding of the results. This is due to the use of black-box algorithms or
because the nature of the data is not represented correctly. This is why it is necessary to focus the
analysis not only on knowledge extraction but also on the transformation and processing of the data
to improve the modelling of the nature of the data. Techniques such as association rule mining and
fuzzy logic help to improve the interpretability of the data and treat it with the inherent uncertainty
of real-world data. To this end, we propose a system that automatically: a) pre-processes the database
by transforming and adapting the data for the data mining process and enriching the data to generate
more interesting patterns, b) performs the fuzzification of the medical database to represent and
analyse real-world medical data with its inherent uncertainty, c) discovers interrelations and patterns
amongst different features (diagnostic, hospital discharge, etc.), and d) visualizes the obtained results
efficiently to facilitate the analysis and improve the interpretability of the information extracted. Our
proposed system yields a significant increase in the compression and interpretability of medical data
for end-users, allowing them to analyse the data correctly and make the right decisions. We present
one practical case using two health-related datasets to demonstrate the feasibility of our proposal for

real data.
© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

Due to the growing necessity for analysing health data prop-
erly, the development of robust systems that enable knowl-
edge discovery from this sort of data has become a subject of
great interest for companies and researchers. The extraction of
hidden knowledge from health-related data, diagnostic and co-
morbidity [1] analysis to create valuable medical information and
improve healthcare services have all become vital challenges for
health management and medical decision support [2,3].

Another significant challenge in this domain is the inter-
pretability of the data mining systems. Interpretability can be
defined as the degree to which a human can understand the
cause of a decision [4] or the degree to which a human can
consistently predict the results of the model [5]. The greater
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the interpretability of a system is, the easier it is for end-users
to understand why certain decisions or predictions have been
made.

In order to improve the interpretability and diagnostic and
co-morbidity analysis of the medical data, we can use valuable
techniques such as association rules extraction and fuzzy logic.
The first is a popular unsupervised approach used to explore and
interpret large transactional datasets to identify unique patterns
and rules [6]. The latter was introduced in [7] and allows real-
world data to be represented and analysed in a better way. In
other words, the fuzzy set theory provides efficient mechanisms
to manage incomplete or imprecise information.

Association rules have been widely used for pattern discovery
in different domains [8-11]. Specifically, in medicine, we can find
several studies that use association rules to extract hidden pat-
terns which are useful for the diagnosis and subsequent possible
treatment of a patient [12-14]. Taking into account the above
and the fact that in medical databases there are incomplete and
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imprecise data (mostly continuous features), approaches such as
fuzzy association rules would seem to be the most suitable for be-
ing an excellent solution to discretize numerical values softly and
uncover and represent hidden relationships in an understandable
way for end-users [15].

Another important aspect is that standard association rule
mining (ARM) algorithms do not solve multitasking rule prob-
lems, because they ignore the correlation between tasks. There
are algorithms such as multi-task association rule miner
(MTARM) that works in a way that joins several rules to deal
with this type of problem. It divides the rules into individual tasks
and through a voting system generates new rules that produce
global results called multitask rules [9]. In our study we approach
the problem in a distributed way by dividing the problem, finally
unifying the different solutions.

Let us consider the following example: we have a medical-
related dataset consisting of the attributes diagnosis, occupation,
and age (where each instance in the dataset corresponds to a
patient’s surveillance), and we want to know the number of
patients with a specific diagnosis in a given range of ages.

We can solve the problem by means of a simple query. This ap-
proach is helpful if it is intended for performing a shallow analysis
of the data. However, it does not allow a more detailed analysis,
such as determining the number of young patients with a complex
diagnosis. In this situation, technologies such as fuzzy association
rules are revealed as the most appropriate technologies to help
with these problems.

One of the main goals of medical databases is to store histor-
ical data about the patients. That is why when using this sort of
database, we should keep in mind that the use of data mining
methods runs into problems when they are used to analyse vast
amounts of data and become less efficient at processing and anal-
ysis. To tackle this problem, we must implement the algorithm in
a distributed environment.

In this study, we propose creating a fuzzy-based medical sys-
tem for pattern mining in a distributed environment. The system
allows end-users to discover and interpret hidden patterns from
health-related data, thus facilitating diagnostic and co-morbidity
analysis, subsequent treatment, and also the early prevention of
potential diseases. Our proposal is based on tools such as asso-
ciation rules, fuzzy logic, and Big Data. The proposal is entirely
automatic and unsupervised, allowing us to experiment with
both labelled and unlabelled data. We now summarize the main
contributions of this paper:

e Data enrichment - During this process, the original medical
database is transformed and adapted (features engineering)
to prepare the data for the data mining process to generate
more interesting patterns.

e Feature fuzzification - Through this process, we perform
the fuzzification of the features enriched in the above step,
enabling us to treat imprecise data and discover and analyse
relevant patterns and relationships.

e Visualization - Finally, we visualize the obtained results
efficiently and in a user-friendly way to facilitate the anal-
ysis and improve the interpretability of the information
extracted.

The rest of the paper is organized as follows: Section 2 sum-
marizes the main work developed in this research area. Section 3
presents the proposed fuzzy-based system for pattern mining in
Big Data. Section 4 presents one case from real-world medical
data and we discuss the obtained results. Finally, in Section 5, the
conclusions derived from the analysis are presented.
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2. Related studies

As mentioned above, in this paper, we propose a fuzzy
information-based system for discovering hidden patterns and
relationships to address the problem of interpretability and di-
agnostic and co-morbidity analysis of medical-related data. One
of the main problems of such studies is how the results are pre-
sented to end-users. Most studies show results without focusing
on end-user understanding. Therefore, the main objective of this
research is to improve the interpretability of obtained results
in medical data centres using data mining techniques such as
association rule discovery and fuzzy logic. This section presents
research on data mining and fuzzy-based systems, mainly focused
on the medical domain.

2.1. Data mining system

Data mining techniques have been widely applied in numer-
ous fields of science. An instance where we can observe this
is in energy [16-19]. In [16,17] the authors review how some
traditional data mining techniques have been used to obtain
construction-related information. In social science, we can ob-
serve numerous studies about data mining [20-22] where text
pre-processing is applied. Other fields such as Physics and As-
tronomy apply pre-processing techniques to images [23-26]. As
in our case, data mining techniques are also widely used in the
medical field, as we can observe in [27-29]. In this field, we can
classify the studies into two groups, those dealing with imaging
data [30-33] and those dealing with medical records [34-37].

In a more specific health study [28], such as the analysis of
brain signals, problems such as sample size and signals consid-
ered as noise are encountered. In this study, the authors present
a plausible method to detect and distinguish directions from
Electroencephalography (EEG) signals by using feature extraction
techniques to perform brain signal processing.

In this other study [30], an automated system for the ex-
traction and classification of tumours from magnetic resonance
images has been developed. The proposed system consists of
five main steps: tumour contrast, tumour extraction, multi-model
feature extraction, feature extraction and classification. Other
techniques used in some studies, such as [38-41], focus on
unsupervised algorithms.

We can observe studies that pre-process the source data to
improve data quality and improve results. Different types of data
require different processing technologies. Most structured data
usually require classical pre-processing technologies, such as data
cleaning, data integration, data transformation and data reduction
[34,42,43].

Big data technology has many areas of application in the
healthcare sector [27,44-46], such as predictive modelling and
clinical decision support, disease surveillance and research. Big
data analytic often leverages analytical methods developed in
data mining, such as classification, clustering and regression.

In our study we have proposed a series of techniques that
differ from other studies in the way we apply the techniques and
unify them so that at the end of the procedure we have a set of
data ready for knowledge extraction and interpretation.

We have enriched our data by adding the different diagnoses
that occur during the duration of the patient’s stay in the medical
action protocol to resolve the proposed diagnosis using external
sources. We have used basic data pre-processing techniques, such
as the detection and elimination of missing values within the
medical data centre, as well as the elimination of outliers by
selecting fields not relevant to our study.

The next step in our procedure is the transformation of our
data by applying fuzzy techniques to finally create association
rules with the different data in order to detect the existing rela-
tionships between the different fields that we are going to analyse
in our study.
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2.2. Fuzzy-based system

Most of the problems presented by the medical data centres
are related to the way to structure the information within the
database, as well as the way to represent it, so that it can be
correctly interpreted by the end user. Therefore, it is necessary
to use fuzzy techniques to transform imprecise data into accurate
data capable of being interpreted by the end-user. In [47] the au-
thors propose new measures of accuracy and usefulness for fuzzy
association rules extraction from medical relational databases.
The approach presented by the authors allows the significant
reduction of the number of rules without information being lost.

Another interesting example found in the state of the art is the
following study [48] aimed at the application of fuzzy techniques
in the healthcare sector. It shows how wearable sensors can be
used to create a system for recommending specific prescriptions
for patients with diabetes.

There is also a theoretical study [49,50] on solving linearly
posed problems and applying a fuzzy programming algorithm,
where the results can be obtained in a way that eliminates
uncertainty.

Such stacks can be made fully scalable by applying the algo-
rithms in a distributive manner [51]. This study presents biomed-
ical data stored in the cloud and demonstrates how such algo-
rithms are ideal for solving large-scale problems.

In our study, we look at the fuzzification of diagnoses and how
through the co-morbidity of some diagnoses we can give results
on patients so that they are displayed through our application
as simple, medium or complex, depending on the number of co-
morbidity diagnoses they present, thus allowing us to represent
a traceability of the patient’s history.

2.3. Co-morbidity analysis

Another aspect that we address in the scope of this study is to
take into account the co-morbidity of the different diagnoses. Co-
morbidity is the occurrence of a disease as a function of having a
previous disease in the same person [52]. At the same time these
co-morbidity data are often reported statistically, mainly in the
context of academic research to inform the health system and
public health agencies in their decision-making.

There are very few studies that focus on the analysis of data
directed to the initial diagnosis as well as, the diagnosis of some
co-morbidity diseases, generated by the main diagnosis. This
study [35] focuses on autism in children and on the different de-
grees according to the different co-morbidities they suffer from.
In another study [53] we found in the state of the art is aimed at
detecting unnecessary blood tests, giving as an example patients
with upper gastrointestinal bleeding and patients with unspeci-
fied bleeding in the gastrointestinal tract in order to analyse the
amount of calcium and haemocytes in the blood. Two experi-
ments are performed, firstly, labelling the different tests that are
promising and secondly grouping patients with co-morbidity.

Finally, a case study is shown on the disease called diabetic
retinopathy, which is a co-morbidity generated by diabetes [54],
and how through the application of classification techniques to-
gether with fuzzy techniques and balancers we can determine
which patients are most at risk of suffering from this type of
co-morbidity.

Part of our study has focused on the analysis of the co-
morbidity of our records. Based on this analysis, we will be able to
interpret patients as simple, standard and complex, by applying
fuzzy logic.
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3. A fuzzy-based system for pattern mining in Big Data

In this paper, we propose a complete system for managing and
extracting information in health systems using big data architec-
ture. It presents a process of integration, data processing with two
novel phases of enrichment and treatment of uncertainty in this
type of data using fuzzy techniques. The system also integrates
an algorithm for extracting fuzzy association rules in Spark and
tools for visualizing and interpreting the results by end-users.

3.1. System architecture and workflow

Fig. 1 depicts the complete system that follows our proposal.
It can be divided into three big blocks. In the first, the data
collection is carried out. Hospital data in Spain follow a standard
format concerning basic patient data for each visit to a hospital, a
diagnostic testing centre, surgical interventions or specialist con-
sultations. This data can then be aggregated from external sources
from other areas or services of the hospital depending on the
hospital and its data management system. Therefore, depending
on the type of source, be it a hospital, medical tests from one of
the areas of the hospital or databases from each of the medical
departments of the hospital, our system collects the data and
merges it with the patient’s historical data in order to have them
all modelled according to the patient. In this way, for example,
in the case of patients with recurrent visits to different services
and departments of the hospital, we can see their traceability
and diagnosis in each of these visits. In addition, this innovative
system can merge hospital data into a single database with all
the validations described above in this first phase of the data
collection process.

The data is then stored in Big Data architecture that allows
large data sets from heterogeneous sources to be used. For this
purpose, NoSQL databases [55,56] have been used because they
provide great flexibility for storing data from heterogeneous
sources and large volumes. On the other hand, distributed pro-
cessing tools such as Apache Spark [57] have been used to man-
age, process and analyse this massive data efficiently. Using this
type of technology, the system processes this data through three
modules: preprocessing, enrichment and fuzzification, which will
be explained in Section 3.3.

In the last block, knowledge extraction from the processed
database will be carried out. This block uses an algorithm of fuzzy
association rules in Big Data [58] which will allow us to extract
association rules using Spark. In addition, our user interface will
implement some of the most widely used tools for visualizing as-
sociation rules to facilitate the understanding and interpretability
of the results to the end-users.

This whole process has been applied in the scope of the
BigDataMED project to different hospitals in Spain. Here we will
present the results obtained from 2016 to 2020 in two hospitals,
one in Marbella and the other in Granada. However, the proposed
system is general and can be applied to other hospitals and
medical centres.

3.2. Data collection

The developed workflow has been used in two Spanish hospi-
tals, the clinical hospital of Granada and the hospital of Marbella.
The figure below depicts the different data sources collected and
added to the database (see Fig. 2).

Every piece of data has been collected through different pro-
cedures. On the one hand, we have considered the data provided
by the medical management systems, which, by means of user
applications, collect the data from the different services such
as consultations, emergencies, etc. On the other hand, we have
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Fig. 2. Diagram of the type of data collected for the hospital system.

the data sources of the surgical interventions, diagnostic tests,
etc. In particular, all these data have to be merged using the
patient’s history and adapting the fields so that these data can be
merged by modelling their relationships. For example, the patient
has to be related to the diagnostic tests performed, the surgical
interventions and other sources in the system.

3.3. Pre-processing, enrichment and fuzzification

One of the essential phases in the extraction of interest-
ing knowledge from large datasets is the preparation of these
datasets for the application of data mining techniques. This phase
is called data pre-processing and encompasses different groups of
data processing techniques that enable the creation of a dataset
with better conditions for knowledge extraction.

In our proposal, several pre-processing modules are presented.
In them, some variables have been transformed to better model

the information they contain. Moreover, in some cases, external
data have been used to enrich the data contained in the dataset
variables; finally, an uncertainty treatment process has been car-
ried out using fuzzy logic. In this process, a novel fuzzification
process has been used that either automatically or guided by
expert knowledge can use fuzzy labels to better model the infor-
mation and allow more interpretative results for the end-users.

3.3.1. Pre-processing data

In the first pre-processing module a classical preprocessing
is carried out, eliminating codes from the database that do not
contain useful information, normalizing some values and trans-
forming some factor variables. Subsequently, processing which is
more oriented to medical data has been carried out. Variables
such as history codes, postcodes or dates have been processed
into data that better represent the information. For example,
postcodes have been transformed into data of municipalities,
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Table 1
Example of the processing of temporary data from the hospital database.

Date admission Date discharge Birthday

13/5/2016 15:14:30 20/5/2016 15:14:30 11/2/1957

10/10/2019 15:16:45 12/10/2019 15:16:45 11/2/2016

\

Admission time Season Age Patient type

7 Spring 64 Adult

2 Autumn 5 Child

Table 2
Element description.
Features Codification Method for
enrichment

Diagnoses International Classification External API
of Diseases (ICD)

Origin of Spanish health system Database

patients

Reason for International Classification External API

discharge of Diseases (ICD)

Reason for International Classification External API

admission of Diseases (ICD)

Surgical International Classification External API

procedures of Procedures

International Classification External API

of Test

Diagnostic tests

Services/ Spanish health system (SNS) Database
departments
Other data® Andalusian health system Database

(SAS)

?Rest of the variables related to the management and information of the Spanish
hospital system.

cities and countries and dates by their month, year and day of
the week, and whether the day is a holiday. In addition, the dates
have been processed with the patient’s age and data related to the
patient’s stay in hospital, such as the time of admission, stay in
the Intensive Care Unit (ICU), etc. This process can be seen in the
example in Table 1.

3.3.2. Enrichment

Some of the data collected within the database come from
taxonomies, external coding dictionaries. This is the case for
diagnoses, the origin of the patients, reasons for discharge or
admission, surgical procedures and 22 other variables. It is for
these types of variables that within our processing workflow, we
have created a data enrichment module in which we have added
information to the codes associated with each of these fields, or
we have modelled their structure in order to add the information
found in the external taxonomies and databases where the codes
are decoded. Table 2 shows some of the characteristics that
required the extraction of external information to improve their
interpretability and meaning.

For this enrichment, a series of processes have been created
to extract the information contained in the coding of the variable
and this information has been modelled to add to the database.
This occurs because the coded variables such as diagnoses have
a tree-like coding that includes other levels. In addition to this,
at the lower level, we find interesting information such as syn-
onyms, alterations or problems related to the disease. Therefore
our pre-processing for each diagnosis will generate up to 5 dif-
ferent levels of the disease. It will also generate information such
as:

e Applicable to these diseases (list of diseases).
e Approximate synonyms.
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e The disease is grouped within the Diagnostic Related Group
(list of diseases).

An example of this process can be seen in Table 3, in which we
can see how we process the diagnosis in question, as well as how
the different new elements providing more information about it
are grouped.

This process has been created for the different variables in the
table. For each, the type of data and the type of information of
interest were taken into account for their extraction.

3.3.3. Fuzzification

In the final part of the processing, we have developed a novel
feature fuzzification methodology to improve data interpretabil-
ity. This last phase is crucial as much of the data coming from
the system is challenging to represent and interpret by end-users,
as it is a continuous value with measurements that are often
complex to interpret and understand. Fuzzification of these data
can improve the results found by the mining algorithms, and
at the same time, increase the interpretability of the obtained
results.

We propose a fuzzification algorithm that allows an automatic
treatment of data values according to their distribution, depend-
ing on the variables in the dataset or information provided by
an expert (see the types of input provided to the algorithm). For
this purpose, we have developed a distributed algorithm in Spark
following the MapReduce philosophy. This allows us to process
large amounts of data, such as in the case of the data stored by
different hospitals in the Spanish health system.

The general process is described in Algorithm 1. For this,
we use Spark for the distribution of data along the cluster. The
algorithm has input a dataset, a python dictionary (hash) and an
integer. The dictionary is used to store the ranges and labels of
the variables that the experts have defined. On the other hand,
the default number of labels is used for variables that the users
have not defined and will be created automatically based on their
distribution. If the values depend on dataset variables, we will
pass a dictionary containing the labels and the validation function
applied to the dataset variable to the algorithm. For example, if
we depend on the number of diagnoses, we will pass the variable
number of diagnoses and the function that returns a label with its
membership value.

The whole process will be processed in a distributed way. It
should be noted that Spark automatically divides the data into
chunks for the distributed computation. We have specified this
with the acronym DCS (distribute computing using Spark) and
representing each chunk of data by S;. In line 6, we can see that
a global variable is used throughout the cluster, which is then
used by the function that distributes the computation through
MapReduce (line 8 of Algorithm 1).

Additionally, in line 8, the procedure calls to the fuzzification
function described in Algorithm 2. This function is divided into
different parts. Firstly, it checks if the name of the variable is
found in the Intervals hash-list, if it is found in the python dictio-
nary, the new fuzzified variables are created using the names of
the labels specified by Intervals and its configuration (i.e. compu-
tation of membership degrees) attending to the specified interval
(see lines 10-16 of Algorithm 2). If the variable is not found in the
dictionary, an automatic procedure is used that divides the values
of the variable into several intervals defined in Defaultintervals
according to the percentiles of the variable.

Fig. 3 shows an example with the value of Defaultintervals =
3 where the y-axis represents the degree of membership and
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Table 3
Example of the processing of a diagnosis C00.4.
Diagnosis
€00.4
|
Dig levell Dig level2 Dig level3 Application to Approximate synonyms Group diagnosis
Neoplasms Malignant neoplasms of lip, Malignant Cancer, lower lip,

oral cavity and pharynx neoplasm of lip

inner aspect

Malignant neoplasm of

Tracheostomy for face,

frenulum of lower lip ... mouth and neck diagnoses

or laryngectomy with mcc

Algorithm 1 Main Spark procedure for fuzzification preprocess-
ing algorithm.

1: Input: Data: RDD transactions: {tq, ..., tn}

2: Input: Defaultintervals: number of intervals automatically generated by the
algorithm

3: Input: Intervals: Hash-list of intervals for each variable: ({Variable;

[{Intervals}, {Labels}], . .., Variablep : [{Intervals}, {Labels}]}

4: Output: Fuzzy transactions containing fuzzified values

Start Algorithm

5: Features = Dataset.NameFeatures()
6: broadcast(Global_Features) #Create a broadcast variable for its use across the
cluster
7: DCS in q chunks of Data: {Sy....,Sq}
8: FuzzyDatasl. <« S;.Map (Fuzzification(ty € S;))
# Map function computes independently each transaction in S;
9: FuzzyDatabase =
= ReduceByKey(Aggregation(FuzzyDataS] ey FuzzyDatagq )
10: return FuzzyDatabase
o
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ﬁ 1 - ] ]
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Fig. 3. Example of automatic execution with 3 default intervals.
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Fig. 4. Example of expert definition execution with 3 intervals.

x-axis the percentile of the variable. In this example, the per-
centiles used have been 25 and 37,5 for defining the trape-
zoidal form of the first label and left part of the second la-
bel, and 62,5 and 75 for defining the right part of second label
and the third label. So, the Generatelntervals function divides
the set into k equidistributed fuzzy sets using the correspond-
ing percentiles. For instance, for k = 4, the considered per-

; . (100 100 | _ 100 _ 2.100
centiles are computed as follows: {25, 75 + Ty &1 T
100 2100 2100

3.100 2100 3-100 3-100
=) k11 T Gant=D’ ket T Gank=1° k1 T (k+1)(k—1)}

which results in {p2o, p26.6: P46.6> P53.3, P73.3, Pgo}. On the contrary,
the FuzzyDivision function uses the defined intervals of the global
variable Intervals.

This processing method (Algorithms 1 and 2) has a complexity
O(n/c) where n is the number of transactions and c is the number
of computation units used in a distributed way. This complexity
is due to the fact that the algorithm must go through the data set
elements transforming them into the different fuzzy labels.

algorithm 2 Fuzzification function.

1: Input: Data: A transaction: ty = {itemq, ..., itemp}
2: Global distributed variable: Intervals: Hash-list of intervals for each variable
: {Variable; : [{Intervals}, {Labels}], ..., Variablep : [{Intervals}, {Labels}]}
3: Input: Defaultintervals: number of intervals automatically generated by the
algorithm
4: Output: Fuzzy transaction
Start Algorithm

5: Features = Dataset.NameFeatures()

6: DistributeVariable(Features)

7: DCS in g chunks of Data: Sy, ..., 5q}

8: i=0

9: do

# Check if the variable exists in the hash list

10: if Feature[i] € Intervals then

11: Interval=Intervals[Feature[i][0]]

12: Labels=Intervals[Feature[i][1]]

13: else

14: Interval = Generatelntervals(DefaultIntervals,Data[Feature[i]])

15: Labels = GenerateLabels(DefaultIntervals)

16: end if
17: for j = 0;j < |Labels| ; j++ do
18: FuzzyData[Label|=FuzzyDivision(Interval[j], Interval[j+1], type)

# type ="linear", "exponential”, "logarithmic"...

19: i++
20: end for

21: while |Feature| > i
22: return FuzzyData

For the use case under study, the experts determined different
intervals for generating the fuzzy labels. These depend on the
nature of the variable, e.g. the ICU stay could be defined auto-

matically as we have seen in Fig. 3 or defined by an expert as in
Fig. 4.

3.4. Data mining: Fuzzy association rules in Big Data

After data pre-processing and fuzzification, data mining tech-
niques were applied to the processed data. In particular, an al-
gorithm for association rule mining was applied in Big Data
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Table 4 Table 5
Different data sources. Features after processing phase.
Dataset Documents Features Feature Group Origin
Marbella hospital 750000 273 Age User data Pre-prossessing
Granada hospital 220000 273 phase
Origin User data Enrichment phase
Health (public or User data Raw data
private)
User data 17 features more

(BDFARE Apriori-TID Big Data Fuzzy Association Rules Extrac-
tion [58,59]). This algorithm has also been implemented following
the MapReduce paradigm under the Spark Framework. It enables
the processing of huge sets of fuzzy transactions, finding fre-
quent itemsets and fuzzy association rules exceeding the imposed
thresholds for support and confidence, given a set of o-cuts.

4. Use case: medical records

The results obtained by applying our proposal should be anal-
ysed from two points of view. On the one hand, the efficiency and
capacity of our distributed processing and management system
that allows the processing of large datasets from different sources
and with heterogeneous and massive data in a more efficient
way. On the other hand, the fuzzification of the variables and
their application to discover fuzzy association rules through this
processing.

The aim is to extract patterns between diagnoses and patient
characteristics to study co-morbidity and improve our knowledge
about the information in our system. This can improve tasks such
as obtaining a diagnosis or preventing a possible diagnosis related
to patient factors such as obesity, other diagnoses, smoking, etc.

4.1. Data sources

In order to validate the whole process and the architecture
presented above, a use case will be carried out by extracting fuzzy
association rules from two hospitals in the south of Spain. For
this purpose, the data used have been collected from the differ-
ent systems of each of the hospitals (emergency, hospitalization,
consultations, etc.). We can see the characteristics of each of them
in Table 4. The table already shows the values of the records and
the characteristics of the database before preprocessing.

All these data have been collected automatically from the
different hospitals. They have also been stored in our system
explained in Section 3.1. By having these data in our tool, we have
been able to carry out the processing and knowledge extraction
processes.

4.2. Data transformation and enrichment

Having all the raw data in our architecture, we will explain
how the knowledge extraction process would be. This will be
done using the data explained above and analysing the relation-
ships that can be obtained from the dataset after pre-processing,
cleaning and enrichment of the data. We have aimed to study the
co-morbidity within the different hospital data and the complete
dataset. For this purpose, it has been necessary to carry out the
steps described in Section 3.3.

In the first step, we have obtained the data from the hospitals
and transformed all time-related variables as explained in Sec-
tion 3.3.1 and the example in Table 1. In addition, some other
variables have been processed by normalizing or changing their
formats to improve the performance of the algorithms.

In the next step, the enrichment phase has been applied, ob-
taining information from external sources such as those discussed
in Table 2 and an example can be seen in Table 3. This is necessary
because all databases come coded with codes from different ex-
ternal sources. Because of this, the characteristics of the datasets

Name of hospital
Department

Type of service
Diagnosis (main and 19
supplementary)
Admission service
Reason for discharge
Type of diagnosis

Type of diagnosis(1 per
diagnosis)

Disgnostic factors(3 per
diagnosis)

Hospital data
Hospital data
Hospital data
Hospital admission

Hospital admission
Hospital admission
Hospital admission
Hospital admission

Hospital admission

Hospital admission

Raw data

Enrichment phase
Enrichment phase
Enrichment phase

Enrichment phase
Enrichment phase
Enrichment phase
Enrichment phase

Enrichment phase

56 features more

have to be extracted through external APIs, which has allowed us
to add information related to diagnoses, interventions, elements
such as hospitals, nationalities etc., thus improving the informa-
tion contained in the system. An example can be seen with the
diagnostic variable of the execution of this type of process in
Table 3.

The dataset obtained from the set has various variables that
can be grouped into three main groups. These would be the user’s
characteristics such as age, origin, history, etc. Others would
be the information corresponding to the hospital and its ser-
vices such as name, location, service, department, etc. Finally, we
would have the information related to the entry of the patient in
the system that would be the data related to the admission in the
hospital or system. These are the ones related to the diagnosis,
tests, etc., carried out in that admission or passage through the
hospital. In Table 5 we can see some of the characteristics and
the origin of the data, whether it has been data generated by
processing, whether it has been data extracted or processed by
the enrichment phase or whether it is as it appeared in the raw
data.

As can be seen, most of these variables are not fully modelled
and interpreted. This occurs because, on the one hand, we have
many numerical variables whose nature is difficult to represent
in the algorithms to be used (association rules). For example,
when discretizing these variables to create rules, we must create
intervals that do not represent the nature of the variable, so we
lose part of the knowledge that we could extract from the data
set. To solve the handling of these types of variables, we are going
to use the algorithm described in Section 3.3.3, in which, depend-
ing on the variables, we can apply labels automatically, using
expert knowledge or implementing a function that generates the
distribution of the degree of membership. With this processing,
we can model these variables more correctly, and we can also
label them with fuzzy labels so that the results of our algorithms
are more interpretative for end-users.

As an example of some of these variables, we can see in Fig. 5
how the patient’s age variable has been transformed into fuzzy
labels with different degrees of membership. This division has
been made with respect to the segmentation presented in [60]
and allows us to represent the nature of the variable and its
final interpretation better, as can be seen in some of the results
obtained.

Another of the fuzzified variables is the length of time spent in
the hospital. This is expressed as the number of days a patient is
admitted to a hospital ward. In this, we have used seven linguistic



C. Fernandez-Basso, K. Gutiérrez-Batista, R. Morcillo-Jiménez et al.

Applied Soft Computing 122 (2022) 108870

—_
-
>

Degree of membership
(@]
ot

0 10 20 30 40 50 60 70 80 90 100
Age
-+ - babies children —e— teenagers
youth  —= adults -+ -middle-aged adults
v-older adults-~*- elderly
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Fig. 6. Distribution of the fuzzy labels as a function of the variable time of admission.

labels to express what the stay is like; from the label intervention
related to stays of 1 to 3 days, mostly after a simple surgical
intervention, childbirth, etc., to very long stays which can last
more than two and a half months. These labels can be seen in
Fig. 6. If the patient is admitted to the ICU, the variable that
stores this information is different, although it has also been
fuzzified with the values shown in Fig. 4. The information stored
in other variables enables us to extract more knowledge about the
database. For example, from diagnoses such as drug dependence,
we can infer that the person suffers from an addiction; from
problems of nicotine dependence or smoking that the person
is a smoker and from other diagnoses, we can infer obesity,
alcoholism, etc.

On the other hand, we can obtain levels of complexity or
the severity of the person. For example, to infer the level of
complexity of a patient’s diagnosis, this can be obtained according
to the number of diagnoses carried out on admission. A patient
may have only one primary diagnosis or up to 20. Of these, we
have several kinds, diagnoses obtained on admission (new diag-
noses obtained because of their symptoms) or diagnoses that the
patient already had. Thanks to this information, we can conclude
that the number of diagnoses obtained when a patient is admitted
is determined by the number of new diagnoses obtained in that
admission. In this way, we have defined their fuzzy labels, as can
be seen in Fig. 7. In addition to these examples, we have fuzzified
more variables such as the severity of the patient according to
the time of admission; we have also processed the ICU times,

if the patient is frequently admitted (who has frequent monthly
admissions), the weight of the newborns, etc.

4.3. Efficiency analysis and comparison with the sequential ap-
proach

As previously mentioned, the proposal was implemented us-
ing Spark which enables MapReduce implementation in large
data sets. We have carried out different tests in order to be
able to analyse the improvement obtained by processing and
fuzzifying these data using this framework. The experimental
evaluation was carried out on a server cluster with 3 nodes with
a total of 102 cores and 320 GB of RAM, running on an operating
system with Ubuntu 20. The Spark version was 2.3 using a fully
distributed mode with Ambari.

An analysis of the data fuzzification process has been carried
out. Depending on the number of processors, different percent-
ages of improvement can be achieved (regarding the computation
time see Fig. 8). With the aim of analysing the speed up and the
efficiency [61-63] according to the number of cores, we have used
the known measure of speed up defined as [63,64]

Sy =Ti/T, (1

where T, is the time of the sequential algorithm and T, is the
execution time of the parallel algorithm using several cores. The
efficiency [61-63] can be defined in a similar way as

En:Sn/n:Tl/(n'Tn) (2)
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Fig. 8. Speed up of fuzzification process versus number of processing cores.

Figs. 9 and 10 show that the efficiency and speed up are
improved as the numbers of cores increases, even when are not
optimal. The decrease in efficiency is due to the cores workloads
and the network congestion used for the communication amongst
the cores.

Using more computational capacity does not represent an
improvement from 12 cores because Spark does not divide the
data set further due to its size. This implies that if we had more
data this process would be able to maintain its efficiency.

In addition, Fig. 9 shows the speedup and evolution of the exe-
cution times consumed by the proposal. In this figure, the greatest
reduction in calculation time is achieved when the number of
processors is 12 is clearly observed.

On the other hand, the use of the fuzzy association rules
algorithm has been found to improve the sequential version

significantly. In this case, due to the complexity of the pro-
cess, the algorithm does use the full capacity of the cluster
(102 cores).

It can be seen in Fig. 11 how the sequential algorithm of
association rules has a worse efficiency and much higher execu-
tion times for the two datasets and the experiments with both
datasets together. Furthermore, in Fig. 12 we can also see how
the behaviour of the algorithm improves from 1 core (sequential)
to using the distributed algorithm with more resources (from 24
to 102 cores).

This distributed processing using Big Data improves the pro-
cessing and computational capacity of large massive data sets.
Improving some state-of-the-art proposals such as [47,65], it can
be applied to large datasets from hospitals, clinics etc. or even the



C. Fernandez-Basso, K. Gutiérrez-Batista, R. Morcillo-Jiménez et al.

12.5-

10.0-

7.5

Speed up

5.0-

2.5

0.0-
6 12
# Cores

N-

Fig. 9. Time in seconds with different core configurations of the fuzzification
algorithm.

100
= b
()
£ 75
(0]
>
o
(o}
£
5 50
(0]
(@)
8
c
[0]
O 25
()
o
0
2 6 12
# Cores

Fig. 10. Efficiency of fuzzification process versus number of processing cores of
the rule mining algorithm.

combination of different hospital data sources as has been done
in the experimentation.

4.4. Results and discussion

Association rule algorithms have been applied to this pro-
cessed and enriched data. These algorithms are implemented in
Spark to be able to process large data sets because, as we have
seen, we have a large number of records with a very high number
of features.

The experiments have been applied for different threshold
configurations. In particular, we show here the results obtained
when the minimum support was set to 0.1 and the minimum
confidence to 0.8. We also considered a set of ten equidistributed
a-cuts.

The support and confidence thresholds have been set higher
than usual due to the high number of resulting rules obtained for
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Fig. 11. Execution time of the association rule extraction algorithm with data
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Fig. 12. Efficiency of association rule mining algorithm process versus number
of processing cores (1 core— sequential).

lower values. In Fig. 4, the relationship between the amount of
support and the number of rules obtained is shown. As can be
seen, the number of rules increases as the support increases (see
Fig. 13).

The obtained set of rules has enabled us to discover hid-
den patterns in the relationship between the different diagnoses
that appear in the patients and relate these to the patient’s
characteristics. This type of relationship allows us to study the
co-morbidity of the data contained in the system.

Having a look at the discovered patterns, we can highlight
different rules. For example:

{Age = long, Time of admission = medium_long} — 3
{Reason_medical_discharge = death, Patientseverity = high} 3)
This rule shows how the relationship between elderly patients
with a medium to long admission times and that these patients
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Fig. 13. Number of rules obtained with different parameters of the extraction
algorithm.

are seriously ill or die is described. Therefore, we could determine
that age and medium-long stays have a grave prognosis.

On the other hand, some rules have been selected, where
we can see different behaviour depending on the hospital. For
example, this rule obtained in Granada:

{Age = Adult, season = winter, D1 = S83} — 4
{Diagnostic = simple, Time_Admission = intervention} )
where S83 is equivalent to dislocation and sprain of joints and
ligaments of knee. This rule provides important information about
the relationship between winter knee traumas in Granada; prob-
ably because winter sports such as snowboarding and skiing are
practised, there are many knee injuries [66]. Moreover, thanks to
the diffuse labels we can see how the time of admission of this
type of lesions is very short and simple to diagnose because they
are not usually associated with other derived diagnoses.

On the other hand, by analysing these resulting rules, we can
study the co-morbidity of the different diagnoses. The following
rules are obtained by unifying all the data from the two hospitals.
In this case, we can see how some diseases such as diabetes
generate more complex diagnoses or longer stays. In the first, we
can see how the diagnosis of diabetes with cardiac or respiratory
problems implies a complex diagnosis and severe patients.

{diabetes, Diseasesofthecirculatorysystem} —
{Diagnostic = complex, Time_Admission = standard}

The following association rule shows how the diagnosis of
alcoholism and drug dependence is related to digestive problems
and frequently admitted patients.

{Drugdependence, Alcoholism} —
{Diseasesofthedigestivesystem, frequency = high}

In addition, we have studied, in particular, the COVID19
pandemic-related diagnoses since we have 2020 data from both
hospitals in the records of our set. We can find the following rule
with a confidence of 0.83, which allows us to relate patients with
respiratory diseases who had COVID, needed a ventilator.

{COVID19, Diseasesoftherespiratorysystem} —
{Time_Admission = long,

Time_Admission = verylong,
Dependenceonrespirator,

severity = high}
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Specifically, this type of patient is admitted for a long stay and has
a complex prognosis due to the fact that when assisted ventilation
is necessary, the after-effects and recovery are very complex.

5. Conclusions

The discovery and exploitation of information collected from
hospitals have attracted attention due to their economic and
health impact in the last decade. Big Data offers a suitable frame-
work for the efficient implementation of analysis techniques ca-
pable of handling large amounts of data, especially those pro-
duced in healthcare systems. In addition, the use of fuzzy logic
can improve the interpretability of collected data, offering im-
proved results and interpretation to end-users.

This study has been aimed at the extraction of hidden knowl-
edge from medical records and its analysis and interpretation.
For such a purpose, we have implemented a data mining system
using the Big Data framework, and we have applied it to different
data sets collected from two hospitals in the south of Spain. In
particular, we have enriched some features and applied a fuzzi-
fication algorithm to improve the performance of data mining
techniques, such as association rules. The whole system has been
deployed using the Spark platform to analyse such an amount of
data generated by the different systems in the hospitals.

The experimentation was conducted with real data from two
hospitals to demonstrate the feasibility of our proposal. Our re-
sults show the capability of our proposal, discovering interest-
ing rules such as “alcoholism and drug-dependence is related to
digestive-problems and frequent-patients”, and “the diagnosis of
diabetes with cardiac or respiratory-problems implies a complex-
diagnosis and severe-patients”, which can be used by end-users to
predict and prevent possible diseases, discover relevant relation-
ships between different features and analyse co-morbidity.

The presented system presents significant advantages for the
process of analysing medical records in hospitals. This is possible
thanks to the distributed computing capability and the innovative
data processing process using expert knowledge. This can enable
the system to use the data of a hospital or a set of hospitals to
process and extract the data contained in the medical records
of their patients. It has limitations in that it is adapted to the
Spanish standard medical records system, as well as using expert
knowledge from Spanish data sources due to the use of this
standard.

This is why this research constitutes a starting point, opening
up new research lines for the future. The following step consists
of using external sources of knowledge such as SNOMED CT
(Systematized Nomenclature of Medicine Clinical Terms). This
integration will considerably improve the enrichment process of
the feature. Another future enhancement concerns visualizing
the results which should be more informative and complete for
end-users.
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