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Abstract—This article presents a theoretical framework for a
dynamic feedback mechanism in group decision making (GDM)
by the implementation of an attitudinal consensus threshold
(ACT) to generate recommendation advice for the identified
inconsistent experts with the aim to increase consensus. The
novelty of the approach resides in its ability to implement the
ACT continuously, which allows the covering of all possible
consensus states of the group from its minimum to maximum
consensus degrees. Therefore, it can be flexibly applied to GDM
problems with different consistency requirements. A sensitivity
analysis method with visual simulation is proposed to support
the checking of the numbers of experts involved in the feedback
process and the minimum adjustment cost associated with the
different ACT intervals. Experimental results show that an
increase in the ACT value will lead to an increase in the number
of experts and adjustment cost involved in the feedback process.
Eventually, a numerical example is included to simulate the
feedback process under various decision making scenarios with
different ACT intervals.

Index Terms—Group decision making; Dynamic feedback
mechanism; Attitudinal consensus threshold.

I. INTRODUCTION

IN group decision making (GDM) problems, a group of
experts express their preference on a finite set of possible

alternatives X = {x1, ..., xn}, which are fused into collective
preferences before the application of a selection process to
achieve a common agreed solution [1]–[4]. It is recognised
that experts’ background and knowledge differences may lead
to conflict/inconsistency among them and be an obstacle in the
achievement of group consensus [5]. Thus, before the aggre-
gation stage, it would be beneficial that experts’ preferences

Qi Sun and Jian Wu are with the School of Economics and
Management, Shanghai Maritime University, Shanghai 201306, China
(qisun1207@126.com; jyajian@163.com ) and with the Center for Artificial
Intelligence and Decision Sciences, Shanghai Maritime University, Shanghai
201306, China.

Francisco Chiclana is with the Institute of Artificial Intelligence (IAI),
Faculty of Computing, Engineering and Media, De Montfort University,
Leicester, UK (chiclana@dmu.ac.uk) and with the Dept. of Computer Science
and Artificial Intelligence University of Granada, Spain.

Hamido Fujita is with the Faculty of Information Technology, Ho Chi Minh
City University of Technology (HUTECH), Ho Chi Minh City, Viet Nam
and (h.fujita@hutech.edu.vn; HFujita-799@acm.org) with the Andalusian
Research Institute in Data Science and Computational Intelligence, University
of Granada, Granada, Spain and Iwate Prefectural University, Iwate, Japan.

Enrique Herrera-Viedma is the Andalusian Research Institute on Data Sci-
ence and Computational Intelligence (DaSCI), University of Granada, Spain
(viedma@decsai.ugr.es) and with the School of Business Administration,
Southwestern University of Finance and Economics, Chengdu 610074, China.

are close enough to guarantee the achievement of consensus
[6]–[11]. In order to reduce inconsistency, researchers in the
field of GDM have proposed a variety of consensus methods
based on the implementation of a feedback mechanism [12]–
[15]. These models are usually coordinated by a moderator
responsible for supervising and guiding the experts in the
overall feedback process, as well as for giving inconsistent
experts, i.e. experts with consensus degrees below a group
consensus threshold value, advice on how to modify their
preferences [16]–[22]. It is noteworthy that the effectiveness
of a feedback mechanism is affected by the group consensus
threshold value used to identify the inconsistent experts. How-
ever, the threshold values of group consensus are different for
different decision-making scenarios. So far, this has not been
reported in the existent literature about feedback mechanism.

Therefore, one of the most important issues in reaching
consensus regards how to select the appropriate threshold
value in order to meet the different demands of multiple
GDM organizations. In the aforementioned existent feedback
mechanisms, a fixed consensus threshold value γ to measure
the level of group consensus is usually assumed based on
the moderator’s experience and knowledge [23]–[27]. Neither
the feedback process number of inconsistent experts nor their
associated adjustment cost can be known before the consensus
threshold is determined. However, in practice, the consensus
threshold may be different for different GDM organizations.
For example, the United States presidential election requires
1/2 of the vote, while the Chinese Academy of Sciences
election requires 2/3 of the vote. In other words, the threshold
value of group consensus is affected by the group behaviour
or attitude, which has been of research interest in recent
consensus reaching process (CRP) models [28]–[32]. Indeed,
Wu et al. in [30] developed an attitudinal trust function to
achieve a compromise between the group’s aim to reach
consensus and the individuals’ aim for independence by
keeping the inconsistent experts’ associated adjustment cost
as minimum as possible, which was subsequently translated
into an attitudinal consensus degree to determine whether the
group needs feedback [31]. Inspired by these approaches, this
article investigates an attitudinal consensus threshold (ACT)
as a dynamic consensus control mechanism in CRPs, which is
able to overcome the shortcoming of traditional methods with
regard to their arbitrary selection of the consensus threshold
value. Indeed, the proposed ACT is obtained objectively based
on the group attitudes, covering the interval from ‘minimum
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consensus degree’ to ‘maximum consensus degree’ continu-
ously.

Another key issue in GDM regards the securement of mini-
mum adjustment cost with different consensus thresholds. Re-
cently, Wu et al. in [33] proposed a minimum adjustment cost
feedback mechanism based on an optimising model to balance
individual adjustment costs and group consensus. Cao et al. in
[19] developed a personalized feedback mechanism to reach
minimum adjustment cost for individual inconsistent experts.
However, the threshold value of group consensus in these
studies are fixed beforehand, i.e. it is still static. This article
investigates a dynamic minimum adjustment cost optimisation
model in which different number of inconsistent experts are
determined based on intervals of ACT with the following
main result being verified: the adjustment cost monotonically
increases with respect to the ACT index. A visual simulation of
the consensus degree increment and corresponding adjustment
cost with different interval of ACT after the implementation of
the feedback process is also presented, which in practice can
be used as an aid tool for the group of experts in selecting their
most appropriate consensus threshold value for their current
GDM scenario to achieve a balance between the individual
independence (minimum adjustment cost) and the group aim
(achievement of consensus).

The rest of paper is organised as follows: Section II in-
troduces the concept of interval-valued intuitionistic fuzzy set
(IVIFS), which is used herein as the representation structure of
expert’s preferences. Then, the ACT is defined as a consensus
control mechanism to conduct the feedback process. In Section
III, a dynamic feedback mechanism with minimum adjustment
cost based on ACT is proposed. Section IV provides a nu-
merical example comparing the proposed feedback process
behaviour with different ACTs. In addition, the relationship
between the minimum adjustment cost of both individual and
group of experts and the ACT is analysed. Finally, conclusions
are pointed out in Section V.

II. AN ATTITUDINAL CONSENSUS THRESHOLD FOR
CONSENSUS CONTROL IN GDM

As aforementioned, in CRPs there may be conflicts a-
mong experts with different backgrounds and knowledge, and
therefore it would be necessary to reach group consensus
before individual preferences are aggregated. Consensus can
be measured at different levels: decision elements (Level 1);
decision alternatives (Level 2); and decision matrices (Level
3). If all experts have a consensus level 3 greater than or
equal to the threshold value of group consensus, then the
selection process to achieve a solution to the GDM problem
is carried out; otherwise, the experts with consensus level
3 below the threshold value of group consensus, referred
to as inconsistent experts, are identified. Then, a feedback
mechanism is activated and recommendation advice on how
to modify preferences to reach the threshold value of group
consensus is provided to the inconsistent experts. Existent con-
sensus models have been designed with fixed given consensus
threshold, which results in the associated adjustment cost to
be out of control of the corresponding inconsistent experts.

This article, though, proposes a consensus control method by
investigating the ACT with minimum adjustment cost to solve
the issues on how to obtain the minimum adjustment cost for
reaching consensus with different number of feedback experts
under different ACT intervals, and how inconsistent experts
implement recommendation advice so that they can reach the
group consensus threshold value with minimum adjustment
cost.

A. Consensus degree with IVIFS

In GDM problems, it may be difficult for experts to pro-
vide accurate preference information due to the uncertainty
pervading decision-making problems [34]–[36]. Atanassov and
Gargov’s [37] interval-valued intuitionistic fuzzy set (IVIFS)
reflects the essence of fuzzy information in the objective world
intuitively and accurately, with many researchers suggesting
using it to describe experts’ preference information in fuzzy
GDM environments [38]–[40]:

Definition 1 (Interval-Valued Intuitionistic Fuzzy Set (IVIF-
S)). Let X = {x1, x2, ..., xn} be a finite universe of discourse.
An interval-valued intuitionistic fuzzy set (IVIFS) Ã over X is
given as:

Ã = { 〈x; µ̃A (x) , ν̃A (x)〉 |x ∈ X } (1)

where µ̃A (x) , ν̃A (x) ∈ INT ([0, 1]) are respectively the
membership interval and the non-membership interval which
are subjected to the constraint 0 ≤ sup µ̃A(x) + sup ν̃A(x) ≤
1,∀x ∈ X. An IVIFS can be represented as:

Ã =
〈
x,
[
µ̃LA (x) , µ̃UA (x)

]
,
[
ν̃LA (x) , ν̃UA (x)

]〉∣∣∣x ∈ X (2)

where 0 ≤ µ̃UA (x) + ν̃UA (x) ≤ 1, µ̃LA (x) ∧ ν̃LA (x) ≥ 0,
and µ̃LA (x) , ν̃LA (x) and µ̃UA (x) , ν̃UA (x) represent the low-
er and upper limits of µ̃A (x) and ν̃A (x), respectively.
The hesitancy degree function of an IVIFS is π̃A(x) =[
1− µ̃UA (x)− ν̃UA (x) , 1− ũLA (x) −ṽLA (x)

]
.”

Based on the Hamming distance, Xu [39] proposed the fol-
lowing distance between IVIFNs α1 =

([
µ−1 , µ

+
1

]
,
[
ν−1 , ν

+
1

])
and α2 =

([
µ−2 , µ

+
2 ] ,

[
ν−2 , ν

+
2

])
:

d (α1, α2) =
1

4

(∣∣µ−1 − µ−2 ∣∣+
∣∣µ+

1 − µ
+
2

∣∣+∣∣ν−1 − ν−2 ∣∣+
∣∣ν+

1 − ν
+
2

∣∣) (3)

The similarity between IVIFNs can be measured as per the
expression [41]:

s (α̃1, α̃2) = 1− d (α̃1, α̃2) (4)

A decision matrix A = (ãij)m×n with IVIFN element ãij
is referred as an interval-valued intuitionistic fuzzy decision
matrix (IVIFDM) [42]. Because IFS and IVFS are isomorphic,
the operational laws of the latter will be implemented herein
[42].

Let
{
Ah =

(
ãhij
)
m×n, h = 1, ..., k

}
, ãhij =

(
µ̃hij , ν̃

h
ij

)
be

the set of IVIFDMs given by a set of experts E =
{E1, E2, . . . , Ek}, representing their assessments on a set of
m alternatives with respect to a set of n criteria. Assuming a
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weight vector of individual experts w = (w1, w2, ..., wk)
T , the

collective aggregated IVIFDM, A = (aij)m×n, has elements
defined as follow:

aij =
k∑
h=1

wh · ãhij , i = 1, 2, . . . ,m; j = 1, 2, . . . , n (5)

For each expert, consensus degrees [43], [44] are measured at
three levels of an IVIFDM:

1) Consensus degree at the elements level.

CEhij = s
(
ãhij , aij

)
= 1− d

(
ãhij , aij

)
(6)

At this level, it is calculated the agreement between an
expert and the group on the preference assessment on the
alternative xi with respect to the criterion cj , which is
referred to as the element (xi, cj).

2) Consensus degree at the alternatives level.

CAhi =
1

n

n∑
j=1

CEhij (7)

At this level, it is calculated the agreement between an
expert and the group on the preference assessment on the
alternative xi (with respect to all the criteria).

3) Consensus degree at the decision matrix level.

CDh =
1

m

m∑
i=1

CAhi (8)

At this level, it is calculated the overall agreement be-
tween an expert and the group (with respect to all the
alternatives and criteria).

B. Threshold value of group consensus with attitude

In GDM, traditional consensus models usually fix a con-
sensus threshold value γ for the whole feedback process,
which is subjectively based on the experience or background
of the moderator. As aforementioned, the diversity of GDM
scenarios requires consensus threshold to be dynamic rather
than static. Indeed, in a realistic decision making process, the
threshold value will depend on the particular decision-making
problem. For example, in the United States, the presidential
election requires more than half of the electoral college
votes, while the election of an academician of the Chinese
Academy of Sciences requires at least two-thirds of the votes.
Obviously, how to determine threshold values is a key issue
in the field of GDM. Therefore, this article investigates a
consensus control method that regards the consensus threshold
to be in a continuous interval with lower and upper bounds
min{CD1, . . . , CDk} and max{CD1, . . . , CDk}, respec-
tively, and that will be controlled by the experts’ attitude. This
can be achieved by the implementation of Yager’s Ordered
Weighted Averaging (OWA) operator [45] with weighting vec-
tor derived using O’Hagan’s approach [46] with the experts’
attitude as the orness value of the OWA operator.

Let A = {a1, ..., an} be a set of real values to aggregate
and α ∈ [0, 1] be the orness of the aggregated value, i.e. a
value representing the closeness of the aggregated value with

respect to the maximum of set A. This is formally described
in the below definition:

Definition 2 (Attitude-OWA operator (AOWA)). An AOWA
operator of dimension n with attitudinal parameter α is
an OWA operator of dimension n with weighting vector
Wα = (wα1 , . . . , w

α
n) the solution of the following constrained

nonlinear optimisation model:

Max disp(W ) = −
n∑
i=1

wi · lnwi

s.t.


orness (W ) =

n∑
i=1

n− i
n− 1

wi = α, 0 ≤ α ≤ 1

n∑
i=1

wi = 1, wi ∈ [0, 1] , i = (1, ..., n)

(9)

Let
{
CD1, . . . , CDk

}
be a set of experts’ consensus de-

grees. The Attitudinal Consensus Threshold (ACT) is now
introduced:

Definition 3 (Attitudinal Consensus Threshold (ACT)). Let
α ∈ [0, 1] represent a group of experts’ attitudinal value. The
group attitudinal consensus threshold (ACT) is associated with
the wight Wα of CD, calculated by expression (9):

ACT (Wα) = AOWAWα

(
CD1, . . . , CDk

)
=

k∑
h=1

wαh × CDσ(h)

(10)

with CDσ(h+1) ≤ CDσ(h) (∀h = 1, ..., k − 1). Clearly, it is:
1) ACT (W 0) = min

{
CD1, . . . , CDk

}
= CDmin.

2) ACT (W 1) = max
{
CD1, . . . , CDk

}
= CDmax.

The weighting vector
(

1
k ,

1
k , ...,

1
k

)
has an orness value of

1
2 and its corresponding ACT value is 1

k

∑k
h=1 CD

k. Given
a weighting vector Wα, its corresponding ACT value will be
ACT (Wα).

The following properties are verified [47]–[49]:

Proposition 1. ∀α ∈ [0, 1] : ACT (W 0) ≤ ACT (Wα) ≤
ACT (W 1).

Proposition 2. Let Wα = (wα1 , w
α
2 , ..., w

α
k ), Wα′ =(

wα1
′, wα2

′, ..., wαk
′).

1) If wαh
wαh+1

≥ wαh
′

wαh+1
′ (∀h), then ACT (Wα) ≥ ACT (Wα′) .

2) If CDh 6= CDl(∀h 6= l) and wαh
wαh+1

≥ wαh
′

wαh+1
′ (∀h), then

ACT (Wα) > ACT (Wα′).

Corollary 1. Given a weighting vector Wα =
(wα1 , w

α
2 , ..., w

α
k ):

1) If wα1 ≥ wα2 ≥ . . . ≥ wαk , then ACT (Wα) ≥
1
k

∑k
h=1 CD

k

2) If wα1 ≤ wα2 ≤ . . . ≤ wαk , then ACT (Wα) ≤
1
k

∑k
h=1 CD

k

In GDM, the group ACT acts as a parameter to control
when the feedback process needs to be activated. On the one
hand, when all experts’ CD values above the ACT value,
the feedback process is not needed and there is sufficient
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consensus among the group of experts to achieve a solution
of consensus. When this is not the case, i.e. when some
experts have a CD value below the ACT, who are referred
to as inconsistent experts, the feedback process is activated
and recommendations are provided to the inconsistent experts
to help them increase their CD values so that the ACT is
reached. When α = 0, the ACT value will be CDmin and
therefore all experts CD values will be greater than or equal
to the ACT; thus, in this case, the feedback process is not
activated. On the other hand, when α = 1, the ACT will
be CDmax and, unless all experts have the same CD value,
the feedback process is activated. Obviously, the number of
inconsistent experts will be dependent on the value of the
ACT. Summarising the above, denoting the ACT value as
γ = ACT (Wα) , α ∈ [0, 1], then when CDh ≥ γ (∀h) ,
the resolution process of the GDM is carried out. Otherwise,
the feedback process is required. It is noteworthy that the
ACT proposed in this article aims to observe the changes in
the number of experts and costs in the feedback process by
changing the value of α, so that individuals and groups can
coordinate depending on their own willing regarding group
consistency and individual independence, as the numerical
analysis will show.

III. DYNAMIC FEEDBACK MECHANISM BASED ON
ATTITUDINAL CONSENSUS THRESHOLD

This section introduces a dynamic minimum adjustment
cost feedback mechanism to provide personalised advice for
inconsistent experts based on an optimisation model to deter-
mine the boundary feedback parameter. Its novelty is that the
implementation of threshold value ACT ∈ [CDmin, CDmax]
is used to control the feedback process dynamically and to
allow the inconsistent experts to know how to adopt the
personalised advice if they are willing to reach the ACT value.
The attitudinal consensus threshold based dynamic minimum
adjustment cost feedback mechanism for reaching consensus
is illustrated in Fig.1.

A. Dynamic identification mechanism of inconsistent decision
matrix elements

Algorithm 1 identifies the inconsistent experts, and their
alternatives and corresponding elements with CE and CA
values below the ACT value.

B. Advice generation with boundary feedback parameter

For the identified elements in APS, the corresponding
inconsistent expert receives the following advice: “Evaluation
value a

σ(h)
ij =

(
µ̃
σ(h)
ij , ν̃

σ(h)
ij

)
should be closer to ϑ

σ(h)
ij =(

ϑµ̃
σ(h)
ij , ϑν̃

σ(h)
ij

)
”(

ϑµ
σ(h)
ij , ϑν

σ(h)
ij

)
=
((

1− δσ(h)

)
· µσ(h)

ij + δσ(h) · µij ,(
1− δσ(h)

)
· νσ(h)
ij + δσ(h) · νij

)
(14)

where δσ(h) ∈ [0, 1] is a feedback parameter used to control
the extent of the change from the original evaluation a

σ(h)
ij

Algorithm 1 Dynamic identification mechanism of consensus
degree at three level

Input:
The experts’ consensus degree at the three levels:
CDσ(h), CA

σ(h)
i , CE

σ(h)
ij with CDσ(h+1) ≤

CDσ(h) (∀h = 1, ..., k − 1);
The attitudinal parameter: α ∈ [0, 1]; The attitudinal con-
sensus threshold: ACT (Wα);

Output:
Inconsistent experts, alternatives and elements: EXPCH ,
ALT , APS;

EXPCH =
{
σ(h)|CDσ(h) < ACT (Wα)

}
(11)

ALT =
{

(σ(h), i) |σ (h) ∈ EXPCH ∧ CAσ(h)
i < ACT (Wα)

}
(12)

APS =
{

(σ(h), i, j) | (σ (h) , i) ∈ ALT ∧ CEσ(h)
ij < ACT (Wα)

}
(13)

to the collective evaluation aij . When the feedback parameter
value is δσ(h) = 1, the original assessment of the inconsistent
experts is completely replaced by the collective assessment,
while when δσ(h) = 0 the experts original preference is
unchanged. The differences between the original assessments
and the advised assessments can be regarded as the adjustment
cost faced by the inconsistent experts. The adjustment cost in-
creases with the feedback parameter. The traditional feedback
process usually chooses the same fixed feedback parameter
value for all inconsistent experts, which could lead to a total
adjustment cost (TC) for some inconsistent experts higher than
the actual demand.

TC =
∑

(σ(h),i,j)∈APS

∣∣∣aσ(h)
ij − ϑσ(h)

ij

∣∣∣
=

∑
σ(h),i,j∈APS

δσ(h)

∣∣∣aσ(h)
ij − aij

∣∣∣ (15)

Thus, it is key for the interaction in GDM to find appropriate
feedback parameters for the inconsistent experts to minimise
their adjustment costs.

Ben-Arieh and Easton [50] provided a comprehensive anal-
ysis of the cost of reaching consensus. Other minimum ad-
justment cost optimal models for CRP have been proposed
[33], [51]–[55]. However, these models, as aforementioned,
rely on a static feedback parameter, and therefore cannot
properly reflect the consistency requirements of the actual
GDM problem. To overcome this issue, the following dynamic
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Fig. 1: ACT based dynamic feedback mechanism for consensus

optimisation total cost model is proposed:

Min TC =
∑

(σ(h),i,j)∈APS

∣∣∣aσ(h)
ij − ϑσ(h)

ij

∣∣∣

s.t.



ϑ
σ(h)
ij =

(
1− δσ(h)

)
· aσ(h)
ij + δσ(h) · aij

ACT (Wα) ∈ [CDmin, CDmax]

CDσ(h) < ACT (Wα) (σ(h) ∈ APS)

CDσ(h) = ACT (Wα)

δσ(h) ≤ δσ(h+1)

0 ≤ δσ(h) ≤ 1

(16)

where CDσ(h) represents the CD value before feedback.
CDσ(h) represents the new CD value after one round of feed-
back process. According to expression (9)–(10) and expression
(15), the above optimisation model can be rewritten as follows:

Min TC =
∑

σ(h),i,j∈APS

δσ(h)

∣∣∣aσ(h)
ij − aij

∣∣∣

s.t.



ϑ
σ(h)
ij =

(
1− δσ(h)

)
· aσ(h)
ij + δσ(h) · aij

ACT (Wα) =
k∑
h=1

wαh × CDσ(h)



Max disp(W ) = −
k∑
h=1

wh · lnwh

s.t.


α =

k∑
h=1

k − h
k − 1

wh, 0 ≤ α ≤ 1

k∑
h=1

wh = 1

CDσ(h) < ACT (Wα) (σ(h) ∈ APS)

CDσ(h) = ACT (Wα)

δσ(h) ≤ δσ(h+1)

0 ≤ δσ(h) ≤ 1

(17)

Notably, there will be the case that the group requires higher
consensus degree than the consensus threshold of ACT

(
W 1
)
.

In this case, all experts are identified as inconsistent experts
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and the optimized feedback model is re-established in the
following expression (18):

Min TC =
∑

σ(h),i,j∈APS

δσ(h)

∣∣∣aσ(h)
ij − aij

∣∣∣

s.t.



ϑ
σ(h)
ij =

(
1− δσ(h)

)
· aσ(h)
ij + δσ(h) · aij

CDσ(h) < γ̄ (σ (h) ∈ APS)

CDσ(h) = γ̄

δσ(h) ≤ δσ(h+1)

0 ≤ δσ(h) ≤ 1

(18)

where γ ∈
(
ACT

(
W 1
)
, 1
]
.

C. Algorithm for dynamic feedback mechanism

The proposed consensus model is provided below in Algo-
rithm 2:

Algorithm 2 An ACT Based Dynamic Feedback Mechanism
for Reaching Consensus

Input:
The original IVIFDMs:

{
Ah =

(
ãhij
)
m×n, h = 1, ..., k

}
,

ãhij =
(
µ̃hij , ν̃

h
ij

)
;

The weight vector of individual expert: W = (w1, ..., wk)
T ;

The attitudinal parameter: α ∈ [0, 1];
Output:

The attitudinal consensus threshold: ACT (Wα);
The boundary feedback parameters: δσ(h);
The new consensus degrees: CDσ(h);
Step 1.Compute consensus degrees CEhij , CA

h
i , CDh using

expressions (6)–(8).
Step 2.Compute the attitudinal consensus threshold CDσ(h)

using expressions (10). If CDmin ≥ ACT , then go
to Step 5; otherwise, go to Step 3.

Step 3.Apply Algorithm 1 to identify the inconsistent ex-
perts, and their alternatives and corresponding ele-
ments with CE and CA values below the ACT value.

Step 4.Solve optimisation model (17) to obtain boundary
feedback parameters δσ(h) with minimum adjustment
cost, and generate personalised feedback advice to
inconsistent experts as per expression (14). Go to
Step 1.

Step 5.Output ACT (Wα), δσ(h) and CDσ(h). The group
moves onto the alternatives selection process.

It is worth noting that the group consensus reaching cannot
guarantee that the decision result must be correct. Indeed,
if the preference information provided by most experts is
wrong, the final decision-making result cannot be guaranteed
to be correct. The visual feedback simulation presented in this
article aims to provide some personalized advice to experts
who are inconsistent with the majority so that the decision
can be carried out smoothly. Therefore, this article mainly
focuses on the achievement of group consensus. Although
this is the ultimate goal of any decision-making, it cannot

guarantee the final quality of the decision. However, in certain
specific decision-making environments, reaching consensus
is necessary. For example, in a partnership, each partner is
responsible for the profits and losses of their company. In this
case, an agreement must be reached before executing decision
process. Similarly, when formulating a surgical plan, each
expert must agree on the operation before it can be performed.

IV. NUMERICAL ANALYSIS

A. The construction of dynamic decision-making
The emergency department of a manufacturing enterprise

wants to make appropriate emergency scheme to deal with
emergencies. Due to the timeliness of emergency decision-
making (EDM) problem, the consistency requirements may
be different. For example, if the incident is urgent, a few
experts agree that the scheme will be conducted. While if
the incident has a buffer time, maybe most experts agree that
the scheme will be implemented. Therefore, the consistency
requirements are changing constantly with different EDM
problems. After pre evaluation, four plans {M1,M2,M3,M4}
have remained as alternatives for further evaluation. Three cri-
teria {N1, N2, N3} are considered as follows: N1, emergency
response; N2, safeguard measures; N3, material and equip-
ment support. Four experts {e1, e2, e3, e4} from emergency
field organize this evaluation (it is assumed that each expert
has rich experience, and has intention to reach consensus on
the choice of alternatives), providing the following IVIFDMs:

A1 =

 N1 N2 N3

M1 〈[0.4,0.5],[0.1,0.3]〉 〈[0.1,0.3],[0.1,0.4]〉 〈[0.4,0.5],[0.2,0.4]〉
M2 〈[0.1,0.4],[0.5,0.6]〉 〈[0.1,0.4],[0.2,0.5]〉 〈[0.3,0.6],[0.2,0.3]〉
M3 〈[0.1,0.4],[0.4,0.5]〉 〈[0.3,0.6],[0.1,0.2]〉 〈[0.4,0.6],[0.1,0.2]〉
M4 〈[0.3,0.7],[0.2,0.3]〉 〈[0.2,0.3],[0.2,0.3]〉 〈[0.1,0.5],[0.3,0.4]〉



A2 =

 N1 N2 N3

M1 〈[0.2,0.3],[0.5,0.6]〉 〈[0.3,0.4],[0.5,0.6]〉 〈[0.1,0.2],[0.6,0.7]〉
M2 〈[0.3,0.4],[0.1,0.2]〉 〈[0.5,0.6],[0.2,0.3]〉 〈[0.6,0.7],[0.1,0.2]〉
M3 〈[0.2,0.4],[0.5,0.6]〉 〈[0.1,0.2],[0.4,0.6]〉 〈[0.2,0.4],[0.4,0.6]〉
M4 〈[0.2,0.4],[0.4,0.5]〉 〈[0.4,0.5],[0.1,0.2]〉 〈[0.1,0.2],[0.6,0.7]〉



A3 =

 N1 N2 N3

M1 〈[0.2,0.3],[0.6,0.7]〉 〈[0.3,0.4],[0.4,0.5]〉 〈[0.3,0.4],[0.5,0.6]〉
M2 〈[0.4,0.5],[0.3,0.5]〉 〈[0.1,0.2],[0.7,0.8]〉 〈[0.5,0.6],[0.2,0.3]〉
M3 〈[0.2,0.4],[0.5,0.6]〉 〈[0.3,0.4],[0.5,0.6]〉 〈[0.2,0.3],[0.5,0.6]〉
M4 〈[0.1,0.2],[0.4,0.5]〉 〈[0.4,0.5],[0.2,0.3]〉 〈[0.4,0.5],[0.2,0.3]〉



A4 =

 N1 N2 N3

M1 〈[0.3,0.4],[0.3,0.6]〉 〈[0.3,0.4],[0.5,0.6]〉 〈[0.1,0.2],[0.5,0.6]〉
M2 〈[0.2,0.4],[0.4,0.5]〉 〈[0.2,0.3],[0.5,0.6]〉 〈[0.1,0.2],[0.6,0.7]〉
M3 〈[0.3,0.4],[0.5,0.6]〉 〈[0.3,0.5],[0.4,0.5]〉 〈[0.3,0.4],[0.5,0.6]〉
M4 〈[0.2,0.3],[0.3,0.4]〉 〈[0.3,0.4],[0.5,0.6]〉 〈[0.2,0.3],[0.4,0.6]〉


B. The computation of ACT

(1) This article assumes equal importance degree for each
expert: w =

(
1
4 ,

1
4 ,

1
4 ,

1
4

)T
. Therefore, all the decision

matrices Ah of the four experts can be aggregated into
a new decision matrix A:

(2) Consensus degrees computation.
Level 1. The consensus degree of decision elements:

CE1 =


0.8063 0.8438 0.8063
0.8750 0.9000 0.9250
0.9375 0.8125 0.7813
0.8375 0.9125 0.9000
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A =

 N1 N2 N3

M1 〈[0.275,0.375],[0.375,0.550]〉 〈[0.250,0.375],[0.375,0.525]〉 〈[0.225,0.325],[0.450,0.575]〉
M2 〈[0.250,0.425],[0.325,0.450]〉 〈[0.225,0.375],[0.400,0.550]〉 〈[0.375,0.525],[0.275,0.375]〉
M3 〈[0.200,0.400],[0.475,0.575]〉 〈[0.250,0.425],[0.350,0.475]〉 〈[0.275,0.425],[0.375,0.500]〉
M4 〈[0.200,0.400],[0.325,0.425]〉 〈[0.325,0.425],[0.250,0.350]〉 〈[0.200,0.375],[0.375,0.500]〉



CE2 =


0.9188 0.9313 0.8688
0.8625 0.7625 0.8125
0.9875 0.8625 0.9438
0.9625 0.8875 0.8250



CE3 =


0.8688 0.9688 0.9438
0.9250 0.7875 0.9125
0.9875 0.9125 0.8938
0.8875 0.9375 0.8250



CE4 =


0.9563 0.9313 0.9188
0.9500 0.9375 0.6875
0.9625 0.9500 0.9313
0.9625 0.8625 0.9500


Level 2. The consensus degree of decision alternatives:

CA1 =
(
0.8188, 0.9000, 0.8438, 0.8833

)
;

CA2 =
(
0.9063, 0.8125, 0.9313, 0.8917

)
;

CA3 =
(
0.9271, 0.8750, 0.9313, 0.8833

)
;

CA4 =
(
0.9354, 0.8583, 0.9479, 0.9250

)
Level 3. The consensus degree of decision matrix:

CD1 = 0.861, CD2 = 0.885;

CD3 = 0.904, CD4 = 0.917

From model (10), we get:

CDσ(1)=CD4, CDσ(2)=CD3;

CDσ(3)=CD2, CDσ(4)=CD1

(3) The weights wh (h = 1, 2, 3, 4) are computed by model
(9) with different attitudinal parameter α and the ACT
representing the group consensus threshold values from
model (10) are given in Table I, which clearly reflect the
dynamic changes of ACT with respect to the attitudinal
parameter α from CDmin to CDmax.

C. Analysis of feedback process with different ACT

(1) Taking α = 0.2, we get ACT
(
W 0.2

)
= 0.875 from Table

I.
The sets of 3-tuple identified as contributing less to
consensus are:

APS = {(1, 1, 1) , (1, 1, 2) , (1, 1, 3) , (1, 2, 1) ,

(1, 3, 2) , (1, 3, 3) , (1, 4, 1)}

(2) With the threshold value ACT
(
W 0.2

)
, expert e1 partici-

pates in the feedback process at this point. From the model
(17), we get the following model (19).

Min TC =
∑

σ(h),i,j∈APS

δσ(4) ·
∣∣∣aσ(4)
ij − aij

∣∣∣

s.t.



ϑ
σ(4)
ij =

(
1− δσ(4)

)
· aσ(4)
ij + δσ(4) · aij

aij =
1

4
×

4∑
h=1

a
σ(h)
ij

ACT (Wα) =
4∑

h=1

wαh × CDσ(h)



Max disp(W ) = −
4∑

h=1

wh · lnwh

s.t.


α = w1 +

2

3
w2 +

1

3
w3 = 0.2

4∑
h=1

wh = 1

CDσ(4) < ACT (Wα)

CDσ(4) = ACT (Wα)

0 ≤ δσ(4) ≤ 1

(19)

By solving the model (19), we get the boundary feedback
parameter δ1min

= δσ(4) = 0.175.
(3) Taking the feedback parameter value of δ1min = 0.175,

the feedback mechanism would provide the following
recommendations to expert e1:
• Your preference value of ϑ1

11 should be closer to
〈[0.378 0.478] , [0.148 0.344]〉;

• Your preference value of ϑ1
12 should be closer to

〈[0.126 0.313] , [0.148 0.422]〉;
• Your preference value of ϑ1

13 should be closer to
〈[0.369 0.469] , [0.244 0.431]〉;

• Your preference value of ϑ1
21 should be closer to

〈[0.126 0.404] , [0.469 0.574]〉;
• Your preference value of ϑ1

32 should be closer to
〈[0.291 0.569] , [0.144 0.248]〉;

• Your preference value of ϑ1
33 should be closer to

〈[0.378 0.569] , [0.148 0.253]〉;
• Your preference value of ϑ1

41 should be closer to
〈[0.282 0.647] , [0.222 0.322]〉.

(4) After expert e1 revisits his/her evaluations and implements
the recommended IVIFNs, the new decision matrix would
be: A1

α=0.2.
The new CDs are computed:

CDσ(4) = 0.875;CDσ(3) = 0.889;

CDσ(2) = 0.907;CDσ(1) = 0.918

(5) A visual feedback process simulation is shown in Fig.2
(a-b), which generates a graphical simulation of CDs
conditions. It can be seen that the CDs values of all
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TABLE I: Attitudinal Consensus Threshold with different α

α 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
w1 0 0.010 0.045 0.098 0.167 0.250 0.347 0.461 0.597 0.764 1
w2 0 0.043 0.107 0.165 0.213 0.250 0.272 0.276 0.252 0.182 0
w3 0 0.182 0.252 0.276 0.272 0.250 0.213 0.165 0.107 0.043 0
w4 1 0.764 0.597 0.461 0.347 0.250 0.167 0.098 0.045 0.010 0
ACT 0.861 0.868 0.875 0.881 0.886 0.892 0.896 0.903 0.908 0.912 0.917

A1
α=0.2 =

 N1 N2 N3

M1 〈[0.378,0.478][0.148,0.344]〉 〈[0.126,0.313][0.148,0.422]〉 〈[0.369,0.469][0.244,0.431]〉
M2 〈[0.126,0.404][0.469,0.574]〉 〈[0.100,0.400][0.200,0.500]〉 〈[0.300,0.600][0.200,0.300]〉
M3 〈[0.100,0.400][0.400,0.500]〉 〈[0.291,0.569][0.144,0.248]〉 〈[0.378,0.569][0.148,0.253]〉
M4 〈[0.282,0.647][0.222,0.322]〉 〈[0.200,0.300][0.200,0.300]〉 〈[0.100,0.500][0.300,0.400]〉



experts before and after feedback when the threshold value
ACT

(
W 0.2

)
= 0.875. Fig.2(a) depicts the CDs values of

experts before feedback, while Fig.2(b) depicts the CDs
values of experts (coloured) after the feedback process,
with the value of CD1 increasing from 0.861 to 0.875,
which is just equal to ACT

(
W 0.2

)
.

(6) Supposing α = 0.6, we get ACT
(
W 0.6

)
= 0.896 from

Table I, and experts e1 and e2 are identified as inconsistent
experts. We get the following model (20).

Min TC =
∑

σ(h),i,j∈APS

δσ(4) ·
∣∣∣aσ(4)ij − aij

∣∣∣+
δσ(3) ·

∣∣∣aσ(3)ij − aij

∣∣∣

s.t.



ϑ
σ(4)
ij =

(
1− δσ(4)

)
· aσ(4)ij + δσ(4) · aij

ϑ
σ(3)
ij =

(
1− δσ(3)

)
· aσ(3)ij + δσ(3) · aij

aij =
1

4
×

4∑
h=1

a
σ(h)
ij

ACT (Wα) =

4∑
h=1

wαh × CDσ(h)



Max disp(W ) = −
4∑

h=1

wh · lnwh

s.t.


α = w1 +

2

3
w2 +

1

3
w3 = 0.6

4∑
h=1

wh = 1

CDσ(4) < ACT (Wα) , CDσ(4) = ACT (Wα)

CDσ(3) < ACT (Wα) , CDσ(3) = ACT (Wα)

δσ(3) ≤ δσ(4)

0 ≤ δσ(3), δσ(4) ≤ 1

(20)

By solving the model (20), we get the boundary feedback
parameter δ1min = δσ(4) = 0.445 and δ2min = δσ(3) =
0.019.
By identifying inconsistent decision matrix elements and
generating advice with boundary feedback parameters, the
new decision matrix would be: A1

α=0.6, A2
α=0.6.

The new CDs are computed:

CDσ(4) = 0.896;CDσ(3) = 0.896;

CDσ(2) = 0.912;CDσ(1) = 0.92

Fig.3 depicts the CDs values of all experts before and
after feedback when the threshold value ACT

(
W 0.6

)
=

0.896. Fig.3(a) depicts the CD on the preference of
experts before feedback, while Fig.3(b) depicts the CD
values of experts (coloured) after the feedback process,
with the value of CD1 and CD2 increasing from 0.861
and 0.855, respectively, to 0.896, which is equal to
ACT

(
W 0.6

)
.

(7) Assuming α = 1 with ACT
(
W 1
)

= 0.917 from Table I,
experts e1, e2 and e3 are identified as inconsistent experts.
We get the following model (21).

Min TC =
∑

h,i,j∈APS

δσ(4) ·
∣∣∣aσ(4)ij − aij

∣∣∣+
δσ(3) ·

∣∣∣aσ(3)ij − aij

∣∣∣+ δσ(2) ·
∣∣∣aσ(2)ij − aij

∣∣∣

s.t.



ϑ
σ(4)
ij =

(
1− δσ(4)

)
· aσ(4)ij + δσ(4) · aij

ϑ
σ(3)
ij =

(
1− δσ(3)

)
· aσ(3)ij + δσ(3) · aij

ϑ
σ(2)
ij =

(
1− δσ(2)

)
· aσ(2)ij + δσ(2) · aij

aij =
1

4
×

4∑
h=1

a
σ(h)
ij

ACT (Wα) =

4∑
h=1

wαh × CDσ(h)



Max disp(W ) = −
4∑

h=1

wh · lnwh

s.t.


α = w1 +

2

3
w2 +

1

3
w3 = 1

4∑
h=1

wh = 1

CDσ(4) < ACT (Wα) , CDσ(4) = ACT (Wα)

CDσ(3) < ACT (Wα) , CDσ(3) = ACT (Wα)

CDσ(2) < ACT (Wα) , CDσ(2) = ACT (Wα)

δσ(2) ≤ δσ(3), δσ(3) ≤ δσ(4)

0 ≤ δσ(2), δσ(3), δσ(4) ≤ 1

(21)

By solving the model (21), we get the boundary feedback
parameter δ1min

= δσ(4) = 0.552, δ2min
= δσ(3) = 0.284

and δ3min = δσ(2) = 0.047.
By identifying inconsistent decision matrix elements and
generating advice with boundary feedback parameters, the
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Minimum Threshold Value

CD

Attitudinal Consensus Threshold

(a) Expert CDs

CD

Attitudinal Consensus Threshold

Before Feedback

After Feedback

(b) CDs after feedback

Fig. 2: Consensus simulation of expert e1 by dynamic feedback mechanism.

A1
α=0.6 =

 N1 N2 N3

M1 〈[0.344,0.444][0.222,0.411]〉 〈[0.167,0.333][0.222,0.456]〉 〈[0.322,0.422][0.311,0.478]〉
M2 〈[0.167,0.411][0.422,0.533]〉 〈[0.100,0.400][0.200,0.500]〉 〈[0.300,0.600][0.200,0.300]〉
M3 〈[0.100,0.400][0.400,0.500]〉 〈[0.278,0.522][0.211,0.322]〉 〈[0.344,0.522][0.222,0.334]〉
M4 〈[0.255,0.565][0.256,0.356]〉 〈[0.200,0.300][0.200,0.300]〉 〈[0.100,0.500][0.300,0.400]〉



A2
α=0.6 =

 N1 N2 N3

M1 〈[0.200,0.300][0.500,0.600]〉 〈[0.300,0.400][0.500,0.600]〉 〈[0.102,0.202][0.597,0.698]〉
M2 〈[0.299,0.400][0.104,0.205]〉 〈[0.495,0.596][0.204,0.305]〉 〈[0.596,0.697][0.103,0.203]〉
M3 〈[0.200,0.400][0.500,0.600]〉 〈[0.103,0.204][0.399,0.598]〉 〈[0.200,0.400][0.400,0.600]〉
M4 〈[0.200,0.400][0.400,0.500]〉 〈[0.399,0.499][0.103,0.203]〉 〈[0.102,0.203][0.596,0.696]〉



Minimum Threshold Value

CD

Attitudinal Consensus Threshold

(a) Expert CDs

CD

Attitudinal Consensus Threshold 

Before Feedback

After Feedback

(b) CDs after feedback

Fig. 3: Consensus simulation of experts e1 and e2 by dynamic feedback mechanism.

new decision matrix would be: A1
α=1, A2

α=1 and A3
α=1.

The new CDs are computed:

CDσ(4) = 0.917;CDσ(3) = 0.917;

CDσ(2) = 0.917;CDσ(1) = 0.924

Fig.4 shows the CDs values of all experts before and after
feedback when the threshold value ACT

(
W 1
)

= 0.917.
Fig.4(a) depicts the CDs on the preference of experts
before feedback. Fig.4(b) depicts the CDs values of
experts before and (coloured) after the feedback process,
showing that experts e1, e2 and e3 just reach the threshold
value ACT

(
W 1
)
.

Obviously, different intervals of consensus threshold have

different numbers of inconsistent experts. Based on the model
(17) , the CRP for experts with different attitudinal parameters
α is investigated. When 0 < α ≤ 0.363, expert e1 is identified
as an inconsistence expert. When 0.363 < α ≤ 0.725,
experts e1, e2 are identified as inconsistent experts. While
when 0.725 < α ≤ 1, experts e1, e2 and e3 are identified as
inconsistent experts. The result shows that as the attitudinal
parameters increase, the ACT and the number of inconsistent
experts increase.

D. Minimum adjustment cost analysis with ACT

This section investigates the minimum adjustment cost of
individual and group after feedback with different ACT. As
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A1
α=1 =

 N1 N2 N3

M1 〈[0.331,0.431][0.252,0.438]〉 〈[0.183,0.341][0.252,0.469]〉 〈[0.303,0.403][0.338,0.497]〉
M2 〈[0.183,0.414][0.403,0.517]〉 〈[0.169,0.386][0.310,0.528]〉 〈[0.300,0.600][0.200,0.300]〉
M3 〈[0.100,0.400][0.400,0.500]〉 〈[0.272,0.503][0.238,0.351]〉 〈[0.331,0.503][0.252,0.366]〉
M4 〈[0.245,0.534][0.269,0.369]〉 〈[0.269,0.369][0.269,0.328]〉 〈[0.155,0.431][0.341,0.455]〉



A2
α=1 =

 N1 N2 N3

M1 〈[0.200,0.300][0.500,0.600]〉 〈[0.300,0.400][0.500,0.600]〉 〈[0.136,0.236][0.557,0.665]〉
M2 〈[0.286,0.407][0.164,0.271]〉 〈[0.422,0.536][0.257,0.371]〉 〈[0.536,0.650][0.150,0.250]〉
M3 〈[0.200,0.400][0.500,0.600]〉 〈[0.143,0.264][0.386,0.565]〉 〈[0.200,0.400][0.400,0.600]〉
M4 〈[0.200,0.400][0.400,0.500]〉 〈[0.379,0.479][0.143,0.243]〉 〈[0.128,0.250][0.536,0.643]〉



A3
α=1 =

 N1 N2 N3

M1 〈[0.203,0.303][0.590,0.693]〉 〈[0.300,0.400][0.400,0.500]〉 〈[0.300,0.400][0.500,0.600]〉
M2 〈[0.400,0.500][0.300,0.500]〉 〈[0.106,0.208][0.686,0.788]〉 〈[0.494,0.597][0.203,0.303]〉
M3 〈[0.200,0.400][0.500,0.600]〉 〈[0.298,0.401][0.493,0.594]〉 〈[0.203,0.306][0.494,0.595]〉
M4 〈[0.105,0.209][0.397,0.497]〉 〈[0.400,0.500][0.200,0.300]〉 〈[0.391,0.494][0.208,0.309]〉



 Minimum Threshold Value

CD

Attitudinal Consensus Threshold 

(a) Expert CDs

CD

Attitudinal Consensus Threshold 

Before Feedback

After Feedback

(b) CDs after feedback

Fig. 4: Consensus simulation of experts e1, e2 and e3 by dynamic feedback mechanism.

aforementioned, inconsistent experts have different intervals
of ACT. Interestingly, during the interaction between the
inconsistent individual and the group, the consensus degree
among other experts will also increase, which is shown in Figs
(2)–(4). Therefore, the ACT interval of the feedback expert
and the inconsistent expert are different. Form model (17),
it can be calculated that expert e1 generates adjustment cost
when 0 < α ≤ 1. When 0.536 < α ≤ 1, expert e2 generates
adjustment cost. When 0.94 < α ≤ 1, expert e3 generates
adjustment cost.

The minimum adjustment cost of individual and group
according to the ACT are calculated as follows:

1) The adjustment cost of expert e1 is TC1 = d0<α≤1
1 ·

δ0<α≤1
1min

∈ (0, 3.369]

2) The adjustment cost of expert e2 is TC2 = d0.516≤α≤1
2 ·

δ0.516≤α≤1
2min

∈ (0, 1.271]

3) The adjustment cost of expert e3 is TC3 = d0.94<α≤1
3 ·

δ0.94<α≤1
3min

∈ (0, 0.17]
4) The total adjustment cost of the group is TC0<α≤1 =

TC1 + TC2 + TC3 ∈ (0, 4.81].
It is worth noting that as the ACT increases, the elements
identified as inconsistency of the inconsistent experts by
expression (13 ) will change.

where



d1 =
∣∣a1
ij − aij

∣∣ , d2 =
∣∣a2
ij − aij

∣∣ ,
d3 =

∣∣a3
ij − aij

∣∣
d0<α≤0.2

1 = 4.45, d0.2<α≤0.644
1 = 4.95,

d0.644<α≤0.908
1 = 5.75, d0.908<α≤1

1 = 6.1

d0.536<α≤1
2 = 4.475

d0.94<α≤1
3 = 3.65

The adjustment cost of individual experts with different AC-
T intervals is shown in Table II. To visualize the influence of
the expert’s attitude on adjustment costs, the TC of individual
experts with different ACT is shown in Fig.5, as well as the
TC of the group is depicted in Fig.6. Obviously, adjustment
costs of individual experts (coloured blue, orange and gray)
are monotonic increasing functions with respect to the ACT
in Fig.5.

In Fig.6, the result demonstrates that the CRP for inconsis-
tent experts can be classified into three stages with different
ACT: (1) if 0 < α ≤ 0.363, inconsistent expert e1 reaches
consensus with an adjustment cost in the interval (0, 1.507];
(2) If 0.363 < α ≤ 0.725, inconsistent experts e1 and
e2 reach consensus with an adjustment cost in the interval
(1.507, 3.417]; (3) If 0.725 < α ≤ 1, inconsistence experts
e1, e2 and e3 reach consensus with an adjustment cost in
the interval (3.417, 4.81]. While when 0.363 < α ≤ 0.536,
inconsistent expert e2 is affected by the inconsistent expert
e1 so that the group reaches consensus without adjustment
cost. And when 0.725 < α ≤ 0.94, inconsistent expert e3 is
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TABLE II: Adjustment cost of individual experts with different ACT intervals

α ACT interval Feedback expert TCh
(0, 1] (0.861, 0.917] e1 (0, 3.369]

(0.536, 1] (0.894, 0.917] e2 (0, 1.271]
(0.94, 1] (0.914, 0.917] e3 (0, 0.17]

Fig. 5: Adjustment cost of individual experts
after feedback with different ACT

Fig. 6: Total adjustment cost of the group after feedback with different ACT

affected by the inconsistent experts e1, e2 so that the group
reaches consensus without adjustment cost.

Furthermore, when the group has a high consensus require-
ment, i.e. ACT (1) < γ, γ ∈ (0.917, 1], from model (18),
we can get the model (22). By solving it, the CDs of all
experts after feedback process reach the new threshold value
of consensus: γ = 0.972 with the total adjustment cost of
TC = 18.21. Obviously, in this case, the adjustment cost
increases rapidly for reaching consensus due to the higher
consistency requirements. This result is consistent with the

actual GDM situation, and it supposes that the proposed
dynamic feedback mechanism is reasonable in determining
the adjustment cost according to different attitude. The total
adjustment costs of the group for reaching consensus with
different threshold of consensus degree are shown in Table III.
In such table, ∆(TC)

∆(CD) represents the approximate slope of the
ratio of cost to consensus threshold under different number of
inconsistent experts. The results show that when the consensus
threshold is within the interval [CDmin, CDmax], the adjust-
ment cost increases with respect to the threshold of consensus
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at a relatively slow rate, while when the consensus threshold
exceeds CDmax, reaching consensus requires relatively large
adjustment costs. This will lead to more waste of resources.

Min TC =
∑

i,j∈APS

4∑
h=1

δσ(h) ·
∣∣∣aσ(h)
ij − aij

∣∣∣

s.t.



ϑ
σ(4)
ij =

(
1− δσ(4)

)
· aσ(4)
ij + δσ(4) · aij

ϑ
σ(3)
ij =

(
1− δσ(3)

)
· aσ(3)
ij + δσ(3) · aij

ϑ
σ(2)
ij =

(
1− δσ(2)

)
· aσ(2)
ij + δσ(2) · aij

ϑ
σ(1)
ij =

(
1− δσ(1)

)
· aσ(1)
ij + δσ(1) · aij

aij =
1

4
×

4∑
h=1

a
σ(h)
ij

CDσ(4) < γ,CDσ(4) = γ

CDσ(3) < γ,CDσ(3) = γ

CDσ(2) < γ,CDσ(2) = γ

CDσ(1) < γ,CDσ(1) = γ

0.917 < γ ≤ 1

δσ(1) ≤ δσ(2), δσ(2) ≤ δσ(3), δσ(3) ≤ δσ(4)

0 ≤ δσ(1), δσ(2), δσ(3), δσ(4) ≤ 1

(22)

E. Ranking order of alternatives

Without loss of generality, it is assumed that the group
adopts an attitudinal parameter α = 0.6 in the decision
scenario with the following attribute weights of criteria: ω =
(N1 = 0.6;N2 = 0.1;N3 = 0.3)

T . After feedback process we
get the following overall preference value of the four alterna-
tives {M1,M2,M3,M4} shown in Āα=0.6:

Using the score function of an IVIFN S (α̃) =
µ−(2−µ+−ν+)+µ+(2−µ−−ν−)

2 in [56], the following score va-
lues are determined:

M1 = 0.362;M2 = 0.480;M3 = 0.385;M4 = 0.394

Therefore, we get the final consensus ranking: M2 �M4 �
M3 �M1.

F. Discussion

Traditional consensus measurement usually requires a com-
pletely unanimous agreement, which contains only two states
of 0 (absence of or partial consensus) and 1 (complete consen-
sus). However, in real life, completely unanimous consensus is
very difficult to achieve. Kacprzyk [57] proposed the concept
of “soft” consensus measurement. Later, many researchers
have carried out researches on ”soft” consensus, which usually
aims to achieve a consensus threshold in the interval [0.5, 1)
([18]–[27]).

(1) On the one hand, the above research works do not
consider how the consensus threshold affect the adjustment
cost, and then do not explain how to select an appropriated
consensus threshold. In our proposed method, the consensus
threshold is fixed in the interval [CDmin, CDmax], which can

intuitively help the group observe the change of the adjustment
cost with different ACT intervals. The results show that the
adjustment cost to reach a consensus within ACT interval
increases slowly and linearly, as shown in Table III. Moreover,
we obtain TCα=1−TCα=0

CDmax−CDmin
= 85.89.

(2) On the other hand, when the consensus threshold is
greater than CDmax, the adjustment cost required to reach
consensus will increase rapidly ( ∆(TC)

∆(CD) = 243.64 � 85.89),
which will consume a lot of adjustment cost. So, in this
case, reaching consensus among the experts in the group is
obviously unreasonable and unacceptable. Therefore, it may
be unpractical to the actual decision-making problem that the
threshold is set to exceed CDmax.

Therefore, the main purpose of ACT proposed in this
article is to aid inconsistent experts adjusting their preferences,
within the reasonable scope, to reach consensus and keep their
original preference as much as possible based on the different
consistency requirements of the group so as to ensure the
rationality of decision-making results.

V. CONCLUSION

This article proposes a dynamic feedback mechanism based
on attitudinal consensus threshold (ACT) for GDM problems
with different consistency requirements. To achieve this, the
concepts of consensus degree (CD) between individual experts
and the group and the attitude-OWA operator are used to
compute both the aggregation weighting vector and the group
ACT. The ACT based minimum adjustment cost feedback
mechanism is investigated for the inconsistent experts to
reach consensus with minimum adjustment cost. The proposed
dynamic feedback mechanism for GDM problems has the
following main advantages and differences in comparison with
other consensus models introduced in the literature:

(i) The ACT is introduced by taking into account the attitude
of the group, leading to a dynamic consensus threshold
in a continuous state from CDmin to CDmax, avoiding
the static property of the existing feedback mechanisms
based on the use of the same fixed threshold for all
inconsistent experts. Therefore, our proposed dynamic
feedback mechanism has the flexibility to deal with
GDM problems with different consistency requirements.

(ii) It builds an ACT based dynamic minimum adjustment
cost feedback mechanism to generate personalised advice
for the inconsistent experts based on their boundary feed-
back parameters to reach the ACT. This in turn makes
possible for the inconsistent experts to achieve a balance
between their individual independence, by modifying
their original assessment the minimum possible, and the
collective aim of reaching consensus.

(iii) It proposes a sensitivity analysis method with regard
to the ACT which shows that the number of feedback
experts monotonic increases with the ACT interval. Ad-
ditionally, the adjustment cost is a monotonic increasing
function with respect to the ACT parameter α. Indeed,
the greater the attitudinal parameter is, the greater the ad-
justment costs are. In addition, the adjustment costs will
increase fast when the consensus requirement exceeds
the maximum threshold.
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TABLE III: Total adjustment cost of reaching with different threshold of consensus degree

α CTI inconsistent expert for consensus TC ∆(TC)
∆(CD)

(0, 0.363] (0.861, 0.885] e1 (0, 1.507] 62.79
(0.363, 0.725] (0.885, 0.904] e1, e2 (1.507, 3.417] 100.53

(0.725, 1] (0.904, 0.917] e1, e2, e3 (3.417, 4.81] 107.15
− (0.917, 0.972] e1, e2, e3, e4 (4.81, 18.21] 243.64

Āα=0.6 =

 N1 N2 N3

M1 〈[0.261,0.361],[0.406,0.578]〉 〈[0.267,0.383],[0.406,0.539]〉 〈[0.206,0.306],[0.477,0.594]〉
M2 〈[0.266,0.428],[0.307,0.434]〉 〈[0.224,0.374],[0.401,0.551]〉 〈[0.374,0.524],[0.276,0.376]〉
M3 〈[0.200,0.400],[0.475,0.575]〉 〈[0.245,0.407],[0.378,0.505]〉 〈[0.261,0.406],[0.406,0.533]〉
M4 〈[0.189,0.367],[0.339,0.439]〉 〈[0.325,0.425],[0.251,0.351]〉 〈[0.200,0.376],[0.374,0.499]〉



The consensus model researched in this paper has been
applied on a small-scale GDM problem. In future, we will
apply this dynamic method to large-scale group decision-
making to solve real-life problems within a social network
framework. Meanwhile, negotiation between individuals and
groups is an interesting research direction. Specifically, in the
feedback process the inconsistent individual experts makes
some adjustments but fails to reach a consensus, meanwhile
he/she may reluctant to make adjustments again. So, the group
may be required to makes adjustments in the directing reaching
a consensus. We will conduct in-depth research with regard to
this issue in the future.
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