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Study and development of flexible electronic
nanodevices for biosensing applications

by Mr. Alejandro Toral López

University of Granada, Departamento de Electrónica y Tecnología de
Computadores

Pervaisve Electronics Advanced Research Laboratory

Abstract
This Thesis aims to develop a comprehensive set of numerical tools specifi-
cally designed to analyse 2D materials (2DMs) based Field-Effect Transistor-
based Biosensor (BioFET)s. These tools are intended to provide a deeper
understanding of their operation principles and to shed light in the funda-
mental physical and electrical magnitudes involved in their optimization. To
that end, a self-consistent numerical platform has been implemented able
to solve the set of coupled equations that describes the structure, compris-
ing the FET device and the electrolyte solution containing the biological
sample.

On the one hand, for the simulation of the FET device, a semi-classical
approach combining Poisson, Schrödinger and continuity equations under a
Drift-Diffusion (DD) paradigm is considered. In more detail Poisson equa-
tion is solved in a 2D cross-section of the structure including Fermi-Dirac
statistics, while the Schrödinger equation is included in order to treat highly
confined structures, being simplified in some particular scenarios. In addi-
tion, two different approaches for the implementation of the diffusive trans-
port have been considered: i) the conventional current equation with both,
drift and diffusion components and ii) a description based on the gradient
of the Fermi level. Both implementations are equivalent under the assump-
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tion of a non-degenerate semiconductor, although the latter enables a more
sophisticated treatment as it enables the integration of the material prop-
erties at the device level. Based on it, the work explores the capability to
integrate arbitrary Density of States (DoS) profiles achieved from ab-ibitio
calculations to describe the semiconductor material. This is by itself a sig-
nificant step forward in the state-of-the-art computational electronics by
enabling the integration of atomic level features into semi-classical device
level simulations following the multi-scale paradigm. A model for charge
traps situated at the interfaces of the FET channel is also implemented with
a flexible definition of their energetic profile and spatial location enabling
a fine description of these non-idealities in electronic devices. Moreover,
both charge transport and charge traps models are extended to include
time dependence, and additional tool that provides us with the capability
of simulating FETs in the transient regime.

On the other hand, the modelling of the biological sample encompasses
the liquid electrolyte and the sensing interface. The description of the elec-
trolyte addresses the distribution of simple ions by the electrostatic poten-
tial. It is extended to include the contribution of non-Coulombic interactions
near the solid-liquid interface using the Potentials of Mean Force (PMF),
and the contribution of chemical reactions that take place in buffer solu-
tions related with the pH regulation. Concerning the sensing interface, it
involves the adsorption of simple ions at the solid-liquid interface, which
is integrated in the simulations making use of a generic Site-Binding (SB)
model that makes possible to handle complex chained reactions taking place
at the solid surface. For the specific case of biomolecular sensors, the specific
receptors introduced by the surface functionalization are also integrated in
the simulations. This requires a more thoughtful development due to the
complexity of the elements to be modelled, i.e., the receptor-target molecule
complexes formed at the sensor surface during the sensing process. In this
regard, two aspects are treated in detail: the charge distribution of receptor
and target molecules and the location of receptors on the sensing interface.
The former is related with the physical properties of the molecules, while
the latter is dependent on the structure of the sensor. With regards to the
charge distribution of molecules, three models are proposed with different
levels of detail. The simplest one considers a box-shaped charge distribu-
tion with different regions where the ion permeability can be controlled.
Along with it, a specific model for DNA molecules is developed aiming for
a detailed description of this remarkable biomolecule. Finally, a third one
is implemented focused on a detailed depiction of the charge distribution
of molecules. This last approach enables the integration of external charge
distribution profiles providing the connection with ab-initio calculations,
assess as those provided by Molecular Dynamics (MD).
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The numerical simulator resulting from the combination of the afore-
mentioned models has been exploited to study different device concepts
and physical aspects connected to the design of FET and BioFET devices.
All these results come along with the validation process of each module of
the simulator.

First, the models related with the FET device are compared against ex-
perimental results extracted from the literature reproducing to an excellent
degree the behaviour of these devices. In addition, the two aforementioned
implementations of the DD transport model, i.e. based on drift and diffusion
currents or the gradient of the Fermi level, are compared providing similar
results when the material band-structure is approximated by a parabolic
dispersion relationship.

Next, the FET simulator is employed to perform some relevant studies.
For example, it is used to evaluate graphene based devices and specifi-
cally the impact of access regions on the response of Graphene Field-Effect
Transistor (GFET)s, showing a significant contribution to the asymmetric
transfer response commonly observed in these devices regardless the intrin-
sic electron and hole properties. The numerical simulator is then utilized
to evaluate the impact of mechanical strain in GaSe MOSFET devices. To
that end, the Fermi-level-gradient definition of the DD current is used to
evaluate locally strained channels by using a DoS profile from atomistic
calculations. The results obtained not only reveal the great potential of
this implementation but also provide some insights on the capabilities of
strain engineering as a method to dope 2D materials, that is still one of
the major obstacles in the technological adoption of these crystals in nano-
electronics. Finally, the time dependent implementations of the transport
model and of the interface traps are used to study the impact of the latter
in the commonly observed hysteresis in MoS2 MOSFET. In that case, the
high flexibility to define the energetic profile of these traps enables a fine
study and characterization of an experimental study carried out by.

The numerical models for the complex electrolyte and sensing inter-
face were, as well, validated against experimental results available in the
bibliography obtaining an excellent agreement. These modules, together
with the developed FET simulation tool, compose the complete BioFET
simulation platform. This platform is next applied to study several propos-
als of 2D materials based BioFET sensors. First, the impact of different
box-shaped models for the receptor-target complex commonly used in the
simulation of BioFETs, is analysed. These models provide a rapid and effi-
cient modelling for generic molecules, and are an approximation (although
still a coarse one) similar to those used by TCAD simulators. The results
obtained illustrate how the different box models lead to distinct simulated
sensor responses, highlighting the importance of the appropriate selection
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of the model. Next, the numerical simulator is used to evaluate the ca-
pabilities of graphene based BioFETs for the detection of SARS-CoV-2.
This study uses a sophisticated fine model for the receptor and receptor-
target complex with a detailed charge distribution of these molecules. The
results of the fine-level molecule modelling illustrate that this simulation
scheme is able to capture the impact of the specific shape of molecule in
the response of the device, and thus, its inherent capability to integrate
data from a lower abstraction level for the receptor-target complex in a
multi-scale fashion, what constitutes a pioneering work in the field. Next,
the impact of device-to-device variability in MoS2 based DNA-BioFETs is
addressed. This analysis takes advantage of some randomization features
integrated in the sensing interface model specifically designed to evaluate
the impact of random variations in the placement of the molecule receptors
in the response of the sensor. This type of analysis is not covered in the
literature of BioFET devices, so it entails a noticeable contribution to the
state-of-the-art. The results obtained reveal a non-negligible impact of the
variability in the sensing interface, specially in those variations related with
the activation of receptors. Finally, the effects related with the solid-liquid
interface are studied, and more specifically the integration of information
from the PMF profiles into the SB model, giving rise to an avant-garde
model for surface ion adsorption.

In summary, the work collected in this Thesis encompasses a flexible
and powerful numerical simulator able to describe with great detail the
particular features of BioFET devices. The platform is validated against
experimental FET and BioFET devices, reproducing them excellently, and
it is latter exploited in several studies that yield relevant for the modelling
of 2DM-based FET and BioFET devices and their optimization.
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Estudio y desarrollo de nanodispositivos
electrónicos flexibles para aplicaciones

biosensoras
by Mr. Alejandro Toral López

University of Granada, Departamento de Electrónica y Tecnología de
Computadores

Pervaisve Electronics Advanced Research Laboratory

Resumen
El objetivo de esta Tesis es desarrollar una herramienta de simulación ori-
entada al análisis de biosensores basados en estructuras de efecto campo
(BioFET) utilizando materiales 2D (2DMs). Dicho simulador busca pro-
porcionar un mejor entendimiento del funcionamiento de estos sensores y
de las magnitudes clave para su optimización. Con tal fin, se ha imple-
mentado un código basado en un esquema iterativo capaz de resolver el
conjunto de ecuaciones que definen el comportamiento de la estructura, que
comprende el dispositivo FET, la interfaz sensora y el electrolito.

Por un lado, para la simulación del dispositivo FET se ha considerado
un esquema semi-clásico que integra las ecuaciones de Poisson, Schrödinger
y la ecuación de continuidad mediante el modelo Deriva-Difusión. De forma
más detallada, la ecuación de Poisson se resuelve en una sección transversal
de la estructura, asumiendo que esta es invariante en la dirección omitida
y considerando estadística de Fermi-Dirac para las distribuciones de carga.
Con respecto a la ecuación de Schrödinger, se tiene en cuenta en estruc-
turas con fuerte confinamiento (siendo esta aproximada en algunos casos
particulares). En lo que respecta al modelo de transporte, se han llevado

xvi



a cabo dos implementaciones diferentes: i) la implementación convencional
basada en las componentes separadas de deriva y difusión de la corriente y
ii) la implementación basada en el gradiente del nivel de Fermi. Ambas son
equivalentes para el caso de semiconductores no degenerados, aunque la se-
gunda permite una descripción más detallada del material semiconductor.
Concretamente, se ha trabajado en la integración de una DoS arbitraria
obtenida a partir de cálculos ab-initio, que caracteriza al material semicon-
ductor, y se puede utilizar en las simulaciones del dispositivo. Esto supone
un salto importante en el estado del arte actual, permitiendo la integración
de particularidades de nivel atómico en simulaciones a nivel de dispositivo.
También se ha implementado un modelo para trampas de carga enfocado
en la flexibilidad a la hora de definir el perfil energético de estas y su local-
ización en la estructura. Estos modelos también han sido extendidos para
incluir la dependencia temporal y poder evaluar dispositivos tipo FET en
el régimen transitorio.

Por otro lado, el modelado de la interfaz biológica agrupa al electrolito
y los elementos de la interfaz sensora. El modelo para el electrolito aborda
la distribución de los iones simples debido al potencial electrostático. Dicho
modelo ha sido extendido para incluir interacciones no culombianas cerca
de la interfaz solido-disolución mediante los perfiles PMF, y la contribución
de las reacciones químicas de regulación del pH que se dan en disoluciones
tipo buffer, comúnmente utilizadas como sustrato de muestras biológicas.
En relación con la interfaz sensora, esta integra la adsorpción de iones en
la superficie del dispositivo utilizando una implementación generalista del
modelo SB, que permite incluir reacciones complejas en la superficie del
dispositivo. Para el caso concreto de sensores biomoleculares, las simula-
ciones también incluyen los elementos añadidos por la funcionalización del
sensor. Este apartado requiere un tratamiento especial por la complejidad
de los elementos modelados: los compuestos receptor-objetivo formados en
la superficie del sensor en el proceso de medida. Al respecto de esto, el
modelo trata dos aspectos principales: distribución de carga asociada a las
moléculas y la localización de receptores en la superficie del dispositivo. El
primero de ellos está relacionado con las propiedades físicas de las molécu-
las mientras que el segundo se relaciona con la estructura del sensor. Con
respecto a la distribución de carga de las moléculas, se han propuesto tres
modelos que la abordan con diferentes niveles de detalle. El más básico de
estos considera una distribución en forma de caja con diferentes regiones en
las que es posible controlar su permeabilidad con respecto a la distribución
de iones. El segundo de ellos se centra en el caso específico de las moléculas
de ADN. El último modelo permite la integración de distribuciones de carga
arbitrarias extraídas de métodos ab-initio, tales como cálculos MD.

El simulador numérico resultado de la integración de estos modelos se
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ha utilizado para estudiar diferentes aspectos relacionados con el diseño de
dispositivos FET y BioFET. La extracción de estos resultados se ha llevado
a cabo junto con la validación de los modelos.

Inicialmente, se han validado los modelos relacionados con el dispositivo
FET usando resultados experimentales extraídos de la bibliografía, propor-
cionando un excelente ajuste con los mismos. Además, se han comparado
las dos implementaciones para la ecuación DD mostrando resultados muy
similares cuando la estructura de bandas del material se aproxima con una
dispersión parabólica.

A continuación, se ha utilizado el esquema de simulación para disposi-
tivos FET para llevar a cabo varios estudios. Primeramente, se ha analizado
el impacto de las regiones de acceso en la respuesta de dispositivos MOS-
FET de Grafeno, observándose su importante contribución a la asimetría
frecuentemente observada en estos dispositivos, con independencia de las
propiedades intrínsecas de electrones y huecos. Posteriormente, se ha puesto
el foco en el efecto de la deformación mecánica en dispositivos MOSFET
basados en GaSe. Para tal fin, la implementación basada en el gradiente del
nivel de Fermi ha sido utilizada en combinación con perfiles de DoS extraí-
dos de cálculos atomísticos. Los resultados obtenidos no solo muestran el
gran potencial de este esquema, sino que también proporcionan detalles so-
bre las opciones de la tecnología de deformación mecánica como un método
para conseguir el dopado de los 2DMs, lo cuál es todavía un desafío para la
utilización de estos materiales en las tecnología nanoeletrónica actual. Fi-
nalmente, se han utilizado los modelos en los que se incluye la dependencia
temporal para evaluar el impacto de las trampas de carga en la histére-
sis comúnmente observada en dispositivos MOSFET basados en MoS2. La
flexibilidad que proporciona el modelo en la definición del perfil energético
de las trampas ha permitido el estudio y caracterización detallada de un
dispositivo experimental.

El esquema de simulación para el electrolito y la interfaz sensora también
ha sido validado utilizando resultados experimentales extraídos de la bibli-
ografía, obteniendo un excelente ajuste de los datos. Estos modelos, junto
con los correspondientes para los dispositivos FET, definen el esquema com-
pleto para los BioFETs. Una vez validado dicho esquema, ha sido utilizado
para realizar algunos estudios relacionados con este tipo de dispositivos.
Inicialmente, se ha analizado el impacto del modelo más básico para las
moléculas (distribución de carga en regiones en forma de caja), que consti-
tuye una solución rápida y eficiente para el modelado de moléculas de forma
genérica, además de ser la mejor aproximación (aunque todavía tosca) uti-
lizada en simuladores TCAD. Los resultados obtenidos muestran como las
diferentes opciones de este modelo resultan en diferentes respuestas del sen-
sor, lo cual revela la importancia de la correcta elección del modelo a la hora
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de simular estos dispositivos. A continuación, el simulador se ha utilizado
para evaluar las características de BioFETs basados en grafeno para la de-
tección de SARS-CoV-2. Este estudio utiliza el modelo detallado para la
distribución de la carga de las moléculas, integrando datos a nivel atómico.
Los resultados obtenidos muestran que el simulador es capaz de capturar
el impacto de la distribución de la carga de la molécula receptora y sus
cambios cuando es activada por la molécula objetivo. Con esto se presenta
un modelo capaz de integrar datos de un nivel de abstracción menor dando
lugar a un modelo multiescala que constituye un importante paso adelante
en el campo. Posteriormente, se ha estudiado la variabilidad en sensores
BioFET basados en MoS2 para la detección de ADN. Para este análisis se
ha utilizado la posibilidad de aleatorizar la distribución y la activación de
las moléculas receptoras. Este tipo de análisis no es común en la literatura,
por lo que se trata de una contribución importante en el estado del arte.
Los datos muestran un impacto no despreciable de esta aleatorización, en
especial la asociada a la activación de los receptores. Finalmente, se han
estudiado los efectos relacionados con la interfaz solido-líquido. Concreta-
mente, se ha puesto el foco sobre la integración de la información de los
perfiles PMF en el modelo SB mediante una constante de reacción equiva-
lente. Diferentes esquemas de reacciones han sido utilizados y comparados
con los resultados utilizando los perfiles PMF para evaluar las posibilidades
de emular el comportamiento de estos últimos.

En conclusión, esta Tesis ha dado como resultado un simulador numérico
que ha mostrado gran potencial para la descripción de las particularidades
de los dispositivos BioFET. Dicho simulador ha sido validado con éxito uti-
lizando datos experimentales disponibles en la bibliografía y posteriormente
ha sido utilizado para llevar a cabo varios estudios que han permitido cono-
cer mejor los dispositivos FET y BioFET basados en 2DMs.
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CHAPTER1
Introduction to 2D materials BioFETs

1.1 State-of-the-art
Electronic technology has experienced an astonishing development in the
last half century. The kick off of this adventure dates back to the transi-
tion from vacuum tubes towards solid-state devices enabled by the inven-
tion of the Bipolar Junction Transistor (BJT) in 1948 by the hand of John
Bardeen, Walter Brattain and William Shockley [1]. This breakthrough
brought about a significant reduction in the power requirements and size of
the devices, promoting their quick deployment. The next significant event
was the emergence of the Metal-Oxide-Semiconductor Field-Effect Transis-
tor (MOSFET), patented in 1960 by Kahng Dawon and M. M. Atalla [2].
Since then, MOSFET have become the cornerstone of electronic circuits for
computational and telecommunication applications. The continuous shrink-
ing of size and reduction of power consumption of these devices have been
the main drivers of the relentless advance of this technology, following the
so-called Moore’s Law [3], a prediction that turned into a major guideline for
the semiconductor industry1, stating that the transistor size will be reduced
by a half in just 18 months. The advances focused on the reduction of the
FETs are thus labelled as “More-Moore”, whose best example can be found
in devices for logic and memory applications. Along with the improvements
in digital electronics and the corresponding computation capabilities, other
developments have been focused on providing a wide diversification of func-
tionalities for the MOSFET (RF applications, sensors, actuators, etc.) and
are usually gathered under the “More-Than-Moore” umbrella [4] (Figure
1.1).

Among these devices, sensors and actuators become of great interest due
to their ability to capture information from the environment and interact
with it. Electronic sensors base their operation on physical principles that

1It could also be considered as a paradigmatic example of a self-fulfilling prophecy.
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1. INTRODUCTION TO 2D MATERIALS BIOFETS

Figure 1.1: Classification of the trends in the evolution of the electronic technologies
extracted from [4].

associate changes of the magnitude of interest with variations on the elec-
trical properties of a semiconducting material. The goal is to translate as
much information as possible into electrical signals that can be easily pro-
cessed and stored. Among the myriad of available sensors, those based on
MOSFET provide inherent benefits as the mature fabrication process for
digital electronics can be used with minor modifications, and straightfor-
wardly integrated with the elements to process the information, giving rise
to the so-called System on Chip (SoC), allowing a two-fold improvement:
noticeable cost and power reduction, and increased functionality. These fea-
tures are of great importance for Internet of Things (IoT) technologies, that
are currently expanding due to their application for environment monitoring
in many different fields.

A particular niche in the sensors field regards chemical and biomolecu-
lar FET sensors, which extract information arising from chemical reactions
or biomolecular interactions in both static and dynamic regimes, and are
therefore able to complement or replace other invasive, expensive and time-
consuming techniques [5]. State-of-the-art commercial solutions in chemical
detections are primarily based on label-based methods, in which the sample
is processed before any measurement can be carried out, to allow the detec-
tion of the target molecules via measurable parameters like fluorescence or
colorimetry. However, the sample labelling entails high operation cost, lack
of portability and limitations for real-time applications. For these reasons,
label-free detection methods are of great interest for rapid detection and
continuous monitoring applications. These features are specially appeal-
ing to medical and security areas (point-of-care solutions, drug detection,
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genomics, homeland security), which also benefit from aforementioned IoT
technologies.

FETs sensors constitute the label-free electronic alternative for chemi-
cal and biomolecular sensing. Their operation principle mimics the one of
MOSFETs where an electric field is used to modulate the conductivity of a
semiconductor channel located between two conductive regions placed at its
edges. The electric field is originated from a metallic contact separated from
the semiconductor by an insulating layer. The first FETs specifically de-
signed for chemical and biological sensing applications were the Ion-Sensitive
Field-Effect Transistor (ISFET)s [6]. In these sensors the gate is removed
and the channel conductivity is modified by the presence of ions or molecules
over the insulating layer, giving rise to the corresponding change of the cur-
rent flowing through the structure. A further development came after with
the introduction of a reference electrode. This was an important advance
with several works demonstrating its relevance for the proper operation of
the device [7, 8] as it sets the electrolyte potential with respect to the device
substrate, resulting in a more stable operation of the device [7].

Since the emergence of ISFETs back in the 70’s and 80’s, they have
experienced a continuous progress expanding the range of sensing applica-
tions. They have already been employed as chemical sensors to measure pH
[9, 10], potassium (K+) [11, 12] or calcium ions (Ca2+) [13]. In the more
general case of Field-Effect Transistor-based Biosensor (BioFET), they have
been demonstrated to detect the presence of viruses [14], proteins [15, 16]
or cancer markers [17], as shown in Figure 1.2. In addition to biomolecule
detection, BioFETs are also used to monitor more complex scenarios such
as cell activity [18, 19? , 20]. In the last two decades they have strongly
come back in the spotlight thanks to the auspicious progresses made with
new structures and materials. In particular, nanowire-based BioFETs have
demonstrated a notable boost of the sensitivity compared to previous de-
vices [19, 21, 22]. Nevertheless, their integration with current planar tech-
nology is still challenging and the shift from laboratory to commercialization
is quite limited. In this context, the employment of two-dimensional ma-
terials (2DMs) is expected to overcome some of these limitations, allowing
high sensitivity, integration with CMOS technology and direct surface func-
tionalization [16, 23, 24, 25].

The recently developed 2DMs technology has demonstrated an extraor-
dinary potential not only for BioFET but also for regular FET devices.
The main characteristic of these materials is their minimal thickness (i.e.,
monoatomic or monomolecular), making the assembly of very thin crystals
with perfectly uniform surfaces possible. This unique feature solves the
problem arising from abrupt surface interruption and dangling bonds in ex-
tremely thin devices based on bulk materials, which results in a significant
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a)

b)

c)

Figure 1.2: Examples of application of BioFET devices: a) virus detection (extracted
from [14]), b) cell activity monitoring (extracted from [23]) and multiplexed detection of

cancer markers (extracted from [17]).

performance degradation. The electronic properties of 2DMs have been on
the scope in the past 18 years since the isolation of Graphene in 2004 [26].
Graphene is characterized by a honeycomb-shaped lattice of carbon atoms,
depicting extraordinary physical properties: good thermal and electrical
conductivity, mechanical flexibility, etc. One remarkable characteristic of
this material is its electronic band structure, which is characterized by the
absence of band gap, a fundamental feature that enhances the carrier mo-
bility but, on the other hand, reduces its applicability for logic devices.

The continuous seek for alternative 2DMs was boosted with the dis-
covery of the so-called Transition Metal Dichalcogenides (TMD), whose
composition follows the formula MX2, where M is a transition metal (like
Molybdenum (Mo), Tungsten (W) or Tantalum (Ta) among others) and X
a chalcogen (like Sulphur (S), Selenium (Se) or Tellurium (Te) among oth-
ers). The combination of these species results in different properties, e.g. Ta
generates highly conductive materials while Mo typically produces semicon-
ductor ones [27]. The family of 2DMs has been steadily enlarged including
other groups such as the so-called X-enes [28] (silicene [29], germanene [30],
antimonene [31]) or Metal Monochalcogenides (MM) (GaSe [32], GaTe). In
addition to the remarkable electronic properties of the monolayer version of
2DMs, several layers can be stacked as depicted in Figure 1.3 to modulate
their characteristics.

In these multilayer 3D structures, atoms are still strongly linked in each
plane through covalent bonds, while layers are linked through weak van der
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Figure 1.3: a) Example of bilayer structure of a TMD semiconductor and b) band
diagrams of WS2 extracted from [33] showing their change with the number of stacked

layers.

Waals forces. Despite of the weakness of these out-of-plane bounds, they can
still alter the electrical properties of the resulting multilayer material. An
example of this is depicted in Figure 1.3b where the band structure of WS2
is plotted for different number of stacked layers. As the number of layers
is increased, the size of the band gap is modified, shifting from a direct
gap in the monolayer scenario to an indirect bandgap for any other case.
Black Phosphorous (BP) is another example, as its bandgap and optical
absorption spectra vary with the number of layers, showing a redshift as
this value increases [34].

Moreover, monolayers and multilayers of different materials can be stacked
to form van der Waals heterostructures, behaving as metamaterials with
new properties, such as superconductivity [35], and widening the possibil-
ities for new physical effects. Regarding the implementation of MOSFET
devices with 2DMs, their minimal thickness provides great promise to over-
come short channel effects [36], and their mechanical flexibility allows the
implementation of fully flexible devices [37, 38].

Several proofs of concept of BioFETs based on 2DMs have already been
successfully developed and tested [14, 16, 19, 23, 24, 39, 40], even including
mechanical deformation in the device [41, 42]. However, their operation
principles, optimization keys and other related issues such as reliability,
scalability, contact resistances, hysteresis, etc., are currently under intensive
research targeting for market-ready-solutions. 2DMs-based BioFETs are
thus under the spotlight both experimentally [16, 24, 25, 41, 43, 44] as
well as theoretically, via numerical simulation, [45, 46, 47, 48, 49, 50, 51].
The experimental works can be classified according to the device-target
interface into two groups: Electrolyte-Insulator-Semiconductor (EIS) and
Electrolyte-Semiconductor (ES).

In the devices with an EIS structure, an insulator layer is placed between
the electrolyte and the semiconductor channel. Its surface is functionalized
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(usually via silanization) so to attach receptor agents (e.g. antibody-(TNF-
alpha), PSA-mAb, etc) able to capture the target molecules [16, 24, 43].
This insulator layer prevents reactions between the ions contained in the
solution and the semiconductor. However, it reduces the electrostatic cou-
pling between the target molecules and the semiconductor material [52]. In
addition, most of the gate insulators have a hydrophilic nature that hinders
the surface functionalization and reduces the binding efficiency [18]. These
problems are intended to be solved with ES BioFETs, where the insulator
layer is removed leaving the semiconductor directly in contact with the elec-
trolyte. It is important to note that in these devices the semiconductor is
the only region exposed to the solution, all other elements of the device, e.g.
source and drain contacts, are isolated from the solution to avoid unintended
reactions.

Some 2D materials, like MoS2 , reduced-graphene Oxide (r-GO) and
graphene (commonly used in biological sensors) show an hydrophobic be-
haviour, and this property can been exploited to suppress the insulator
layer [24, 25] and deposit the functionalization layer employed to attach
the receptor molecules directly on the semiconductor surface. The opera-
tion of biosensors without the functionalization layer has been also tested
[25, 53] showing changes in the device response, which indicates that the
bare surface of these materials can be responsive to detect the proximity of
molecules, but without the required selectivity.

Most of the works focus on sensors immersed in a wet environment, i.e.
an electrolyte. However, some of them evaluate the device performance
when the sensing step is carried out in a dry environment [25, 40]. In
general, the procedure followed in those cases consists on: i) exposing the
sensor to the sample, ii) flushing the unbound target molecules, iii) drying
the device surface, and iv) performing the electrical characterization of the
device. This makes possible the removal of the reference electrode from the
structure, as there is no electrolyte during electrical characterization, and
prevents side reactions at the device surface that could mask the impact
of the target molecules. However, these devices cannot be used for in vivo
measurements, where controlling the environment is not as straightforward
as in a laboratory, making the drying step close to impossible. This issue
can be extended to wearable devices or similar cases where the environment
is not a factor under control.

The experimental works previously mentioned require the development
of simulation and modelling tools able to predict and to explain the re-
sults observed in the laboratory. They should make possible to understand
and rationalize the non-idealities observed, unveiling optimization keys to
speed the device development. The simulation of BioFETs has been com-
monly addressed using either commercial Technology Computer Aided De-
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sign (TCAD) tools [45, 46, 47, 54], specifically designed to simulate semi-
conductor devices, or ad-hoc software developed to analyze more specific
scenarios [49, 55, 56, 57]. Using either of these solutions, there are two
main elements to be described: i) the semiconductor device and ii) the
sample, composed by the electrolyte that contains the target ions and/or
molecules. Both components are joined through the solid-liquid interface,
where the key processes take place.

TCAD simulations provide a detailed modelling of the semiconduc-
tor device, as they have been originally designed for that purpose, but
coarse approximations are required to include the effect of electrolyte and
biomolecules. Regarding the electrolyte, a common procedure is to model
it as a semiconductor with modified properties to emulate those of the so-
lution [47, 49]. This approach is limited to simple electrolytes, precluding
its use to analytes where multiple types of ions are present [47]. In the case
of biomolecules, there are two main approaches to integrate them in TCAD
simulations: i) as a uniform charged layer [45, 47], or ii) as discrete blocks
[45, 46]. A uniformly charged layer provides a simple model, as charge and
thickness can be modulated to describe different target molecules and con-
centrations. This can be a reasonable solution for large devices and small
target molecules, but it is a coarse approximation for short channel devices,
where the spacing between molecules can not be neglected compared with
the size of the device. In that regard, discrete block based models constitute
a more precise description. They consider each molecule captured by the
sensing layer as a charged block, allowing a comprehensive analysis of the
device, such as for example the effect of the random activation of recep-
tors in the sensing layer [45]. In that case, however, inactive receptors are
modelled as neutral blocks where ions are not allowed to enter, which might
generate peculiar potential distributions near the device surface as they are
still included in the simulation.

As for ad-hoc simulators, they provide a more realistic description of
the sensor thanks to a more sophisticated model of the electrolyte and the
interface. The price to be paid is i) a reduction of the flexibility compared
with TCADs as they are focused on specific geometries, and ii) the time
required for their development and testing. Specific non-linear effects such
as surface ion adsorption [58] or physical limitations to the interface ion
concentration [59] can be included in the electrolyte modelling. In addition
to this, electrolytes with multiple ions can be straightforwardly considered,
overcoming the TCADs limitations [47]. The modelling of biomolecules can
be carried out similarly to TCAD based simulations, where both a uniform
charged layer [56, 57] and discrete charged blocks models can be used [60].
Additional descriptions, e.g. based on the dipole moment of the molecules
[49, 51], can also be included as boundary conditions for the potential at
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the device interface, enabling the inclusion of the molecule orientation and
other particularities in their charge distribution.

In all the previous analysis we left aside the type of devices evaluated. In
both cases, TCAD and ad-hoc solutions, state-of-the-art simulations have
primarily dealt with bulk MOSFETs or nanowire based sensors. The option
to assess devices based on 2DMs is currently very limited, specially when
using TCAD tools, and those using ad-hoc software are restricted to a one-
dimensional (1D) description of the structure [56, 57], limiting the analysis
of relevant factors such as the impact of molecule distribution, short channel
effects, etc. This Thesis is intended to contribute to fill this gap by devel-
oping a 2D numerical simulator able to study these 2DMs-based chemical
and biomolecular sensors.

1.2 Objectives and outline

As mentioned above, despite of the great perspective and advances in 2DMs
BioFET, there are numerous challenges to overcome concerning their mod-
elling and rationalization. In this sense, the main goal of this Thesis is to
develop a comprehensive set of numerical tools specifically designed to ana-
lyze 2DMs-based FET biosensors, able to provide a deeper understanding of
their operation principles and to shed light in the fundamental parameters
required for their optimization (Figure 1.4).

Figure 1.4: Generic structure of 2DMs BioFET device. There are three main elements
to be addressed for the modelling of these devices: i) the semiconductor, ii) the sensing

layer and iii) the electrolyte.

The objective of the device modelling is to calculate its I − V charac-
teristics under specific conditions, defined by elements such as the external
bias, device geometry, presence of different analytes, etc. The device output
current is evaluated using the carrier transport description considered, but
it also requires the solution of the device electrostatic to evaluate the electro-
static potential distribution (V ) that defines the transport conditions. This,
however, is not a straight forward step as V is also linked to the carrier dis-
tribution provided by the transport model, so a self-consistent solution of
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these equations is required. In the case of BioFETs this calculation entails
an additional complexity as V is also impacted by the elements related with
the sensing interface and the liquid electrolyte. Hence, the main goal can be
split into three specific objectives related with the elements to be addressed
for the modelling of these devices:

• Semiconductor modelling: carrier transport. This aim encompasses
the evaluation of the charge distribution and its transport through the
semiconductor channel to estimate the output current under different
biases and sensing layer conditions.

• Electrostatic simulation of electrolytes. The self-consistent electro-
static solution of the electrolyte is an important aspect in the simula-
tion of BioFET and ISFET devices and constitutes the second aim of
this Thesis. It involves the analysis of the free charge in the solution
of the Poisson equation, which impacts the operating conditions of the
device.

• Modelling of the sensing interface. This third aim is the key element
of the sensor operation, as it deals with the region where the target
ions or molecules are captured. The ion adsorption capability of the
interface has to be included, as well as a proper modelling of the charge
distribution of the receptor and the target molecules attached to the
sensing layer.

Each of these contributions is defined by different models according to
their particular nature, typically by non-linear functions of V . Then, the
simulation of the BioFET entails a set of coupled equations that are solved
in a self-consistent manner using the iterative scheme shown in Figure 1.5.

Figure 1.5: Scheme summarising the steps followed to solve the set of equations for the
simulation of the device. The calculation of each one requires an specific model that will

be combined with the Poisson equation to analyse the device operation.
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The text in this Thesis summarises the process developed in this iterative
scheme and the main results obtained. To that end, it is organised as follows:

• Part 1: It introduces the context of this Thesis and presents its ob-
jective and outline the rest of the manuscript.

• Part 2: The chapters contained in this section are intended to provide
the basic background for the next chapters. Chapter 2 introduces some
concepts related with solid-state physics that are commonly used to
study electronic devices. Next, Chapter 3 focuses on MOSFET devices
as the basis for ISFET and BioFET sensors, that are also introduced
in this chapter.

• Part 3: This is the core of this Thesis where the developed numerical
simulator is described. The method used to address the numerical
simulation of BioFET and ISFET devices is explained in detail, with
Chapter 4 taking charge of the electrostatics solution, while Chapter 5
describes the models used to simulate the semiconductor FET device,
and Chapter 6 introduces those related with the simulation of the
liquid electrolyte and sensing interface.

• Part 4: Here, the results obtained during the completion of this work
are presented and classified into two groups: i) results related with reg-
ular FETs (Chapter 7) and ii) results related with BioFETs (Chapter
8). Each chapter includes the validation of the models along with the
main outcomes of the different works performed.

• Part 5: Finally, this part collects the main conclusions and future
developments of this work.
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Semiconductor devices physics
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CHAPTER2
Solid state physics

2.1 Introduction
This chapter is devoted to briefly introduce the basic concepts and the re-
quired background in solid state physics to be employed in later chapters.
A thorough explanation of this topic can be found elsewhere [61, 62]. In
particular, we introduce the concept of energy band structure and the theo-
retical calculations related with it. Several approximations commonly used
with electronic devices are also introduced as they will be useful in for the
next chapters.

2.2 Energy bandstructure
A comprehensive description of the electrical and optical properties of semi-
conductor materials starts with the knowledge of their energy bandstruc-
ture, as it stems from the intimate interaction among the atoms encom-
passing the crystal lattice of the material and as it is ruled by quantum
mechanics.

The structure of an atom is defined by its core, made up of protons
and neutrons, and the cloud of electrons arranged around it forming or-
bitals and defining several shells as shown in Figure 2.1. The inner electron
shells contain the least energetic electrons, deeply bonded to the nucleus
and therefore unavailable to participate in any transport process. When
several atoms get closer to each other, the interactions among the outer
orbitals of each atom modify the energy level distribution giving rise to a
quasicontinuum of energy levels, the so-called energy bands.

As a result, the discrete energies of the isolated atom become energy
bands dependent on the momentum of the electron in the crystal lattice.
In a semiconductor, these bands cover a certain range of energies, and the
values outside of this range correspond to forbidden energies (striped region
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Figure 2.1: Example of the evolution of energy levels of Silicon atoms as a function of
the interatomic distance [62]. As the atoms become closer they interact with each other
and the energetic distribution of the electrons in the outer shell evolves from discrete

levels to bands.

in Figure 2.1). Below and above this forbidden band there are two bands
with available states. At T = 0 K one of them is full of electrons (blue
coloured region in Figure 2.2) and a second one completely empty (green
coloured region). These bands are named as valence and conduction band,
respectively. Any electron with enough energy to overcome the forbidden
band, i.e. the energy gap Eg, would be able to jump from the valence
band to the conduction band and move along the crystal. Depending on
the value of Eg, the electrical characteristics of the materials are different,
and consequently they can be classified into three main groups: Metals,
Semiconductors and Insulators (Figure 2.2). Metals are characterized by
the lack of band gap, so that there is a continuous range of available states
that can be occupied by electrons, making them good electrical conductors.
On the contrary, insulators have a very large Eg, requiring a large amount of
energy to promote electrons to empty states, turning them into bad electrical
conductors. Semiconductors lie in between these two cases, with energy
gaps in the range of a few hundreds of meV, enabling the generation of free
electrons with a small amount of extra energy. Indeed, at room temperature,
thermal energy is enough to kick up free electrons in the semiconductor,
although not to the amount of good electrical conductors such as metals.

The interactions that take place in this atomic scale are governed by the
laws of quantum mechanics. The duality of wave and particle associated
to the electron behaviour can be described (in non-relativistic scenarios) by
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Figure 2.2: Classification of materials according to their band gap Eg.

the Schrödinger equation [63], which for a single electron reads as:

i~
∂

∂t
Ψ(r, t) = − ~2

2m0
∇2Ψ(r, t) + Φ(r, t)Ψ(r, t) (2.1)

where i is the imaginary unit, ~ the reduced Plank constant (~ = h/2π), m0
the vacuum electron mass, t the time, Ψ the electron wavefunction and Φ the
electron potential energy (due to e.g. the presence of other electrons, atoms
nuclei and external forces). The analytical solution of this equation can be
addressed only for very simple and idealized scenarios, as for example the
hydrogen atom. However, its solution becomes almost non affordable when
considering a real lattice with several tens or hundreds of atoms. Therefore,
the application of different simplifications that lead to a more treatable
problem, jointly with the use of computational tools, become mandatory to
analyse these challenging situations.

2.3 Density Functional Theory
As already introduced, the energetic distribution of the electrons in the
outer shell of the atoms in the crystal lattice provides the necessary infor-
mation to understand the electrical behaviour of the material. However, as
just mentioned, the solution of the Schrödinger equation in these cases is
far from trivial. Density Functional Theory (DFT) encompasses the the-
oretical foundations to address this problem to a very good level of accu-
racy. It is the result of several efforts to solve the many-particle stationary
Schrödinger equation that initiated back in the 30’s by D. Hartree and V.A.
Fock [64, 65]. Initially, the Hartree method addressed this problem using
two main assumptions: i) the mean field approach, namely, an average field
can be defined to approximate the instantaneous electrostatic interactions
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among electrons, and ii) a many-body wavefunction can be written as the
product of the wavefunctions of single particle orbitals. When the vari-
ational principle is applied to the many-body Schrödinger equation under
the previous assumptions, the Hartree equations are obtained, which need to
be self-consistently solved. This method provided a good initial approxima-
tion, but still lacked of i) correlation in the interaction between electrons and
ii) anti-symmetry of the wavefunction of fermions. This was subsequently
addressed in the Hartree-Fock (HF) method that corrects the wavefunction
anti-symmetry using the Slater [66] determinant and includes some correla-
tions among electrons. This method along with an additional flexibility in
the definition of the wavefunction ansatz enabled the development of several
post-HF methods.

The Honenberg-Kohn paradigm
Despite the complexity of the HF method, it showed a very poor working
with solids so it was soon substituted by the first version of the DFT devel-
oped in the 60’s and 70’s by by W. Kohn and cooworkers [67]. Both, HF
and DFT, intend to solve the many-particle stationary Schrödinger equa-
tion, but the large complexity of the many-body wavefunction hamper this
objective. The great advance of W. Kohn and P. Hohenberg (inspired in the
work of L. Thomas and E. Fermi) was to demonstrate that the ground state
charge density, that is, the modulus of the ground state wavefunction, is a
fundamental quantity in quantum mechanics. In other words, the external
potential and the number of electrons considered define an unique solu-
tion of the ground state charge density, which is also verified in the reverse
way. However, as stated by the first Hohenberg-Kohn theorem [67], the
information of the external potential and many-body particle ground state
wavefunction is contained in the ground state charge density in a non-trivial
way. The second theorem makes use of the variational principle to write the
energy of the system as a functional of the charge density, which is mini-
mized by the ground state charge density. This functional is a well-defined
mathematical object, but the procedure to calculate it was unknown.

Kohn-Sham equations
W. Kohn and L.J.Sham addressed the translation of this functional into a
more practical form. Their proposal was based on approximating the many-
electron interacting problem by a many-electron non-interacting problem
but using the same ground state charge density [68]. In this new scenario,
a non-interacting system, the kinetic energy and the non-interacting elec-
trostatic energy are well known, and the differences with the interacting
solutions can be absorbed in the so-called exchange-correlation functional.
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As a final result, the functional E [φi] is written in a more suitable way:

E [φi] =
N∑

i=1

−1
2

∫
φ∗i (r)∇2φi(r) +EH [n(r)] +Exc [n(r)] +Eext [n(r)] (2.2)

where φi are the non-interacting orbitals, EH the Hartree functional, Exc the
exchange correlation functional, Eext the contribution of external perturba-
tions and n(r) = ∑

i |φi|2. This approach provides an exact solution for the
many-body interacting stationary Schrödinger equation if Exc includes all
the differences between the interacting and non-interacting systems, but this
is so far not possible. Thus, the problem becomes a non-linear minimization
issue for φi. Nevertheless, the Euler-Lagrange and variational principle can
be used to formulate an equivalent set of differential equations resembling
the one-particle Schrödinger equation, the so-called Kohn-Sham equations:

(−1
2 ∇

2 + VH(r) + Vxc(r) + Vext(r)
)
ψi = εiψi (2.3)

where ψi are the single particle orbitals, −1
2 ∇2 the kinetic energy, Vext the ex-

ternal potential, VH is the Hartree potential describing the electron-electron
Coulomb interactions, and Vxc is the exchange correlation potential. The
latter need to be approximated, like Exc. Therefore, the problem is to
determine Exc. The first proposed was the Local Density Approximation
(LDA).

The LDA is based on the decomposition of an inhomogeneous charge
density volume into infinitesimal volumes with constant charge density.
The exact exchange-correlation energy of an homogeneous system is cal-
culated for each of these volumes. Then, the exchange-correlation energy
for the inhomogeneous system is defined as the integral of all these exchange-
correlation energies for the infinitesimal volumes. This was firstly solved by
D.M. Ceperley and B.J. Alder through quantum Monte-Carlo simulations
[69] later parametrised by J. Perdew and A. Zunger in the 80’s [70]. This en-
ables practical DFT calculations that have been enhanced in the subsequent
years until the current state-of-the-art.

2.4 Density of States

As aforementioned, DFT calculations provides a quite detailed description
of the electrical behaviour of a given material trough the energy bands dia-
gram. For those cases where we are interested on the free charge evaluation,
e.g. when studying electronic devices, a more handy description is provided
by the Density of States (DoS). This parameter describes the amount of
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states to be occupied at each energy, and can be extracted from the energy
dispersion relationship all along the Brillouin zone:

g(E) = 1
Ω
∑

k
δ (E − E(k)) (2.4)

where Ω is the volume of the Brillouin region associated to the unit cell
evaluated where the E(k) profile is defined. The procedure summarised by
this expression consists on sum all the contributions of the points in the k
space that are defined for the energy E evaluated. As a result, we obtain
the amount of available states in the crystal lattice per unit of energy and
volume as a function of the energy. This will be used in the next chapters
for both, describe the operation of electronic devices and as a part of the
simulator developed.

2.5 Effective Mass Approximation
The DoS profiles simplify the information provided by DFT. Nevertheless,
when analysing electronic devices it is still sometimes complex to be han-
dled. Therefore, some approximations are commonly taken when moving to
the device level.

Concerning the analysis of electronic devices, we are usually only inter-
ested on the energy range near the conduction and valence band edges. The
reason why is that the top of the valence one contains the most energetic
electrons able to jump into the conduction band, and more specifically, into
the bottom valley of this energy band. Therefore, the conduction band min-
imum will be the most populated region, as it is the closest point to the
valence band. Near this point (kc), the E(k) relationship can be expanded
in a Taylor series up to the second order term as:

E(k) = Ec +
∑

j

(kj − kc j)
∂E(k)
∂kj

∣∣∣∣∣
kc

+
∑

i,j

(kj − kc j)
2

∂2E(k)
∂kj∂ki

∣∣∣∣∣
kc

(2.5)

where Ec = E(kc) and indexes i and j indicate the k component in the
cartesian coordinates system, that is i, j ≡ x, y, z. As kc corresponds to a
minimum, the first order derivative at this point is cancelled. Neglecting
components above the second order we have:

E(k) = Ec +
∑

i,j

(ki − kc i) (kj − kc j)
2

∂2E(k)
∂ki∂kj

∣∣∣∣∣
kc

(2.6)

At this point it is possible to define an effective mass from the second
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derivative in equation (Eq 2.6),

1
m∗i,j

= 1
~2
∂2E(k)
∂ki∂kj

(2.7)

so that, equation (Eq 2.6) can be rewritten as:

E(k) = Ec + ~2

2 [k− kc] W [k− kc]T (2.8)

where the vector [k− kc] and matrix W are defined as:

[k− kc] =
[

(kx − kcx) (ky − kc y) (kz − kc z)
]

(2.9)

W =




1/m∗xx 1/m∗xy 1/m∗xz
1/m∗yx 1/m∗yy 1/m∗yz
1/m∗zx 1/m∗zy 1/m∗zz


 (2.10)

Using this approximated E−k relation around kC , the original Effective
Mass Approximation (EMA) Schrödinger equation can be expressed as:

−~2

2 ∇W∇TΨ(r) + U(r)Ψ(r) = (E(k)− Ec) Ψ(r) = E′Ψ(r) (2.11)

The original equation now becomes a simpler problem of a particle of mass
m∗i,j where all the information corresponding to the bandstructure is dis-
tilled into the effective mass. As will be explained later, this expression is
used to evaluate the distribution of carriers in an arbitrary semiconductor,
including the specific features corresponding to the electrical and geometri-
cal confinement described by the potential.

2.6 Free charge evaluation
As previously introduced, electrons with energy in excess to the forbidden
bandgap are able to jump into empty higher energetic levels of the conduc-
tion band and then freely move along the crystal lattice. The occupation
of these energy levels, when subjected to quantum mechanics, leads to the
distribution functions. In particular, electrons obey the Pauli exclusion
principle and consequently follow the Fermi-Dirac distribution, where for a
given energy level E is occupation probability is defined as:

f(E) = 1

1 + e
E−EF

kBT

(2.12)

where f is the occupation probability, kB the Boltzmann constant, T the
temperature and EF the Fermi level. The latter is defined as the energy
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at which the occupation probability is 50% (f(EF) = 0.5) or the chemical
potential at T = 0K, that is the highest occupied energy state. EF is a key
parameter to evaluate the charge distribution in many situations, e.g. when
an external electric field is applied or different materials are combined in a
heterojunction. f(E) depends on the temperature and it can be employed
as a knob to provide electrons the energy required to move from the valence
to the conduction band. Figure 2.3 shows how this occupation probability is
modified with the temperature: the higher is T , the less steep is the profile
of f(E).

0 0.2 0.4 0.6 0.8 1 1.2 1.40
0.2
0.4
0.6
0.8

1
EV EC

E (eV)

f T = 100K
T = 300K
T = 900K

Figure 2.3: Fermi-Dirac occupation probability at different temperatures with EF = 0.75
eV. This value and the position of the valence (EV) and conduction (EC) bands does not

match with any specific material, they are set only for exemplary purposes.

So far we have been concerned only about electrons moving into the con-
duction band. However, once any of them surmounts the bandgap, an empty
state is left in the valence band. This can be understood as a “hole” in the
conduction band that jumps into the valence band. Holes are addressed also
as particles (despite they are “absence of electrons”) with positive charge,
so there is also an occupation probability associated with them:

fp(E) = 1− fn(E) = 1

1 + e
EF−E

kBT

(2.13)

where fn is the occupation probability associated with electrons and fp
the one associated with holes. This expression is valid under equilibrium
conditions where electrons and holes share the same Fermi level. In a non-
equilibrium scenario this level might be split in two pseudo-Fermi levels,
one for holes (EF,p) and one for electrons (EF,p).

The occupation probabilities themselves are not able to provide the elec-
tron and hole concentrations, n and p, in the semiconductor. They must
be combined with the DoS g(E), previously introduced in Section 2.4, the
magnitude that describes the amount of available states per unit area and
unit of energy. Thus, the electron (n) and hole (p) density are obtained
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2.6 Free charge evaluation

by integrating the profile of available states along the conduction band and
valence band respectively multiplied by their occupation probability:

n =
∫ ∞

EC
g(E)fndE

p =
∫ EV

−∞
g(E)fpdE (2.14)

where EC and EV are the conduction and valence band edges, respectively.
The DoS can be obtained from ab-initio calculations, although there are
some analytical expressions for specific carrier confinement scenarios (see
Appendix A). For electrons, these closed expressions follow the formula:

n = NCFn
(
EC − EF
kBT

)
(2.15)

where NC is the effective DoS in the conduction band and Fn (x) is the
n-order Fermi-Dirac integral. The same can be applied to holes where NV
(effective DoS in the valence band) is used instead of NC. Fermi-Dirac
integrals cannot be generally expressed in terms of simpler mathematical
functions. However, if the condition (EC − EF) > 3kBT ((EF − EV) >
3kBT in the case of holes) is verified, that is, the semiconductor is non-
degenerated, the Fermi-Dirac distribution can be simplified to a very good
agreement by the classical Maxwell-Boltzmann distribution and the carrier
concentration follows an easy-to-use expression:





n = NCe
−EC−EF

kBT

p = NVe
EV−EF
kBT

(2.16)

Charge neutrality

An intrinsic and isolated semiconductor must be electrically neutral, mean-
ing that n = p = ni where ni is the intrinsic carrier concentration, that
can be calculated from the previous expressions (in the non-degenerated
approximation):

np = n2
i = NCNVe

−EC−EF
kBT e

EV−EF
kBT

= NCNVe
− Eg
kBT ⇒ ni =

√
NCNVe

− Eg
2kBT

(2.17)
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A similar procedure can be followed to obtain the intrinsic Fermi level
Ei:

n = p⇒ NCe
−EC−EF

kBT = NVe
EV−EF
kBT ⇒

⇒ Ei = EC + EV
2 + kBT

2 ln
(
NC
NV

) (2.18)

Then, an isolated semiconductor under equilibrium conditions would
have a carrier concentration n = p = ni and Fermi levels EF,n = EF,p = Ei

2.7 Doped semiconductors
One of the most powerful features of semiconductors is the possibility to
modify their composition in a controlled way. The doping process consists
on the substitution of atoms from the original material in the crystal lattice
for other chemical elements (impurities). This makes possible to tune the
electrical properties of the material by increasing the amount of available
electrons (n-type semiconductors) or holes (p-type semiconductors).

N-type semiconductors

N-doped semiconductors show a larger amount of electrons compared with
the intrinsic material. In the case of silicon (group IV in the periodic table),
atoms from the elements in the group V of the periodic table are added to the
lattice. These atoms are able to complete all the covalent bondings with the
surrounding atoms, while one electron from its outer shell is unassociated
to any of these bounds. As it remains weakly bound to the nucleus, a small
amount of energy is enough to release it. As depicted in Figure 2.4, this is
equivalent to generate an additional energy level inside the forbidden gap
near the conduction band, that is filled with these weakly-bound electrons,
so that they can easily move into the conduction band. This process also
entails a shift of the Fermi level towards this band.

If the amount of impurities is higher that the intrinsic carrier concentra-
tion (n0, p0) and most of them are ionized (the unbound electrons occupy
states in the conduction band), then the free carrier concentration can be
considered equal to the concentration of impurities in the crystal.

P-type semiconductors

In this case the impurities added to the semiconductor provide a large
amount of holes. Following with the case of silicon, when the atoms inserted
in the lattice belong to elements from the group III, some of the bonds that
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2.7 Doped semiconductors

Figure 2.4: Illustration of the impact of group V semiconductors in a silicon crystal to
implement a n-type semiconductor. On the right, shift of EF produced by the presence

of additional electrons.

define the lattice are not satisfied. This situation can be analysed in a sim-
ilar way as in n-type semiconductors: a energy level is generated near the
valence band, and electrons from the top of this band can easily jump into
that energy level, generating empty states. As a consequence, a shift of the
Fermi level towards the valence band occurs.

Figure 2.5: Illustration of the impact of III column atoms in a lattice with IV column
atoms to implement a p-type semiconductor.

2.7.1 Charge neutrality in doped semiconductors
For high enough doping and the assumption of total dopant ionization, the
carrier concentration of doped semiconductors can be estimated from the
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density of impurities ND and NA. However, a more precise procedure to
evaluate the net charge in doped semiconductors is the charge neutrality
condition:

n0 +N+
D = p0 +N−A (2.19)

Here, N+
D and N−A are the concentration of ionized donor and acceptor

impurities, which can be evaluated as [71]:

N+
D = ND

1 + gDe
EF−ED

kBT

N−A = NA

1 + gAe
EA−EF

kBT

(2.20)

where gD and gA are the degeneration grade of donor and acceptor impu-
rities, respectively, and they depend on the semiconductor material to be
doped. The relation n2

i = n0p0 is still valid and can be used to define n0
and p0 as a function of the impurities concentration:

n0 =
N+

D −N−A +
√(

N+
D −N−A

)2
+ 4n2

i

2

p0 =
N−A −N+

D +
√(

N+
D −N−A

)2
+ 4n2

i

2

(2.21)

If semiconductors are not heavily doped, and the temperature is not
too low, it can be assumed that N+

D ≈ ND and N−A ≈ NA. In that case
the Boltzmann approximation can be used and the energetic position of the
Fermi level can be estimated from the amount of impurities as:

EF = Ei + kBT ln
(
n0
ni

)
= Ei − kBT ln

(
p0
ni

)
(2.22)

2.8 Work function and electron affinity
The structures of electronic devices commonly involves the connection of
different materials. These scenarios can be handled by ab-initio methods,
but only on the atomic level. Then, in the device level the parameters used
to analyse these cases are the work function and electron affinity. These are
related with the energy bands and are useful to understand how they are
modified in the surroundings of these junctions.

As it is shown in Figure 2.6, the work function φ defines the distance
between the vacuum level (Eo), i.e. the energy of a free electron in vacuum,

29



2.8 Work function and electron affinity

Figure 2.6: Work function φs and electron affinity χ indicated in the band structure of
the three types of materials.

and the Fermi level of the material. In the case of a metal/semiconductor
this value is defined as:

φs = Eo − EF,s (2.23)

The electron affinity χ in semiconductors is a more appropriate concept
since, generally, i.e. in undoped semiconductors, there are no states at the
position of the Fermi level (that lies within the gap). χ follows a similar
definition to φs but measured from the conduction band edge:

χs = Eo − EC,s = φs − (EC,s − EF,s) (2.24)

When two materials, of the same nature or not, are joined and there are
no external perturbations (e.g. external electric fields), their Fermi levels
become aligned. This generates a charge exchange between the materials
that originates a reconfiguration of the energy bands. The displacement
of the energy bands can be related with differences in φ and χ as will be
indicated in the next chapter.
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CHAPTER3
Semiconductor devices: MOSFET

3.1 Introduction

Once some basic concepts on solid-state physics for semiconductors have
been introduced, it is worthy to shortly described the physics of the struc-
ture of the MOSFET device. In that regard, the work function and electron
affinity concepts previously introduced in Section 2.8 are relevant. As afore-
mentioned in that section, the Fermi level across the junction of different
materials is constant, if there are no external perturbations, and energy
bands are reconfigured due to the charge exchange between materials to
fulfil that condition. In the case that an external field is applied to the junc-
tion, the Fermi levels will be shifted accordingly and the charge will move
between the materials due to the gradient in EF. This is essentially the
origin of the electrical current through electrical devices, aside from other
non-ideal effects. Here, two types of structures are revised as they conform
the structure of the MOSFET (Figure 3.1): Metal-Semiconductor (MS) and
Metal-Oxide-Semiconductor (MOS). This structure is later extended to in-
clude an electrolyte and analyse the basis of ISFET and BioFETs.

Figure 3.1: Basic structure of a MOSFET: A semiconductor layer with two metals in its
sides acting as input/output contacts covered by an insulator, on top of which another
metal is placed to act as control input. This gives rise to two MS junctions at the edges

and a MOS structure in the centre.
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3.2 Metal-Semiconductor junction
The MS structure is commonly encountered at the source and drain con-
tacts, that is, the sides of the MOSFET. There are two scenarios depending
on the final configuration of the energy bands: Schottky or rectifier con-
tacts, and Ohmic contacts. To analyse both of them we restrict to conduc-
tion by electrons, being the conduction by holes opposite and equivalent. A
Schottky contact stems from φm larger than φs, which generates the band
configuration depicted in Figure 3.2.

Figure 3.2: Configuration of the energy bands in a n-type Schottky junction.

In this scenario, electrons move from the semiconductor to the metal
depleting the region close to the contact and generating a potential barrier
that prevents more electrons to reach the junction. As showed in Figure
3.2, for those electrons flowing from the metal into the semiconductor this
barrier is defined by the difference between the metal work function and the
semiconductor affinity:

φb = (φm − φs) + (φs − χs) = φm − χs (3.1)

For those electrons flowing in the opposite direction, from the semicon-
ductor to the metal, the barrier is defined by the difference between the
work functions:

−qVb = φb − (φs − χs) = φm − φs (3.2)

The application of an external bias to this contact will result in a modifi-
cation of the barrier height, rising or lowering it. The result is the rectifying
characteristic of the junction, that defines the device operation.

In order to avoid such dependence of the device behaviour on the con-
tact characteristic, ohmic junctions are preferred for MOSFETs. The band
configuration in this latter case is the one depicted in Figure 3.3.
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Figure 3.3: Configuration of the energy bands in a Ohmic contact.

As observed in (Eq 3.2) a method to generate this type of contact is to
use a metal with a workfunction lower than φs. Here, electrons can flow
due to the lack of barrier-modulation, originating a linear (ohmic) I − V
characteristic.

All this analysis can be repeated for the hole conduction (Figure 3.4)
where the barrier heights can be evaluated as:

{
φb = (φs − φm) + (χs + Eg − φs) = χs + Eg − φm

−qVb = φs − φm
(3.3)

Figure 3.4: Schottky (left) and Ohmic (right) contacts for holes. As can be seen, they
correspond to the opposite type of contact for electrons.

3.3 Metal-Insulator-Semiconductor structure
The Metal-Insulator-Semiconductor heterostructure is the core of the MOS-
FETs operation enabling the transferred control of the resistance of the
channel. The application of a voltage at the top metal produces an electric

34



3. SEMICONDUCTOR DEVICES: MOSFET

field in the structure that modulates the amount of mobile charge carriers
in the semiconductor. Usually, the main goal is to accumulate or deplete
charge in the semiconductor, so that, the conductivity of the channel can
be modified by changing the electric field applied to the stack, the so-called
field-effect. This region of the semiconductor can be laterally contacted by
two highly-conductive regions, the source and drain, in order to quickly in-
ject and extract the mobile carriers. In the following we revise the energy
band diagram of this structure as a function of the applied bias. Figure
3.5a shows an example of MOS structure with a p-type semiconductor un-
der no-bias conditions, namely, when Fermi level is constant along the whole
structure.

Figure 3.5: a) Band diagram of the MOS structure in an n-type MOSFET in
equilibrium. From left to right: Metal, Insulator (Oxide) and Semiconductor (p-type).
b) Energy band configuration when a gate voltage equal to the Flat Band potential VFB

is applied to the structure and c) when a higher bias is applied. In that case the
conduction band becomes close enough to EF,s to generate a thin layer where electrons
are the majority carrier (red region). This situation is denominated as inversion. Finally

d) represents the accumulation of majority carriers, in this case holes.

The application of a voltage between the metal and the semiconductor
shifts EF,m with respect to EF,s by the applied bias Vm:

EF,m − EF,s = −qVm (3.4)

In order to keep charge neutrality in the structure, the same amount of
positive charge accumulated in the metal due to the application of a positive
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potential, is created in the semiconductor with opposite sign. To accommo-
date these changes in the charge distribution, Fermi level and energy bands
in the semiconductor are modified near the insulator interface. The same
process occurs in the metal, but in this case the change in the bands is
negligible.

Implicitly, we are assuming an ideal insulator that does not contain
any charge. From the equilibrium situation depicted in Figure 3.5a, if a
positive bias equal to VFB = φm − φs is applied, the initial band bending
in the semiconductor is fully compensated as shown in Figure 3.5b. This
bias is named the Flat Band potential. If a larger positive bias is applied,
more negative charge is accumulated close to the oxide interface in the
semiconductor, and the bending of the energy bands is reversed so that EC
becomes closer the the Fermi level, generating a thin region close to the
interface where minority carriers (in this case electrons as the substrate is
p-type) become majority. Once the distance between EF,s and the intrinsic
Fermi level Ei is the same as in the isolated p-type semiconductor but with
opposite sign, it can be considered that the semiconductor is switched from
p-type to n-type. This region is usually denominated as the inversion region.
For the structure depicted in Figure 3.5b, this distance is calculated as:

φF = Ei − EF,s = kBT ln
(
NA
ni

)
(3.5)

Any positive bias above this value will increase the concentration of
minority carriers near the semiconductor-insulator interface. If, on the con-
trary, the bias applied is much lower that VFB this charge inversion does
not take place and an accumulation of the bulk majority carriers, holes, is
produced at the interface (Figure 3.5d). In summary, four different states
can be defined for the MOS structure:




φF < Ei − EF,s Accumulation
0 < Ei − EF,s < φF Depletion

−2φF < Ei − EF,s < 0 Weak inversion
Ei − EF,s < −2φF Strong inversion

(3.6)

The previous analysis for n-type channel MOSFET can be extended to
p-type channel devices, using potentials with opposite sign. As depicted in
Figure 3.6, when VM < 0 holes are collected at the semiconductor-insulator
layer generating an inversion channel, while for VM > 0 an accumulation of
electrons is produced.

3.4 MOSFET device
The MOSFET is a three terminal electronic device that enables the control
of an electric current using a voltage signal by taking advantage of the field-
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Figure 3.6: Band diagram of a MOS structure for an p-type channel MOSFET under
accumulation scenario conditions (left) and charge inversion (right).

effect described in Section 3.3 and two lateral ideally ohmic contacts. The
metal contact for the MOS structure at the centre of the structure is named
gate while the contacts at the edges are named source and drain. The
gate bias VGS controls the conductivity of the channel, while the drain bias
VDS is responsible for a longitudinal electric field to move charge carriers
along the structure, i.e. generate an electric current through the structure.
Therefore, the current through the device is controlled by VGS and VDS,
and MOSFET devices are characterized by the dependence of the current
through the device IDS as a function of these two biases. This results in
two types of curves: output curves IDS−VDS and transfer curves IDS−VGS.
Examples of these curves are depicted in Figure 3.7.

Figure 3.7: Examples of output (a) and transfer (b) curves of a MOSFET device. These
two types of curves provides the complete characterization of the devices.

3.5 Chemical FET sensors: EISFET
Once introduced the fundamentals of MOSFET devices, we are ready to
describe the operation principle of FET-based chemical and biomolecular
sensors. Their structure is similar to the MOSFETs but with the metal gate
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replaced by an electrolyte, giving rise to the so-called Electrolyte-Insulator-
Semiconductor (EIS) stack (Figure 3.8a). In this Thesis, we will consider
liquid electrolytes as solutions where mobile charges correspond to ions in-
stead of electrons and they will distribute according to the electrostatic
potential distribution. The equivalent to the electronic Fermi level in the
electrolyte is the Redox energy ERedox [72]. Conduction and valence bands
have their analogues levels in the oxidation (EOx) and reduction (ERe) levels.
In the regions where ERedox is closer to EOx negative ions concentration will
be higher, while regions where ERedox is closer to ERe positive ions concen-
tration will be predominant. As depicted in Figure 3.8b under equilibrium
conditions the Fermi level along the EIS has to be constant, which in this
case is translated as ERedox = EF,s. To reach this equilibrium scenario, ions
and electrons/holes move towards or away of the corresponding insulator
layer interface generating local changes in the electrostatic potential (which
is not flat in the electrolyte as it was in the metal).

Figure 3.8: Energy band diagram of the EIS structure. At equilibrium a constant Fermi
level is translated as EF,s = ERedox. To reach that situation electrons and ions move

towards their respective interfaces with the insulating layer.

In order to determine the potential between the electrolyte and the semi-
conductor device, a reference electrode is used [9] to drive the ERedox level so
it plays the same role as the metal in a MOS structure, as shown in Figure
3.8c. It is worth to note, however, that in the EIS structure is not designed
to modulate the current making use of the reference electrode potential, but
to detect the presence of ions close to the insulator interface via the change
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in the conductivity of the channel. In particular, dangling bonds on the
insulator interface are able to capture ions generating a charge located on
that interface [73]. Figure 3.9 depicts how this accumulation of charge is
able to modify the local electrostatic potential causing a variation of the
mobile carrier concentration at the semiconductor-insulator interface.

Figure 3.9: Changes in the band structure of the EIS structure when ions are adsorbed
at the electrolyte insulator interface. The case depicted in the figure corresponds to the
adsorption of negatively charge ions. These ions generate a change in the potental that

impacts on both, semiconductor EC and EV and electrolyte EOx and ERe.

Thus, the conductivity of the semiconductor channel is modified accord-
ing to the amount of ions adsorbed, giving rise to a connection between
the output current of the device and the amount of adsorbed ions. This
latter magnitude, as explained in detail in the following chapters, depends
on the concentration of ions in the bulk electrolyte, and the potential at the
interface. The calculation of that potential follows an intricate process as it
is ruled by variables such as ions near the interface, adsorbed ions, charge
in the semiconductor, bias conditions, etc. The detailed modelling of those
interactions and their numerical integration in the simulator is described
later in Chapter 6.

3.6 Biomolecular FET sensors: BioFETs
Following a similar operation principle, BioFETs are able to sense the pres-
ence of biomolecules in the electrolyte. The bare structure of the EISFET
device is not able to detect biomolecules with enough specificity, so an addi-
tional layer is placed on top of the device surface to capture only the target
molecules, providing the required specificity to the sensing interface (Figure
3.10).

This sensing layer is defined either by a set of receptor molecules placed
after the functionalization of the surface, e.g. with APTES [24, 40, 41], or
directly on the device surface [42, 53, 74]. To use one method or another
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Figure 3.10: Generic structure of a BioFET. This device is similar to the ISFET sensor
but an additional sensing layer is deposited on top of the device to host the receptors
aiming to capture the target molecules and generate the corresponding change in the

output current.

depends on the affinity between the receptor molecules and the insulating
layer. As depicted in Figure 3.11, receptors are intended to capture the
target molecules at the sensing interface generating a change in the output
current of the device. Then, the objective is to evaluate the amount of
activated receptors though these changes in IDS.

Figure 3.11: Example of the response of the BioFET device. The activation of the
receptor molecules generates a change in the output current of the device that can be

used to evaluate the amount of receptors activated.
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Part III

Simulation methods
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CHAPTER4
Numerical simulation of BioFET devices

4.1 Introduction

As introduced in Chapter 1, the simulation of the BioFET entails a set of
coupled equations that are solved in a self-consistent manner using an iter-
ative scheme. These equations encompass the Poisson equation along with
the models that described the charge distribution ρ in each region. Hence,
the unknowns are the electrostatic potential distribution V and charge dis-
tribution in the different regions. As depicted in Figure 4.1, calculations
assumes a 2D cross-section of the structure where four main regions are
considered to contribute to the overall charge distribution: semiconductor
(ρs), electrolyte (ρe), sensing interface (ρsens), and interfaces charge (ρit).

Figure 4.1: Generic structure of the BioFET sensor. Right side of the figure indicates
the components of ρ: ρs is the semiconductor charge, ρe the electrolyte ions charge, ρsens
the charge located at the sensing interface, and ρit the component associated to charged

traps at the interfaces between the materials.

The 2D cross-section corresponds to the XY plane, while the structure
is considered invariant along the Z axis. That 2D space is discretized to
numerically solve the equations using the FD method (Appendix B). Fig-
ure 4.2 shows that the iterative scheme is divided in two consecutive steps:
(i) simulation under equilibrium conditions and (ii) simulation for transport
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conditions. In the first one, no charge transport through the device is con-
sidered. The problem provides an initial guess for the second step where
the charge transport is included. This is of main importance as several ex-
pressions with non-linear ρ − V relations are involved and the calculations
might become unstable if the initial solution introduces large fluctuations
in the potential profile. Simulations under equilibrium conditions are less
sensitive to such instabilities and, therefore, so they are suitable to generate
an optimum initial point for the evaluation of the transport characteristics.
The details related with the Poisson equation, that corresponds to the block
highlighted in Figure 4.2, are addressed in this chapter, while those of the
modelling of the elements in the structure will be addressed in the follow-
ing chapters, along with their integration in the numerical solution of the
complete set of equations.

Figure 4.2: Iterative scheme used to solve the coupled equations that describes the
BioFET. Blocks highlighted corresponds to those involved in the calculation of the

Poisson equation.

4.2 Solving the device electrostatics
First, we need to estimate the electrical potential distribution in the struc-
ture that is intertwined with the charged elements, i.e. electrons, holes,
dopants, traps, ions or molecules, that might be present in the device. Even
at the nanometer scale that characterizes current devices, classical electro-
dynamics, represented by Poisson equation provide an accurate description
of the electrostatic. Thus, the electrostatic potential distribution V pro-
duced by the charge ρ present in the structure can be determined from:

∇ (ε∇V ) = −ρ (4.1)
where ε is the dielectric constant and the operator ∇ is defined as ∇ =
(∂/∂x x̂, ∂/∂y ŷ, ∂/∂z ẑ). The charge density ρ encompasses all the charges
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present in the different elements of the device.

4.2.1 Potential and energy reference definitions
As explained in Chapter 2, the distribution of the energy bands and the
Fermi level provides the information required to evaluate the semiconductor
and electrolyte charge distribution along the structure, but the charge is
connected to the potential through the Poisson equation. It is important,
therefore, to establish the relation between energy and V , specifically in the
definition of the references for both magnitudes in the simulations.

First, the source metal contact is assumed to be grounded and it is
defined as the reference contact, that is, the potential for all the other
contacts is defined with respect to the source metal contact. The potential
has to be continuous in the whole structure, and the unique energy level
that can be continuously defined along the whole structure is the vacuum
level E0. Then the potential can be defined as:

E0 = −q (φ− φref) (4.2)

where φ is the electrostatic potential and φref the reference potential, i.e.
at the source. Conduction and valence bands can be defined in these terms
by using the electron affinity χs and the band gap Eg:

EC = −q (φ− φref)− χs

EV = −q (φ− φref)− χs − Eg = EC − Eg
(4.3)

In a metal, the electrostatic and electrochemical potential are equal,
so the reference potential can be linked with the Fermi level in the source
metal contact: qφref = EF|S. Despite this metal is not considered inside
the simulation region, it can be used to define the potential. Then, the
conduction band can be calculated as:

EC = −qφ+ EF|S − χs (4.4)

The terms in that equation can be re-arranged to evaluate φ as:

−qφ = (EC − EF|S) + χs (4.5)

so that the potential V evaluated through the Poisson equation can be linked
with φ in the following way:

(EC − EF|S) = −qφ− χs = −qV (4.6)

Therefore, the potential across the structure defines the profile of the
conduction band with respect to the Fermi level of the semiconductor at
the metal source contact which is grounded, as depicted in Figure 4.3.
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Figure 4.3: Scheme showing the definition of the electrostatic potential in terms of the
energy.

4.3 Poisson equation
As already mentioned, the equations are solved in a 2D space, and more
specifically in the XY plane and the potential and charge are assumed to be
invariant along the Z axis. In that case the Poisson equation can be written
as:

∇ (ε∇V ) = ∂

∂x

(
ε(x, y)∂V (x, y)

∂x

)
+ ∂

∂y

(
ε(x, y)∂V (x, y)

∂y

)
= −ρ(x, y)

(4.7)
The Poisson equation is discretized making use of the FD method fol-

lowing the criteria depicted in Figure 4.4. V and ρ are defined in the main
nodes of the grid, (i, j), while the dielectric constants of the materials are
defined in the cells, (i±1/2, j±1/2) and in the longitudinal mid-nodes and
vertical mid-nodes, εxi,j±1/2 and εyi±1/2,j respectively. Then, the discrete
version of (Eq 4.7) reads as follows:

∇ (ε(x, y)∇V (x, y)) ≈
[
εyi+1/2,j

∆yi+1/2δyi

]
Vi+1,j +

[
εxi,j+1/2

∆xj+1/2δxj

]
Vi,j+1

−
[

1
δyi

(
εyi+1/2,j
∆yi+1/2

+
εyi−1/2,j
∆yi−1/2

)
+ 1
δxj

(
εxi,j+1/2
∆xj+1/2

+
εxi,j−1/2
∆xj−1/2

)]
Vi,j

+
[
εyi−1/2,j

∆yi−1/2δyi

]
Vi−1,j +

[
εyi,j−1/2

∆xj−1/2δxj

]
Vi,j−1

= −ρi,j
(4.8)
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Nodes
Cells
Mid-Nodes

Main grid
Mid-Nodes grid

Figure 4.4: Criteria used to map the variables for the discretization of the Poisson
equation.

where the approximation comes from the error in the discretization that
depends on the grid size. This expression defines a set of equations that can
be written in matrix form as:

MV = b (4.9)

where M is the matrix that defines the system of equations, b is the in-
dependent term defined by −ρi,j , and V is the variable to be solved and
corresponds to the vectorised version of the potential: Vi,j = Vv, where
v = i+ (j − 1)Nx. The grid size elements (∆ and δ) should be small enough
to capture in detail the spacial profiles of the variables analysed. However,
this could give rise to large coefficients of M , that are able to generate nu-
merical issues due to a bad conditioning. To avoid this effect, the coefficients
of the equations can be re-normalized by the area associated to each node
δxjδyi. Then, the equations to evaluate V are finally defined as:

−ρvFv = AvVv−1 + BvVv+1 + CvVv−Nx + DvVv+Nx + EvVv

v = 1, · · · , Nxy
(4.10)

Av =
(
εxi,j−1/2δyi

)
/∆xj−1/2 Bv =

(
εxi,j+1/2δyi

)
/∆xj+1/2

Cv =
(
εyi−1/2,jδxj

)
/∆yi−1/2 Dv =

(
εyi+1/2,jδxj

)
/∆yi+1/2

Ev = −(Av + Bv + Cv + Dv) Fv = δxjδyi

(4.11)
with Nxy = NxNy.
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4.3.1 Numerical solution of the Poisson equation
The numerical solution of the Poisson equation is based on the Jacobi
method, an iterative procedure based on the decomposition of the main
matrix describing our system of equations M into two components, D and
R, that correspond to the diagonal and off-diagonal elements of M , respec-
tively:

MV = b⇒M = D+R =



a1,1 · · · 0
... . . . ...
0 · · · aNxy,Nxy


+




0 · · · a1,Nxy
... . . . ...

aNxy,1 · · · 0




(4.12)
where Nxy is the total number of points in the grid (Nxy = NxNy). The
previous equation can be re-arranged to define an expression based on D
and R to obtain V following an iterative process:

ζV = D−1
(
b−R ζ−1V

)
⇒ ζVv = 1

av,v


bv −

Nxy∑

u,u6=v
av,u

ζ−1Vu


 (4.13)

where ζ identifies the iteration. A drawback of this iterative scheme is the
requirement of an initial guess for V. For the equilibrium scenario depicted
in Figure 4.2, that initial guess is defined by the potential profile from the
previous iteration ζ=0V = m−1V. This approach, however, is not applicable
for the first iteration of the main scheme, where an initial profile is estimated
from the charge neutrality condition (Eq 2.19). In this case, the Fermi level
is constant along the structure, so the relation −qV = EC−EF can be used
to obtain the electron and hole concentrations:

NCFn
(−qV
kBT

)
+N−A = NVFn

(
qV + Eg
kBT

)
+N+

D (4.14)

whereNC, NV and Fn (x) are the conduction band effective DoS, the valence
band effective DoS, and the n-order Fermi integral, respectively. To define
the potential profile for the present iteration ζV, the Poisson solver per-
forms Nxy iterations using the initial guess aforementioned and the charge
obtained in the previous iteration m−1ρ. Once the new potential profile is
obtained, the charge profile ρ is updated. This process is repeated until
the maximum difference between ζV and ζ−1V is below a given thresh-
old. In that case, we state that a solution for the complete set of equations
has been obtained. The iterative nature of the Jacobi method provides a
smooth approximation to the final solution, which is of great interest to
avoid numerical instabilities. However, in some cases this is not enough to
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completely get rid of them (e.g. electrolytes with large ion concentrations).
Hence, an intermediate step between the solution of the Poisson equation
and the update of the charge density is included aiming to avoid oscillations
of the numerical solution. In that step, the changes in the potential profile
are weighted by a coefficient β

mV = m−1V + β mε (4.15)

where mε =
(
ζ=NxyV− m−1V

)
and β is evaluated using the cosine similar-

ity method. That method evaluates the similarity between the error evalu-
ated with the current solution mε and its previous value m−1ε to propagate
the changes into the final current solution mV. This comparison is based
on the calculation of the cosine of the angle between vectors mε and m−1ε:

β = min
(
β0,

1 + α

2

)
⇒ α =

mε · m−1ε

‖mε‖‖m−1ε‖ (4.16)

where β0 is the maximum value of β that is set as an input value for the
simulations. This approach is helpful in those cases where the complexity of
the structure is able to generate numerical instabilities. As for the coefficient
α, it will be close to 1 (β close to β0) if the changes in the potential points
along same direction, that is, mε provides similar mV and m−1V profiles.
On the contrary, if different V profiles are obtained, i.e. mε and m−1ε
point to different directions, α will be close to -1 (β close to 0). This
helps to promote changes that provides a smooth evolution towards the
final solution. The whole process described above for the solution of the
Poisson equation is depicted in Figure 4.5.

Figure 4.5: Flowchart of the procedure employed to solve the Poisson equation including
the potential relaxation step and its integration in the main iterative scheme
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4.3.2 Boundary conditions
One of the most important issues to be addressed is the behaviour of the
potential along the boundaries of the simulation region, that will be de-
termined by the specific Boundary Conditions (BC) defined at each point.
In this case two types of BC are implemented: (i) Dirichlet and (ii) von
Neumann.

Dirichlet BC

Dirichlet BC are used along those regions where the potential is fixed, like
for example in the metallic contacts. As described in Chapter 3, when no
bias is applied to the metal, at the interface of the semiconductor with the
metal, the conduction band is defined by the difference between the metal
work function and the electron affinity of the semiconductor:

EC|cont. − EF = φm − χsemic (4.17)

If a bias Va is applied to the contact, the Fermi level of the metal is
shifted so that EF,m − EF,semic = −qVa. This is also translated into the
conduction band so that:

EC|cont. − EF = φm − χsemic − qVa (4.18)

Thus, the value to be considered in those nodes where Dirichlet BC are
applied is

Vcont = Va + χsemic − φm
q

(4.19)

von Neumann BC

von Neumann BC are defined by a null electric field normal to the boundary
where the condition is applied:

(∇V ) · n̂ = 0 (4.20)
where n̂ is the vector normal to the grid edge. This is the BC condition
by default for all the nodes along the edges of the simulation domain. For
vertical interfaces, for example, this is implemented as:

∂V

∂x
= 0⇒ Vi,j = Vi,j−1 j = 2, Nx (4.21)

and the same can be applied to horizontal interfaces:

∂V

∂y
= 0⇒ Vi,j = Vi−1,j i = 2, Ny (4.22)
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4.3 Poisson equation

As a result this BC keeps the potential constant in the direction set by
n̂ near the boundary, and it is assumed to continue in that way far from the
simulation domain.

Apart from the von Neumann BC on the potential, it is also possible to
apply this null derivative condition on the the electric field normal to the
boundary where it is applied:

∇(
→
E ·n̂) = 0 (4.23)

This BC is useful for those regions where the potential is expected to
change linearly outside the simulation grid, e.g., when the doping level in
the edges of the semiconductor is low. It is implemented as:

∂Ex
∂x

= 0⇒ Vi,j − Vi,j+1
∆xj+1/2

= Vi,j+1 − Vi,j+2
∆xj+2/3

∂Ey
∂y

= 0⇒ Vi,j − Vi+1,j
∆yi+1/2

= Vi+1,j − Vi+2,j
∆yi+2/3

(4.24)

For regions where the charge density is quite high (i.e. highly doped
regions where the potential barely changes) this type of BC converges to
the von Neumann BC for the potential.
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CHAPTER5
Simulation of the solid state device

5.1 Introduction
This chapter focuses on the models related with the evaluation of the current
through the semiconductor device, that corresponds to the blocks of the
iterative scheme highlighted in Figure 5.1

Figure 5.1: Blocks of the iterative scheme involved in the calculation of the current
through the semiconductor device.

The modelling of this part entails three equations: i) the Schrödinger
equation, ii) the transport model and iii) charge traps. The first one is
related with the confinement of charge carriers in the semiconductor. 2DMs
are characterised by their minimal thickness, so the quantum effects of such
confinement cannot be overlooked. The second one defines the model to
describe the movement of carriers through the semiconductor and, therefore,
the output current through the device. Finally, the third one involves a
common non-ideality in MOSFET devices, interface charge traps. These
states are defects in the structure that are able to capture the free charge
and impact on the device behaviour.
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5. SIMULATION OF THE SOLID STATE DEVICE

5.2 Schrödinger equation

This Thesis focuses on planar structures where the carriers are strongly
confined, that is, from thin-film semiconductors down to monolayer 2DMs
based channels. Consequently, the Schrödinger equation has to be consid-
ered in the calculation of the charge distribution to handle with the effect
of the carrier confinement in some particular cases. We will discuss here
its implementation and connection with the different devices and materials
considered.

Figure 5.2: Sketch showing the carrier confinement in a vertical stack. The differences in
the work functions of the employed materials generate an energetic well where carriers

are confined.

Figure 5.2 shows a schematic of a typical device studied in the imple-
mented simulator. The carriers are confined in the thin channel along the
vertical direction (Y axis) while the transport takes place along the longitu-
dinal direction (X axis). In the particular case of strongly confined 2D ma-
terials, the channel becomes a quantum well and the Schrödinger equation
needs to be solved to account for quantization effects. Under the Effective
Mass Approximation (EMA) discussed in Section 2.5, the 1D Schrödinger
equation in the semiconductor along the Y axis is written as:

− ~2

2mo

∂

∂y

(
1

myy (y)
∂Ψl (y)
∂y

)
+ UC (y) Ψl (y) = ElΨl (y) (5.1)

where ~ is the normalized Plank constant, UC the external potential energy
profile in the vertical direction that includes the channel potential well where
electrons are confined, mo the electron mass in vacuum, myy the effective
mass (normalized to mo), and El and Ψl the eigenenergy and wave-function
associated to level l, respectively. The Schrödinger equation defines an
eigenvalue problem (where E and Ψ are the unknowns) and can be written
in matrix form as:

HΨ = EΨ (5.2)

with H is the Hamiltonian matrix, Ψ the eigenvector and E the associated
eigenvalue. H can be obtained from the discretization of the Schrödinger
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5.2 Schrödinger equation

equation following a procedure similar to the one employed with the Poisson
equation:

Hi,i−1 = ~2

2mo

(
1

myy

)
i−1/2

1
δyi∆yi−1/2

Hi,i = − ~2

2mo

(
1
δyi

[(
1

myy

)
i+1/2

1
∆yi+1/2

+
(

1
myy

)
i−1/2

1
∆yi−1/2

])
+ VEc,i

Hi,i+1 = ~2

2mo

(
1

myy

)
i+1/2

1
δyiδyi+1/2

(5.3)

− ∂

∂y

(
1
myy

∂

∂y
Ψ
)
≈
(

1
myy

)

i+1/2

Ψi+1
δyi∆yi+1/2

+
(

1
myy

)

i−1/2

Ψi−1
δyi∆yi−1/2

−
( 1
δyi



(

1
myy

)

i+1/2

1
∆yi+1/2

+
(

1
myy

)

i−1/2

1
∆yi−1/2




Ψi

(5.4)

Ψ and E become, thus, discretized wave-functions and energy levels Ψl
i

and El, respectively. The solution of the 1D Schrödinger equation along
y is repeated for every position along the longitudinal X axis using the
potential energy profile UC(y) in each vertical slice at a fixed x of the mesh
space. The result, after the whole structure is evaluated, is a set of l 2D
profiles Ψl

i,j (Ψl
i,j ≈ Ψl(x, y)) and 1D profiles Elj (Elj ≈ El(x)). These values

are used later to determine the carrier density and its distribution in the
semiconductor channel. Figure 5.3 shows an example of wavefunctions and
energy levels for a 10 nm thick energetic well. As known, the lower energy
levels are those with larger contribution to the total carrier density, that
will be in most cases, thus located close to the centre of the well

5.2.1 Few-layer 2DMs implementation

The method described above is used when evaluating thin film channels,
e.g. around 10 nm-thick channels or below, made of traditional bulk semi-
conductors such as silicon. If the structure evaluated is based on 2D-
semiconductors, from monolayer up-to around four/five layers, the notable
reduction of the width of the energetic well where carriers are confined pro-
vides a very spread distribution of El. In this situation, the lower energy
level will be the most occupied, while others have a negligible occupation.

Figure 5.4 shows an example of the solution of the Schrödinger equation
inside a well with the typical thickness of a 2DMs (0.65 nm) with effective
mass equal to 0.622mo. In this case the distance between the first and the
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Figure 5.3: Example of wavefunction and energy values in one slice of a MOS structure
with a 10 nm-thick semiconductor sandwiched between two 10 nm-thick oxides and gate
bias of 0.5 V. Wavefunction profiles are scaled according to the occupation probability of

their associated energy level to illustrate the contribution of each band to the
distribution of carriers (electrons in this specific case).

second energy level is large: 1.5 eV, which is around 70kBT at room tem-
perature. This evidences that it is unnecessary to evaluate more than one
energy level in 2DMs (at least for the same energetic valley) for electronic
applications. The wavefunction associated to this first energy can be fitted
with a half-sinusoid profile, as shown in Figure 5.4b, with its maximum
located at the centre of the structure. Thus, for the monolayer case, it is
possible to assume a charge distribution like the one depicted in Figure 5.4b,
reducing the computational burden associated to the Schrödinger equation.

When few-layer 2DMs are considered similar quantization scenarios are
observed and, typically, one energy level is enough to define to a very good
accuracy the conduction band occupied states. The nature of the few-
layer material, however, requires of some care when treating the charge
distribution in the stack. Since, few-layer 2DMs are composed by several
stacked layers weakly bonded through van der Waals forces, independent
charge profiles can be considered as a first approximation along with a
predominantly in plane charge transport [75].

Thus, these approximations are considered in the implementation of the
transport model to reduced to reduce the computational cost of this cal-
culation while including the particularities of these layered materials. We
consider that charge is confined in each layer, i.e., there is no charge in the
regions between layers and interlayer transport is negligible. Nevertheless,
layers are not completely independent, Poisson equation couples them elec-
trostatically. This means that, the charge of outer layers is able to screen
the charge of the inner ones. Therefore, the few-layer 2D material is mod-
elled by several narrow energetic wells that correspond to each layer and
where only one energy level is considered. As for the charge distribution
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Figure 5.4: (a) Energy levels and (b) wave function profile for the first level calculated
with the Schrödinger equation assuming a 0.65 nm-width energetic well (black lines in

(b)). The sinusoid approximation depicted in (b) follows the formula:
Ψ = sin(πy/twell)/L, where L is the normalization constant.

within each individual layer, we assume that the charge is located with a
maximum at the centre of the well and vanishes towards its edges, being
null outside the well. This way, we consider a wavefunction profile with a
sinusoid-shaped profile, as shown in Figure 5.5, defined only by the size of
the monolayer ensuring that no charge is placed out of the layer region:

Ψl(y) = h(y)∫ |h(y)|2dy , h(y) =
{
sin

(
(y − yl) π

tML

)
yl ≤ y ≤ (yl + tML)

0 other
(5.5)

where yl is the location of the l-th layer along the Y axis and tML the mono-
layer thickness. These Ψl profiles are replicated along the longitudinal axis
to obtain the 2D profiles Ψl

i,j for the l-th layer. Concerning the Elj profile
for each layer, representing the conduction band in each layer, it is linked
to the potential, using for each l-th layer the corresponding wavefunction to
evaluate the weight of the potential inside that layer, being this procedure
particularly beneficial for the convergence stability of the problem:

El(y) = −
∫
V |Ψl(y)|2dy (5.6)

5.2.2 Hybrid implementation
An additional implementation meant for channels with more than 5 or 6
layers has been developed, combining the solution of the Schrödinger equa-
tion with the simplified model for monolayer and few-layer channels, saving
computational time. In this approach, the Schrödinger equation is solved in
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Figure 5.5: Example of wavefunctions for devices with single-layer and 3-layer channels.
The charge is concentrated at the centre of the semiconductor and it is null close to the

edges of the monolayer.

equilibrium in order to obtain the wave-function and energy profiles, Ψl and
El respectively. Then, the wave-function profiles Ψl are used to calculate an
overall fixed charge profile Ψ̄ for each gate bias. This calculation is defined
by the sum of all the Ψl profiles weighted by the occupation probability of
their respective energy levels, taking into account the change in the poten-
tial at the centre of the structure, Vc = Vc−V (xc, yc) associated to the gate
voltage. This is related with the shift of the energy levels and hence with
their occupation.

Ψ̄ =
∑

l

Ψlf(El)





φ(y) = g(y)
‖g(y)‖

g(y) = ∑
l |Ψl(y, xc)|2f

(
El −∆Vc

) (5.7)

This hybrid implementation makes possible to balance the computa-
tional load and the accuracy of many layers material. The evaluation of the
transport equation increases the requirement of computational resources
severely, so the possibility to use the simplified Schrödinger equation helps
to compensate this surge of the computational cost with respect to the
equilibrium scenario.

5.3 Free charge evaluation: equilibrium scenario
In equilibrium, where no bias is applied at the source and drain contacts,
the Fermi level is constant across the structure, and the charge can be
evaluated, in thick structures, directly from the analytical DoS and the
energy levels solution of the Schrödinger equation. For the 1D confinement
scenario characteristic of the planar devices analysed in this work (Appendix
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Figure 5.6: Example of wavefunction and energy values in one slice of a MOSFET
structure with a 6-layers channel

A), the electron concentration associated to the energy level El is defined
as:

nl(x) = NcF0

(
EF − El(x)

kBT

)
(5.8)

where NC = (m∗kBT )/(π~2) is the effective conduction band DoS, and F0
the 0-order Fermi integral. These profiles are combined with their corre-
sponding wave functions to obtain a 2D charge density that will be later
used in the Poisson equation:

ρsemic(x, y) = q
∑

l

nl(x)|Ψl(x, y)|2 (5.9)

When few-layers or monolayer channels are considered, a more elabo-
rated model is implemented in order to deal with arbitrary DoS profile. To
that end, the integral of the DoS, required to evaluate the carrier concen-
tration, is pre-calculated as a function of ẼF = (EF − EC) and inserted in
the calculus as an interpolated function n(ẼF):

n(ẼF) =
∫ ∞

0
gn(Ẽ)fn(ẼF)dẼ (5.10)

This calculation is also extended to the hole concentration, using the
appropriate occupation probability function, 1− f(ẼF − Eg). This feature
makes possible to consider an arbitrary DoS profile gn and gp extracted
from ab-initio calculations, and, therefore, any material can be considered
in the simulations by just providing its corresponding gn and gp profiles.
We extend this method to include a dependence with the longitudinal x
coordinate, so that the DoS profile can change along the channel. This
makes possible to include local changes in the structure such as mechanical
strain.
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5.4 Free charge evaluation: Transport equation
In the MOSFET a current is generated when a difference of potential is ap-
plied between the drain and source contacts, giving rise to a flow of charge
through it. To evaluate the current magnitude as a function of the voltage
applied on different terminals, a transport model is required. The simu-
lator developed in this Thesis is focused on channels around 50 nm-long
and above, a range of channel lengths where electrons suffer a significant
number of scattering events. In this scenario of diffusive transport, the
Drift-Diffusion (DD) description of carrier transport is the most appropri-
ate model to achieve an accurate estimation of the device I−V characteris-
tics. In this case, the current is defined by the product between the carrier
density and the effective velocity, which in turn is defined by an effective
carrier mobility and the gradient of the Fermi level. That expression can
be modified to obtain the more common definition of the current based on
the drift and diffusion components, in the case of electron current Jn [76]:

Jn = JDrift + JDiff. = qnµn
→
E +qDn∇n (5.11)

where q is the elementary charge, µn the electron mobility, Dn the diffusion
coefficient, and

→
E the electric field. Then, one of these expressions of the

current density is employed in the continuity equation:

∂n

∂t
= 1
q
∇Jn + (G−R)n (5.12)

where (G − R)n is the net electron generation-recombination rate. In a
stationary situation ∂n/∂t = 0 and if recombination-generation events are
also neglected, (G−R)n = 0, the continuity equation reads as:

∇Jn = 0 (5.13)

The current is assumed to flow longitudinally from source to drain, i.e.
there is no current in the vertical direction. Depending on the situation
analysed, bulk-semiconductors or 2DMs, the solution of this equation is
handled differently.

5.4.1 Thin-film bulk semiconductors
In this case we have implemented the conventional version of the DD equa-
tion, i.e. the drift and diffusion components, where the charge concentration
associated to each energy level El obtained from the Schrödinger equation,
is calculated as:

J ln(x) = nlµn
∂El

∂x
+ qDn

∂nl

∂x
(5.14)
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For the sake of brevity we discuss in the following only the electron
current density. The hole current density derivation is completely equiva-
lent. The FD method is used to implement this equation in the numerical
simulator, following the scheme depicted in Figure 5.7.

Figure 5.7: Mapping of the variables used in the DD equation. In the 1D grid defined
for this axis, the carrier density is defined in the nodes while the current is defined in

the mid-nodes, indicating the flow of charge between nodes.

In particular, we follow the discretization procedure reported in [77],
which begins with the simplification of (Eq 5.14) using the Einstein relation
(Dn/µn = kBT/q):

J ln(x) = −kBTn
lµn

∂(−El/kBT )
∂x

+ qµn
kBT

q

∂nl

∂x
= kBTµn

(
−nl ∂%

l

∂x
+ ∂nl

∂x

)

(5.15)
In the following, the subscript n and superscript l will be suppressed

to simplify notation, since the type of carrier n and the energy level index
l will remain constant along the derivation. For the discretization of this
expression, the carrier density n and potential φ are defined in the nodes
of the grid (nj and φj), while the mobility µ and the current J are defined
in the mid-nodes (µj±1/2 and Jj±1/2), thus representing the flow of charge
between nodes. If we consider the continuity equation (Eq 5.13), a relation
between the current in two adjacent mid-nodes can be established:

Jj−1/2 = Jj+1/2 ⇒





Jj−1/2 =kBTµj−1/2

(
−nj−1/2

%j − %j−1
∆x j−1

+ nj − nj−1
∆x j−1

)

Jj+1/2 =kBTµj+1/2

(
−nj+1/2

%j+1 − %j
∆x j

+ nj+1 − nj
∆x j

)

(5.16)
where nj−1/2 = (nj + nj−1)/2. By rearranging terms, an equation system
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can be defined to evaluate the carrier density:

0 =nj+1 (2− (%j+1 − %j)) + nj−1
µj−1/2
µj+1/2

∆x j
∆x j−1

(2 + (%j − %j−1))

−nj
[
(2 + (%j+1 − %j)) +

µj−1/2
µj+1/2

∆x j
∆x j−1

(2− (%j − %j−1))
] (5.17)

As indicated in [77], this equation system is able to provide nonphysical
negative values for the carrier density if (%j+1−%j > 2) and (%j−%j−1 > 2).
To avoid numerical instabilities in the solution, this system of equations is
solved by making use of the Scharffeter-Gummel discretization scheme [77],
and more specifically, assuming an exponential relation between % and n:

n(x) = a(x)e%(x) (5.18)
where a(x) is a positive unknown function defined between nodes j and j−1.
After that discretization process the current at node j+ 1/2 is rewritten as:

Jj+1/2 = kBT

∆x j+1/2
µj+1/2 [nj+1B (Λj+1)− njB (−Λj+1)] (5.19)

where Λj+1 = %j+1 − %j and B(x) stands for the Bernoulli function:

B(x) = x

ex − 1
(5.20)

With regard to the boundary conditions, the Fermi level at the source
and drain edges are known, EF,S = 0 eV and EF,D = −qVDS. This informa-
tion is used to set the charge density at the edges of the semiconductor as:

nl(0)
∣∣∣
S

= gv

(
m∗kBT

π~2

)
F0

(
EF (0)− El(0)

kBT

)

nl(L)
∣∣∣
D

= gv

(
m∗kBT

π~2

)
F0

(
EF (L)− El(L)

kBT

) (5.21)

Finally, once the charge density profiles associated to each sub-band l
are obtained, the total charge distribution required for the Poisson equation
is calculated as in the previous scenario, by combining nl with the wave-
functions obtained from the Schrödinger equation:

ρsemic(x, y) = q
∑

l

nl(x)|Ψl(x, y)|2 (5.22)

When convergence of the complete iterative scheme is achieved and the
final charge profiles nl are obtained, the total current through the device
can be calculated by combining the contribution of all the sub-bands l:

J(x) =
∑

l

J l(x) (5.23)
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5.4 Free charge evaluation: Transport equation

5.4.2 Few-Layer 2DMs
In this case, we can use the same approach as before, based on the con-
ventional DD equation, considering transport per-layer instead of sub-band
transport. As exposed in Section 5.2, in this case the potential well where
electrons are confined is extremely narrow, producing a considerable ener-
getic distance among them, and only the fundamental level will be consid-
ered in terms of carrier population. Therefore, under these assumptions,
considering a sub-band transport as before is equivalent to deal with a sub-
layer transport. In that context, all the previous analysis is extensible to
the few-layer 2DMs scenario, combined with the simplified version of the
Schrödinger equation previously described in Section 5.2.1.

In parallel to this implementation of the transport model, a second one
is developed where the free charge distribution is addressed from a different
point of view. The DD transport is still employed, however, the discretiza-
tion is now performed on a different version of equation (Eq 5.11). Assuming
the Boltzmann approximation on the free charge density (Eq 2.16) this ex-
pression for the DD transport can be expressed in terms of the Fermi level:

Jn = NCe
(EF−El)
kBT

(
µn∇El + q

Dn
kBT
∇
(
EF − El

))
(5.24)

assuming the Einstein relation (Dn/µn = kBT/q):

Jn = n

(
µn∇El + µn

q
∇
(
EF − El

))
= nµn∇EF (5.25)

Then, one can use the alternative Fermi-level based equation for each
layer: {

J ln = nlµn∇ElF,n
J lp = plµp∇ElF,p

(5.26)

By solving the Fermi level profile, expression (Eq 5.10) can be used
to evaluate the charge density including explicitly the contribution of a
position-dependent DoS that should be previously calculated making use of
ab-initio or empirical approaches:





nl(ElF) =
∫ ∞

EC
gn(E)f(ElF)d(E)

pl(ElF) =
∫ EV

−∞
gp(E)

[
1− f(ElF)

]
d(E)

(5.27)

This scheme provides a detailed description of the semiconductor material
properties and their effect on the transport characteristics. For the dis-
cretization of the equations, the same criteria as before is considered. Cur-
rent and mobilities are defined in the mid-nodes, while the carrier density
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5. SIMULATION OF THE SOLID STATE DEVICE

and the Fermi levels are defined in the grid nodes. In the case of electrons,
for the l-th layer the resulting equation system reads as:

0 =
µj+1/2nj+1/2

∆xj+1/2
EF,j+1 +

µj−1/2nj−1/2
∆xj−1/2

EF,j−1+

+
(
µj+1/2nj+1/2

∆xj+1/2
+
µj−1/2nj−1/2

∆xj−1/2

)
EF,j

(5.28)

Once the Fermi level profiles ElF,n and ElF,p have been calculated, they
are combined with the energy levels El(y) (Eq 5.6) to evaluate the charge
density using the semiconductor DoS. Then, the resulting charge profiles are
used in the next iteration of the Poisson equation updating the coefficients
of the system of equations (Eq 5.28). This flowchart has shown sporadic sta-
bility issues for mid- and high-VDS values, particularly in the first iterations
of the main scheme. To solve this challenge the charge profiles are filtered to
avoid an excessive variation between iterations before being used to update
ElF,n and ElF,p and evaluate the Poisson equation. The final scheme used to
solve Fermi level and charge profiles is depicted in Figure 5.8.

Figure 5.8: Schemes handling the Drift-Diffusion transport equation solution for
few-layer devices. Once the Fermi level profiles are obtained and the charge is updated,

this is filtered to avoid large changes in the first iterations.

All the method described above is considered for 2DMs semiconductors.
Charge transport in Graphene is addressed in a more specific manner. The
high recombination ratio in this material makes possible to consider a com-
mon Fermi level for both electrons and holes [78]. Under this assumption
the Drift-Diffusion transport equation is rewritten as:

J = q(µnn+ µpp)∇EF (5.29)
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5.5 Time dependent numerical simulation

Equation (Eq 5.28) is valid for this expression of the current just chang-
ing

(
µj+1/2nj+1/2

)
by

(
µn j+1/2nj+1/2 + µn j+1/2pj+1/2

)
. In addition, this

scheme depicts an improved numerical stability compared to the previous
one, and thus, the charge filtering step is omitted.

5.5 Time dependent numerical simulation

The transport models aforementioned are only valid for stationary biases,
that is, there is no change along time of the bias condition of the device.
Then, in addition to that stationary bias scheme, a second one is imple-
mented aiming to handle transient simulations of MOSFET devices. A
similar iterative procedure is used to solve the equations, the only differ-
ence is that the calculus for the different bias evaluations are coupled, that
is, the results for a certain bias are used to obtain the solution of the next
one. We assume that the propagation of the electromagnetic fields in the
structure is much faster than the variation of the terminal biases, so the
Poisson equation (Eq 4.1) still provides a good description of the electro-
static potential in the structure. Therefore, the changes in the potential
along time originate from the modification of the charge profiles. In this
regard, the model for the charge transport needs to be updated to include
time dependency using the continuity equation ((G+R)n = 0):

−1
q
∇J = ∂n

∂t
(5.30)

This expression is then discretised in both, space and time. If we consider
the backward FD approximation (Appendix B) for the time derivative of
the charge density n we can write:

−1
q

(
J

(k)
j+1/2 − J

(k)
j+1/2

) ∆(k)
t

δx j
− n(k)

j = −n(k−1)
j (5.31)

where the index (k) indicates the value for the current time step and (k −
1) for the previous one, and ∆(k)

t stands for the time step of the current
time step k. The discretization of the current is not impacted by the time
dependence, so the same schemes developed so far can be applied. In this
case, the DD equation for the monolayer scenario is discretized following
the Scharfetter-Gummel discretization scheme (Eq 5.18). In the particular
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5. SIMULATION OF THE SOLID STATE DEVICE

case of electrons this discretization results in the following expressions:

J (k) = −qn(k)µn
∂V (k)

∂x
+ qDn

∂n(k)

∂x
⇒

⇒



J

(k)
j−1/2 = q kBT

∆x j−1/2
µj−1/2

[
n

(k)
j B (Λj)− n(k)

j−1B (−Λj)
]

J
(k)
j+1/2 = q kBT

∆x j+1/2
µj+1/2

[
n

(k)
j+1B (Λj+1)− n(k)

j B (−Λj+1)
]

(5.32)

where Λj+1 = φj+1−φj and B is the Bernoulli function (Eq 5.20). This set
of equations is then used to evaluate the carrier profile for the current time
step (k) and obtain the corresponding potential profile.

5.6 Surface defects: charge traps
The presence of traps, defects and other non-idealities are unavoidable in
most of the semiconductor devices due to the imperfections generated dur-
ing the fabrication process. For extremely-thin channels, they are mostly
located at the interfaces between materials. The charge captured by these
traps does not move across the structure, remaining fixed at their specific
locations that translates its effect on the device electrostatics, and conse-
quently on the I − V characteristics through the modification of the free
carrier densities and their mobility. The presence of these interface traps
can be modelled through a DoS distributed in the forbidden energy band
as depicted in Figure 5.9.
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Figure 5.9: Example of interface traps at the semiconductor-insulator interface where
electrons are captured or released, depending on the type of traps. As indicated, donor
traps release electrons and become positively charged, while acceptor traps capture
electrons and become negatively charged. All these processes are controlled by the

position of the Fermi level in the semiconductor.

According to their behaviour, interface traps can be classified into two
groups: donor and acceptor traps. Donor traps release electrons, becoming
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5.6 Surface defects: charge traps

positively charged. On the other hand, acceptor traps are able to capture
electrons, so they remain negatively charged when activated. The occupa-
tion of these traps is determined by the position of the Fermi level at the
semiconductor interface. Taking into account that donor/acceptor traps
are charged when they are unoccupied/occupied, and making use of the
Fermi-Dirac statistics, the net charge of these traps is defined as:

Qit = q

∫ ∞

−∞
Dd

it (E) [1− f (E)] dE − q
∫ ∞

−∞
Da

it (E) f (E) dE (5.33)

where Da
it(E) and Dd

it(E) refers to the acceptor and donor trap DoS respec-
tively. If we consider that the intrinsic Fermi level Ei is the reference energy
level, Ê = E − Ei, then Qit can be defined as:

Qit(EF − Ei) = q

∫ ∞

−∞

Dd
it
(
Ê
)

1 + e− (EF−Ei)−Ê

kBT

dÊ − q
∫ ∞

−∞

Da
it
(
Ê
)

1 + e− Ê−(EF−Ei)
kBT

dÊ

(5.34)
where (EF − Ei) can be easily related with the electrostatic potential:

−qV = EC − EF = (Ei −
Eg
2 )− EF ⇒ qV + Eg

2 = EF − Ei (5.35)

This, however, is only valid for the equilibrium scenario where the Fermi
level is constant along the structure. When the transport scenario is evalu-
ated, a non-constant Fermi level profile has to be considered. The intrinsic
Fermi level can be obtained from the potential profile:

−qV = EC − EF,S = (Ei −
Eg
2 )− EF,S ⇒ Ei = −qV + Eg

2 + EF,S (5.36)

The Fermi level EF is evaluated from the results obtained with the trans-
port model. As it is also refereed to its value at the source contact (EF,S = 0
eV), the evaluation of Qi is straightforward. The energetic profiles Da

it(E)
and Dd

it(E) are inputs for the simulations, so they do not change during
the iterative solution. This make possible to handle arbitrary energetic
profiles, either from experimental measurements (like deep-level transient
spectroscopy or high-frequency capacitance-voltage measurements) to re-
produce the device behaviour or theoretical profiles that can be tuned to fit
experimental data.

As indicated in Figure 5.9, the region where charge is captured is not
limited to the interface between the materials, as it has a certain depth that
can be associated to the roughness of the interface. Therefore, different
spatial distribution profiles are defined to distribute the charge obtained
following the procedure aforementioned. Table 5.1 summarises the charge
distribution profiles along with their respective parameters.
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Distribution
Constant t(x) = Ac

Ac = Nit2tins/t2o
Linear t(x) = Al

(
1− x

tins

)

Al = 4Nittins/t2o
Exponential t(x, αe) = Ae

(
e−x/αe

)

Ae = Nittins

αe

(
1−(to+αe)eto/αe

)

Gaussian t(x, αg) = Ag
(
e−x

2/2α2
g

)
Ag =

Nittins
αgto
√
π/2

erf

(
to

αg
√

2

)
+ tins

(
e−t

2
o/(2α2

g) − 1
)

Table 5.1: Spatial distributions available for interface traps in the simulations of the
devices [79].

5.6.1 Time dependent model
In addition to the static model described above, a more advanced one is
developed for time dependent simulations. In this regard, there is no spe-
cific model for the numerical time dependent simulation of the charging/dis-
charging processes of the interface traps, so a previous analysis is preformed
in order to solve this problem.

The charge associated to these traps is considered static in the structure
and, consequently, there is no contribution to the transport process, and its
effect is sensed through the accumulation of that charge in specific regions.
Furthermore, the trapping events associated to them are not instantaneous,
they occur at different rates depending on the nature of the trapping event.
This behaviour resembles the charging/discharging of a capacitor though a
resistance. Then, a time dependent model is build up based on a series RC
circuit. The objective is to obtain an expression for the trapped charge as
a function of the time constant that characterises the traps, their DoS and
the electrostatic potential in the region where they are located.

Figure 5.10: Series RC circuit and the differential equation used to build a model for the
transient simulation of interface traps.

As indicated in Figure 5.10, the differential equation that defines a series
RC circuit can be obtained from the continuity condition of the current that
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flows through all the elements of the circuit. This differential equation can
be discretised in time using the FD method in order to numerically evaluate
vc for an arbitrary vs(t). Then, for the time step k∆t, the voltage of the
capacitor is defined as:

v(k)
c =

[
v(k)
s + RC

∆t
v(k−1)
c

](
1 + RC

∆t

)−1
(5.37)

where ∆t is the time step. The change in the capacitor charge can be
evaluated from the definition of capacitance and vc:

C = ∂Qc
∂vc
⇒ Q(k)

c = Q(k−1)
c + C

(
v(k)
c − v(k−1)

c

)
(5.38)

Therefore, the aim of this discretization is to get an expression for the
charge Qc able to reproduce the two coupled equations (Eq 5.37) and (Eq
5.38). First, if both equations are solved assuming a step signal for the
source voltage, we obtain a capacitor charge profile as the one depicted in
Figure 5.11.
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Figure 5.11: Temporal evolution of the capacitor charge in the RC circuit described by
equations (Eq 5.37) and (Eq 5.38). The source bias corresponds to a step signal from 0

to 1 V and the elements of the circuit are R=1kΩ and C=10nF.

As depicted in Figure 5.11, the charge starts from an initial value Q0
and changes progressively up to a maximum Qmax. This temporal evolution
can be expressed through the expression:

Qc(t) = Q0 + ∆Q(t) = Q0 + (Qmax −Q0)α(t) (5.39)
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where α(t) is a correction factor used to include the time dependence and
speed (time constant) of the traps. Two options were explored for that
coefficient: f(t) = t/(τ+t) and g(t) = 1−e−t/τ . As depicted in Figure 5.12,
f(t) is the function that provides a better fits to the expected behaviour.
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Figure 5.12: Fitting of the results depicted in Figure 5.11 using (Eq 5.39). Two functions
were used to define the coefficient α: f(t) = t/(τ + t) and g(t) = 1 − e−t/τ . The time
constant is set to 10 µs, equivalent to an RC circuit with R=1 kΩ and C=10 nF.

All the previous analysis can be used to include time dependency in the
model for interface traps exposed in Section 5.6. That section introduced a
model to relate the amount of charge captured with the DoS that charac-
terises the traps and the local electrostatic potential. Regarding time depen-
dent simulations, that model would mimic ideal traps with an instantaneous
response to changes in the potential, so it has to be combined with expres-
sion (Eq 5.39) to introduce the delayed response of charge traps. Looking
into the aforementioned discretised version of an arbitrary signal s(t), when
the general simulation scheme solves the current time step (k), the results
corresponds to the end of the step signal of the interval [(k − 1)∆t, k∆t] as
showed in Figure 5.13.

Figure 5.13: Sketch showing the application of the step response behaviour to the
simulations using a generic s(t) signal. The value Qk−1 defines the initial state of the

traps to evaluate their state at the end of the current step Qk, that will be used later for
the calculations for the next time step k + 1.

Using the example depicted in Figure 5.13, in (Eq 5.39) the initial charge
Q0 corresponds to the charge obtained for the previous time step Q(k−1),
and Qmax corresponds to the final charge of ideal traps able to react to
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the change in the electrostatic potential within the evaluated interval. In
summary, the final expression for the model remains as:



Q

(k)
it = Q

(k−1)
it +

(
Qkmax −Q(k−1)

it

)
∆t

∆t+τ
Qkmax = q

∫ Ei
EV

Dd
it (E) [1− f (E)] dE − q ∫ EC

Ei
Da

it (E) f (E) dE
(5.40)

The potential calculated from the Poisson equation in each iteration will
impact on Qkmax and then on the evaluation of Qit, that will be the final
contribution of the charged traps in the Poisson equation, and therefore on
a new value of the electrostatic potential.

In all the previous development a common time constant is considered
for both charging and discharging processes. This, however, does not nec-
essarily match with a real scenario where the behaviour of charge traps is
usually asymmetric regarding these two processes. The update to include
this additional feature is straightforward, the conditions Q(k−1)

it < Qkmax
and Q

(k−1)
it > Qkmax can be checked to use a charging time constant τc

(Q(k−1)
it < Qkmax) or a discharging time constant τd (Q(k−1)

it > Qkmax).
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CHAPTER6
Modelling the electrolyte and sensing interface

6.1 Introduction

This final chapter deals with the modelling of the BioFET, specifically the
electrolyte and sensing interface, which corresponds to the blocks high-
lighted in Figure 6.1.

Figure 6.1: Blocks of the iterative scheme involved in the calculation of the charge
associated to the liquid electrolyte and the sensing interface.

The charge associated to the liquid electrolyte is essentially defined by
the distribution of simple ions. They are impacted by the potential distribu-
tion and other side effects, like solid-liquid interface interactions, as will be
described in the following. Regarding the sensing interface, its contribution
is defined by the elements added to the MOSFET structure to provide it
with the biomolecular sensing capability. In this case, there is no depen-
dence with the potential, charge is static, but it is able to impact in a large
extent to the response of the sensor. All the details of these models will be
addressed in the following.
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6. MODELLING THE ELECTROLYTE AND SENSING INTERFACE

6.2 Electrolyte description
In ISFET and BioFET devices, the electrolyte becomes an essential element
of the system as it plays the role of the sensing target for ISFETs and of the
substrate that contains the molecules for BioFETs. The electrical charge in
the electrolyte is defined by the ions generated by the dissociation of the salts
that define its composition. The dependence of the ion concentration on
the electrostatic potential can be modelled by a Boltzmann-like exponential
distribution, which for the l-th ion is defined as:

cl = cl0e
−zlφ = cl0e

−zl V−Vref
kBT (6.1)

where cl0 is the electrolyte bulk ion concentration, zl its valence, V the elec-
trostatic potential from Poisson equation, and Vref the reference potential
of the electrolyte, that is usually set by an electrode immersed in the solu-
tion. This expression provides a simple modelling of the electrolyte, which is
the most employed approach. However, aiming to achieve a more accurate
modelling of the device, the modified Boltzmann relation reported in [59]
should be included. This approach considers steric effects, i.e. those related
with the limitation of the maximum ion concentration at the interface due
to the finite ionic radius: cmax = r−3

ion. In this case, the modified Boltzmann
(mB) distribution reads:

cl = cl0e
−zlφ

1− 2 cl0
clmax

(1− cosh (|zlφ|))
(6.2)

Figure 6.2 shows and example of the profiles obtained with this model
when it is solved self-consistently with the Poisson equation assuming the
structure depicted in the inset. In this case, the radius of the cations (r+)
is larger that the radius of the anions (r−) to highlight the impact of this
parameter on the resulting concentration profile. The data obtained show
that this modified version of the classical Boltzmann distribution is a simple
approach to account for the physical limitation in the maximum allowed ion
concentration in those regions where the electrostatic potential φ changes
by a large extent. This situation is more likely to take place at solid-liquid
interfaces or near charged elements within the electrolyte, e.g. charged
molecules.

Despite the fact that steric effects are relevant near the electrolyte-solid
interface, they do not account for specific interactions between the interface
and the ions in the electrolyte. A via to include these effects is an additional
term in the ion distribution expression that modulates the concentration of
each ion near the interface. The profile of this new term depends on the ion
and the features of the interface [80]:
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Figure 6.2: Total ion concentration profile (solid lines) and potential profiles (dashed
lines) using the Boltzmann (red) and mB (blue) models for the ion distributions. This
data is obtained for a negative (a) and positive (b) φ value, to illustrate the impact of

these two models in the distribution of cations and anions. The inset shows the structure
used to obtain the data: an electrolyte (blue) between two parallel contacts (gold).

cl = cl0
e−zlφ

1− 2 cl0
clmax

(1− cosh (|zlφ|))
eφ

l
PFM (6.3)

where φlPFM contains the information of the Potentials of Mean Force (PMF).
These potentials modify the concentration of ions near the solid-liquid in-
terface to include the effect of non-Coulombic interactions in this region.
These profiles can be evaluated from empirical models, like Yukawa poten-
tials [81], or extracted from Molecular Dynamics (MD) simulations, that
describe the atomic and molecular interactions in the electrolyte with great
detail [80, 82]. Figure 6.3 shows an example of the impact that this po-
tential exert on the ion concentration near a solid surface showing either
hydrophobic or hydrophilic behaviour. For this representation, the PMF
profiles were extracted from [82].
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Figure 6.3: Concentration profiles illustrating the impact of PMF potentials on the
concentration of Cl− and Na+ where the structure depicted in the inset in subplot (d) is
evaluated. The surface of the solid region (red) is considered either hydrophobic (a, b)

or hydrophilic (c,d). The data without PMF are depicted with dotted lines as a
reference. Inset in (d) shows the structure used in the simulations: an electrolyte (blue)

in contact with a solid block (red) with a contact beneath (gold).

Figure 6.3 evidences that the nature of the interface has a noticeable
impact on the distribution of the ions. First, there is a noticeable influence
on the distance between the solid surface and the regions with high ion con-
centration: hydrophobic surfaces tend to push away ions, while hydrophilic
surfaces let them to be closer. Second, the concentrations are modulated
by the specific interactions between the ions and the surface.

Once the spacial distribution of each ion inside the electrolyte is deter-
mined, the Poisson equation can be self-consistently solved combining all of
them to determine the net electrolyte charge as:

ρe = NAvg10−3∑

l

zlcl (6.4)

where NAvg is Avogadro’s constant.

Buffer solutions: Phosphate Buffered Saline

In the specific case of BioFET devices, the electrolyte acts as a substrate
for the biological analytes to be detected. Usually, buffer solution with
the capability to maintain their pH within a narrow range, avoiding the
degradation of the sample. Let us first introduce the concept of pH. This
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parameter is defined by the concentration of Hydrogen ions
[
H+] as:

pH = −log10
([
H+
])

(6.5)

In pure water these ions originate from the dissociation of water molecules,
a process that is defined by a dissociation constant Kw:

H2O
Kw−−⇀↽−− H+ + OH− ⇒ Kw =

[
H+] [OH−]

[H2O] (6.6)

This expression can be rewritten in terms of the pH by rearranging
terms:

pH = pKw − log10

( [H2O]
[OH−]

)
⇒ pH = pKw − log10

( [base]
[acid]

)
(6.7)

where pKw = −log10 (Kw) and the expression in the right hand side cor-
respondsto the Henderson-Hansselbalch equation. The same procedure as
in pure water can be applied to model a buffer solution. The most com-
mon buffer solution is the Phosphate-Buffered Saline (PBS) solution, the
composition of which is summarised in Table 6.1.

1×PBS
NaCl 137 mM
KCl 2.7 mM

Na2HPO4 10 mM
KH2PO4 1.8 mM

Table 6.1: Typical PBS composition [83].

In the PBS solution, NaCl and KCl define the saline substrate while the
XxH3−xPO4 elements are those involved in the reactions regulating the pH:

H3PO4
pKa1−−−⇀↽−−− H2PO−4 +H+

H2PO−4
pKa2−−−⇀↽−−− HPO2−

4 +H+

HPO2−
4

pKa3−−−⇀↽−−− PO3−
4 +H+

(6.8)

Using the Henderson-Hansselbalch equation we can define the concen-
tration of the elements involved (

[
H2PO−4

]
,
[
HPO2−

4

]
and

[
PO3−

4

]
) as a

function of the pH and the reaction constants:
[
H2PO−4

]
= [H3PO4] 10pH−pKa1

[
HPO2−

4

]
=
[
H2PO−4

]
10pH−pKa2

[
PO3−

4

]
=
[
HPO2−

4

]
10pH−pKa3

(6.9)
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The actual H3PO4 concentration can be obtained from the condition
that the sum of all the elements must be equal to the concentration of
XxH3−xPO4 in the composition of the electrolyte, which is named as [PBS]:

[H3PO4] +
[
H2PO−4

]
+
[
HPO2−

4

]
+
[
PO3−

4

]
= [PBS] (6.10)

which, using the concentrations in (Eq 6.9) and rearranging terms, provides
an expression for [H3PO4]:

[H3PO4] = [PBS]
1 + 10pH−pKa1

(
1 + 10pH−pKa2

(
1 + 10pH−pKa3

)) (6.11)

Expressions (Eq 6.9) and (Eq 6.11) fully define the set of equations to eval-
uate the components of the reactions. The only unknown concentration
is the one associated to the cations X+, which can be obtained from the
charge neutrality condition from the elements of the PBS [84]:

[
X+

]
= −zH2PO

−
4

[
H2PO−4

]
− zHPO2−

4

[
HPO2−

4

]
− zPO3−

4

[
PO3−

4

]
(6.12)

In the previous equations, the pKal dependence on the temperature (T )
and on the ionic strength (I) should be included [84]. The actual depen-
dencies are given by:

pKa(I, T ) = pKa(T ) + (2za − 1)
[
A
√
I

1 +
√
I
− 0.1I

]
(6.13)

where the temperature dependent component of pKa is defined as:

pKa(T ) = pKa + dpKa/dT · (T − 298.15K) (6.14)

and I is defined as:

I =
N∑

l

(zl)2cl (6.15)

Temperature is not a relevant parameter in this Thesis, as we will not ad-
dress changes in the operation temperature of the devices. On the contrary,
the ionic strength is a parameter that changes locally in the electrolyte, as it
depends on the ion concentration. Even the ions associated to the PBS im-
pact on I. Therefore, an iterative calculation controlled by the convergence
on I must be performed to obtain the final values of [H3PO4],

[
H2PO−4

]
,[

HPO2−
4

]
,
[
PO3−

4

]
and

[
X+] associated to the pH regulation reactions. For

the charged elements, these concentration values must be combined with
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Figure 6.4: Scheme summarising the calculation of the charge related with the
components of the PBS involved in the pH regulation. A first value of the reaction

constants is evaluated from the simple ions local concentrations. Then, the
concentrations of the PBS ions are evaluated and used to update the ionic strength I.
The difference between this new value and the previous one is compared with a fixed
threshold to determine if convergence is achieved. Finally, the concentrations obtained

for each charged element are combined with a potential dependent term.

Parameter Value Parameter Value Parameter Value
pKa1(25◦C) 2.15 dpKa1/dT 0.0044 K−1 za1 0
pKa2(25◦C) 7.21 dpKa2/dT -0.0028 K−1 za2 -1
pKa3(25◦C) 12.33 dpKa3/dT -0.026 K−1 za3 -2

A (25◦C) 0.5114

Table 6.2: Values for the constants used in the calculation of pKai,T . Extracted from
[84].

the distribution functions due to the change in the potential with respect
to the reference electrode as in (Eq 6.2).

For the sake of completeness, Figure 6.4 shows an scheme summarizing
the iterative procedure. As indicated in Figure 6.4, first, the value of each
reaction constant, pKa is evaluated using an initial ionic strength, I, using
the local concentration of simple ions. Then, equations (Eq 6.9), (Eq 6.11)
and (Eq 6.12) are used to obtain the concentration of the PBS ions and
update I. The difference between this new I value and the previous one is
compared with a fixed threshold in order to determine if convergence has
been achieved. If so, the resulting concentrations for the charged composites
are combined with the potential dependent term and considered within the
self-consistent solution of Poisson equation. The values of all the reactions
constants pKal(I, T ) and related parameters required for the calculations of
the PBS considered in this Thesis are extracted from [84] and summarised
in Table 6.2.
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6.3 Surface ion adsorption: Generic Site-Binding model

ISFET chemical sensors, such as pH sensors, are based on the adsorption
of ions at the solid-state device surface. As depicted in Figure 6.5, the
operation principle of these devices leverages the changes in the surface
potential due to the capture of ions by the sensor surface, and its impact
on the carrier distribution in the semiconductor beneath that sensing layer.

In order to properly simulate the sensor behaviour, a model for the
charge adsorption at the electrolyte-solid interface is required. The most
commonly used model is the Site-Binding (SB) model, that focuses on the
reactions involving the adsorption of hydrogen ions at the surface, since
pH sensors are the most commonly studied type of sensor. The SB model
is indeed a particular case of a more generic description reported in [85]
known as generic Site-Binding (gSB), which is the one implemented in our
simulator.

Figure 6.5: Reactions taking place at the electrolyte-solid surface that enable the
operation of the chemical sensor. Ions can be directly adsorbed onto the surface or after

the adsorption by another type of ions.

As shown in Figure 6.5, there are two type of reactions: competing ion
adsorption and chained reactions. The first type considers the competitive
occupation of the sites by different ions. The second deals with the reaction
of ions with the sites already activated, so the amount of charge is condi-
tioned by the amount of ions previously adsorbed. So that, any complex
scenario can be modelled as a combination of these two simple ones.

Each reaction, either between the ions and the surface or between ions,
is characterized by a reaction constant K and involves the active element
concentration [A], the adsorbed ion concentration [B] and the product con-
centration [AB]:

A+B
K
↼−−⇁ AB ⇒ [AB] = [B]

K
[A] (6.16)
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6.3 Surface ion adsorption: Generic Site-Binding model

When analysing the adsorbed charge at the interface, all the reactions
are translated as a set of equations, where the active element and the prod-
uct concentrations are the variables to be solved. As introduced in [85], all
these equations follow the form:

fj = [Bi]
Kij

fi (6.17)

where the sub-index i refers to the active element, the sub-index j refers
to the product and fj stand for the normalized concentrations of these
elements, which verifies the condition:

∑

j

fj = 1 (6.18)

Then, this generic formulation enables the definition of a system of equa-
tions whose unknowns are the normalised product concentrations fj :

[Bi]
Kij

fi − fj = 0
∑
j fj = 1;

}
⇒M f = b





Mij = [Bi]
Kij

j 6= i

Mjj = −1
bj = 0
MNj = bN = 1

(6.19)

where Mij is the (i, j) element of the matrix M with size N ×N , which is
related with the number of reactions (N − 1) and elements involved (N).

To exemplify the operation of this model, we focus on the basic SB
model, that handles the capture of hydrogen ions at a solid surface. In this
case there are only two reactions involved, the protonation of the active
sites of the surface and its complexation with hydrogen ions nearby:




X− +H+ KA↼−−−−⇁ XH

XH +H+ KB↼−−−−⇁ XH+
⇒





f1 = [X−]
f2 = [XH]
f3 = [XH+]

(6.20)

where X− stands for the active sites at the solid surface, and the matrix to
solve the equations associated to each reaction is defined as:

M =




[H+]/KA −1 0
0 [H+]/KB −1
1 1 1


 (6.21)

Figure 6.6 shows the evolution of the normalised concentrations fj as
a function of the solid surface potential and different pH values. These
profiles corresponds to a SiO2 surface (pKA = 6 and pKB = −2 [58]). In
this case, the normalised concentrations corresponds to SiO− (f1), SiO (f2)
and SiOH+

2 (f3).
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Figure 6.6: Normalised concentrations fj for the SB applied to an SiO2 surface
(pKA = 6 and pKB = −2).

The profiles in Figure 6.6 show how the two elements involved in each re-
action depict an opposite behaviour when φsurface changes, e.g. f2 increases
as φsurface becomes more negative while f1 decreases. This can be explained
as an increase of the local hydrogen ion concentration [H+] for more neg-
ative φsurface values enables more active sites X− to react with these H+

ions. This is a simple scenario to illustrate the operation of this model, its
application to more complex scenarios will be shown later in Chapter 8.

6.4 Biomolecule sensing layer

The modelling of the sensing layer for biomolecules involves more complex-
ity than the adsorption of ions, as the size of the molecules could be of
the order of magnitude of the device size. As noted in the introduction
(Chapter 1), different modelling approaches can be found in the literature,
although the most common ones are those based on rigid charged layers
and charged blocks. This work is intended to extend that oversimplified de-
scription by defining three models to adapt to the large variety of features
of the biomolecules: i) box-shaped model, ii) DNA specific model, and iii)
fine charge distribution model. The details of each of them are presented
hereunder.
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6.4 Biomolecule sensing layer

6.4.1 Box-based model
This is the most basic model for molecules. As shown in Figure 6.7, in
this case receptor (r) and target (t) molecules are described as charged
boxes with two regions: a neutral (N) and a charged (Q) one. The size of
these regions can be modified to adapt the characteristics of the molecule
considered by setting their respective height h and width w. These blocks
are immersed in the electrolyte region, so the ions distribution interacts
with them. This later aspect is controlled by the block permeability to the
ions, that is, whether ions are allowed to enter the spatial region occupied
by the molecule blocks or not. The permeability is generally associated
to the density of the molecule, i.e., a compact molecule would not allow
ions to enter inside the volume occupied by the molecule. Three scenarios
are then possible: i) fully permeable receptor-target complex, ii) permeable
receptor, and iv) compact receptor-target complex. Figure 6.8 depicts an
example for each of these scenarios showing how charge associated to free
ions is distributed around the molecular charge.

Figure 6.7: Description of molecules using the box-based model. Receptor and target
molecules are modelled as boxes with a neutral and a charged region. Their sizes and

charges adapt to the properties of the molecule to be considered. Right side of the figure
shows a schematic of the three available models for the ion permeability of the

receptor-target complex, i.e. from left to right: fully permeable receptor-target complex,
permeable receptor and compact receptor-target complex.

The size and charge distribution of the molecule are included in a coarse-
grained way. However, this model provides a fast and easy modelling of the
molecules. Therefore, it adapts to those cases where there is a lack of
information, and only net charge and approximated size, of the molecule is
available, or quick coarse simulations are intended.
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Figure 6.8: Examples of ion distribution for the box-shaped molecule model. From left
to right surface plots show the three scenarios implemented:(a) fully permeable

receptor-target complex, (b) permeable receptor, (c) compact receptor-target complex.

6.4.2 DNA model
This model is specifically designed for Deoxyribonucleic acid (DNA) based
sensors, whose objective is to detect the presence of a certain DNA sequence
in the sample. Thus, the receptor molecules are Single-Stranded DNA (ss-
DNA), with the complementary sequence the one to be detected. Once the
ssDNA with the target sequence is attached to these receptors, a Double-
Stranded DNA (dsDNA) molecule is formed. Figure 6.9 shows the model
for the sensing layer of this type of sensors.

Figure 6.9: Description of the model for DNA molecules, including the most relevant
geometric parameters and charges of the receptor (Qr) and receptor-target (Qt). In this
case the receptor molecule corresponds to ssDNA while the receptor-target complex

corresponds to dsDNA.

As depicted in Figure 6.9, ssDNA and dsDNA present different char-
acteristics. ssDNA molecules are assumed to be flexible, so a box-based
model is not appropriate. In contrast, we consider a sinusoid-shaped dis-
tribution representing the wrinkle shape due to its inherent flexibility [55].
This molecule is also slightly compact, so ions are allowed to enter the oc-
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6.4 Biomolecule sensing layer

cupied region. On the contrary, the model for dsDNA, assumes that this
molecule is more rigid and compact, so a box-shaped region where ions are
not allowed to enter is implemented [55]. Figure 6.10 illustrates how ions
are distributed in both scenarios in the surrounding of the region where the
molecule is defined.
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Figure 6.10: Examples of ion distribution for the DNA molecule model regarding the
idle receptor (a) and receptor-target complex (b).

The charge and length of these molecules is related with the number of
bases, or base pairs in the case of dsDNA, in their sequence. Each base
is approximately 0.34 nm height and its charge corresponds to -1q [55].
For the dsDNA, the total length of the molecule is not modified but the
charge is doubled. This model provides a more accurate description than
the box-based model, but it is only focused on DNA molecules.

6.4.3 Fine charge distribution model

A more general and accurate model would be necessary to accurately treat
any receptor-target pair. Thus, the model described in this section is the
most accurate among the three here developed, and constitutes a noticeable
step-forward in the state-of-the-art simulation of BioFETs. To do so, a
2D-profile of the molecule charge distribution is previously calculated, and
then its precise shape can be considered. As depicted in Figure 6.11, this
shape is encompassed inside a box whose size is defined by the dimensions
of the molecule and where ions are not allowed to enter. A more illustrative
example is depicted in Figure 6.12, where the ion distribution is depicted
along with two different shapes for the idle receptor and the receptor-target
complex scenarios.

The main objective of this model is to enable the integration of data
obtained from atomic level descriptions, such as Molecular Dynamics (MD)
simulations. This approach increases the accuracy of the description of the
molecules at the cost of a higher computational time. The model has its
origin in a fine-level profile that captures the detailed molecule charge distri-
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Figure 6.11: Description of the fine charge distribution model. The charge distribution
imported from previous simulations of its specific atomic structure. Ions are not allowed

to enter the molecule region, which is defined by a box shaped region that fits the
considered distribution.
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Figure 6.12: Examples of ion distribution for the fine charge distribution model for the
two states of the receptor: idle (a) and activated (b).

bution (with fractions of Angstrom resolution) . This profile is framed into
a square region, where ions are not allowed to enter to facilitate the conver-
gence of the computation and implementation of the model. Therefore, the
grid where the molecules are placed needs to be more dense compared with
previous models to properly capture the arbitrary shape of the molecule
under study. This fine mesh implies a higher computational burden and, in
turn, a longer simulation time.

6.4.4 Spacial distribution of molecules

In addition to the charge distribution of molecules, the simulator imple-
mented in this Thesis includes different options to determine their location
in the sensing layer. Figure 6.13 illustrates the parameters used to achieve
this purpose: the molecule width wM, the distance between molecules dk
and the maximum number of molecule Nmax. Receptor molecules are dis-
tributed following either a uniform or random distribution, making possible
to evaluate the impact of this distribution on the sensor response.
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Figure 6.13: Parameters used to adress the location of molecules along the channel
length. Boxes indicate the region where the molecule’s charge with width wM is

distributed; dk states for the distance between the centre of the bottom edge of these
boxes. The sensing layer is split into three regions: source side (green), channel centre

(orange) and drain side (yellow).

Uniform distribution

In this case, receptor molecules are distributed using a constant spacing,
dk, between them. To generate this distribution a maximum number of
molecules to be placed, Nmax, is set to define the value dk to be used.
However, if this value is lower than wM, Nmax is ignored and dk = wM.
Hence, the total number of molecules to evaluate dk is defined as:

N = min
(
NMax,

Lrec − wM
wM

)
(6.22)

where Lrec is the length of the receptor layer. Then, the position of the k-th
receptor is calculated as:

{
yk = p0 +

(
wM + ∆M

2

)
+ k (wM + ∆M) k = 0, 1, · · · , N − 1

∆M = Lrec−wM
N − wM

(6.23)
where p0 is the first point of the receptor layer in the grid.

Random distribution

The second option to distribute the receptor molecules is to use a half-
normal random distribution for the distance between one receptor and the
next one. This distribution is determined by the mean value and a variance
of normal distribution from which the half-normal stems. Figure 6.24 shows
an example of the Probability Density Function (pdf) of the half-normal dis-
tribution with a minimum distance (mean value of the normal distribution)
of dr = 20 nm and σd = 0.5dr.

This half-normal pdf is used to generate an initial random value with
µ = 0 and σ = 1, N (0, 1) (where N stands for the normal distribution).
Then, the position of each subsequent molecule is calculated based on the
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Figure 6.14: Probability density function of a half-normal distribution with a mean
value of dr = 20 nm and standard deviation of σd = 0.5dr.

previous one using that half-normal random generator:
{
dk = dr + ∆d = dr + σd |N (0, 1)|
yk = yk−1 + dk

(6.24)

The calculation of yk from yk−1 requires a specific analysis for the k = 0
scenario that is addressed in Appendix C.

Random distribution: Position dependent standard deviation

A second random distribution has been implemented, which considers a po-
sition dependent σ value, making possible to define a high-density receptor
region. A Gaussian profile is considered for σ(y) so that a smooth transition
from denser to spreader distribution regions is achieved:

σ(y) = σ0 (1− β(y)) = σ0

(
1− exp

(
−1

2

(
y − µy
αLrec

)2
))

(6.25)

here, the parameter µy controls the location of the high-receptor-density
region and α tunes its size. µy is constrained to three predefined distribu-
tions: i) dense distribution near source, ii) dense distribution near drain and
iii) dense distribution at the centre of the channel (see Figure 6.15). The
position of each receptor is calculated using the same expression as in (Eq
6.24), but including the dependence on the position in σ:

{
dk = dr + σ(yk−1) |N (0, 1)| = dr + σ0 (1− β(yk−1)) |N (0, 1)|
yk = yk−1 + dk

(6.26)

Like in the previous case, the calculation of yk requires a specific analysis
when k = 0 that is addressed in Appendix C. To test all the features of this
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model, the three predefined distributions (µy) were evaluated. The results
obtained after generating 50 · 103 samples are shown in Figure 6.15. Two
different values of α are used (equation (Eq 6.25)): α = 0.125 (top figures)
and α = 0.375 (bottom figures), showing that a lower value of α generate a
smaller region with a high density of receptors and an abrupt transition to
a more widespread distribution for these receptors.
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Figure 6.15: pdf of dk along the receptor layer for two different values of α (Eq 6.25):
α = 0.125 (top figures) and α = 0.375 (bottom figures). Columns corresponds to the
three predefined locations for the dense receptor distribution: left (a, d), centre (b,e)

and right (c, f).
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CHAPTER7
Simulation of 2D semiconductor based MOSFETs

7.1 Introduction
This first chapter of Part IV of the Thesis is focused on evaluating the self-
consistent solver implemented to describe the electrostatics and transport
in 2DMs semiconductor based MOSFETs. The following sections present
the results of four different works performed with that purpose. Section
7.2 deals with the comparison between the charge-based and Fermi-level
based schemes for the solution of the DD transport equation. The equiva-
lence between both approaches is demonstrated along with the validation of
the simulator with experimental data from the literature. Section 7.3, the
Fermi-level based scheme is used to study Graphene Field-Effect Transistor
(GFET)s, and more specifically the impact of access regions on the device
performance. This scheme provides better numerical stability in comparison
with the charge-based model for the simulation of these devices. In addition
to that, this model enables the integration of an arbitrary DoS extracted
from ab-initio as showed in the Section 7.4, where this feature is leveraged
to analyse MOSFETs based on strained GaSe. Finally, Section 7.5 focuses
on the results obtained from transient simulations. These results will be
combined with experimental data to assess the impact of interface traps
and their transient behaviour.

7.2 Simulation of monolayer MoS2 double-gate MOS-
FETs

Concerning the transport in 2DMs based devices, as introduced in Chapter
5, two alternative formulations were considered for handling the DD descrip-
tion of the transport in the device, i.e., the current expressions (Eq 5.11)
and (Eq 5.26). As indicated in Chapter 5, both approaches are equivalent
under the Boltzmann approximation for non-degenerated semiconductors
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(Section 2.6), but their numerical implementation differs considerably, as
well as their capability to exchange information with lower levels of ab-
straction. The current expression based in (Eq 5.11) has been the most
commonly used due to historical reasons related to its straightforward con-
nection with the traditional description of the PN junction operation. Thus,
it was initially adopted in the implemented solver, that was subsequently
updated in order to include a description based in (Eq 5.26). This latter
approach enables the connection with atomistic descriptions of the mate-
rial electronic band-structure, by incorporating information extracted from
ab-initio simulations.

Figure 7.1: Structure of the double-gate device used to compare the two transport
schemes for the monolayer MoS2 based MOSFET device. LChn and LD,S stand for the

channel and drain/source region lengths, while tlayer and tox are the channel and
insulator thicknesses, respectively.

The results presented in this first section are intended to compare both
approaches to the semiconductor transport and thus verify the correct be-
haviour of the simulator 1. The device considered for the simulations is
depicted in Figure 7.1, and it represents a monolayer MoS2 dual gated
MOSFET with a 500 nm-long channel (LChn) and two 200 nm-long highly
conductive regions at source and drain sides (LD,S). A 1 nm-thick SiO2
insulating layer is considered for both, top and bottom gate. The source
and drain are doped with donors, establishing the carrier injection into the
channel to n-type.

Valley
degeneracy (gv)

Effective mass (m∗) E − EC (eV)

Λ (E1) 6 0.6067 0.0881
Λ (E2) 6 0.6067 3.4214

K 2 0.6175 0 (EC minima)

Table 7.1: Values extracted from [87] to calculate the theoretical DoS profile.

As aforementioned, the Fermi-level based method (Eq 5.26) calculates
1The results obtained with the charge based simulation were published as a conference

contribution in [86].
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the carrier density profile using the DoS of the material. For the particular
case here studied, the theoretical expression for the DoS of a 1D-confined
electron gas under a parabolic dispersion relationship was combined with
DFT results extracted from [87]. The data show that the K valley and
the lower energy of the Λ valleys are those that contribute the most to the
total charge in the semiconductor. Hence, the energies of Λ and K valleys
are selected as they represent the minima of the conduction band. The
parameters associated to each valley are summarised in Table 7.1, and the
resulting DoS under the assumption of a parabolic dispersion relationship
around the minima is depicted in Figure 7.2.
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Figure 7.2: DoS (a) and corresponding carrier density profile (b) to be used in the
simulations of the device depicted in Figure 7.1.

The electrical readout of the device encompasses the transfer (IDS−VGS)
and output (IDS − VDS) characteristics for different bias conditions. The
results obtained with the charge-based solution in (Eq 5.11) (labelled as
Method 1) and the Fermi level-based method (labelled as Method 2) are
depicted in Figure 7.3.
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Figure 7.3: Comparison between the two transport schemes, the first one based on the
charge solution (Method 1) and the second one based on the Fermi level solution

(Method 2).

The good agreement observed in Figure 7.3 evidences the equivalence
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7. SIMULATION OF 2D SEMICONDUCTOR BASED MOSFETS

of both methods for this particularly simplified DoS, based on a parabolic
E − k relationship. Nevertheless, the differences between both models can
be analysed in more detail by inspecting the 2D charge density and potential
profiles, depicted in Figure 7.4 and Figure 7.5, respectively.
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Figure 7.4: (top) 2D carrier density profile for three different gate biases: 0.25 V (left),
0.5 V (centre), and 0.75 V (right), obtained with the Fermi-level based solution. In all
the cases VDS is set to 0.5 V. This figure shows how the channel is generated as the gate
bias increases and also the carrier depletion near the drain edge due to the reduced local

electric field. Horizontal red lines indicate the edges of the semiconductor layer.
(bottom) Difference in the carrier density obtained with both methods for each one of

the situations depicted in the top figures.

Figure 7.4 shows three gate biases to illustrate the generation of the
conductive channel between source and drain. Carriers accumulate close to
the source region and their concentration progressively decreases towards
the drain contact, illustrating the impact of the effective gate bias near
this region, which is reduced by the applied drain voltage. Regarding the
differences between both models, they are negligible for low gate biases
(VGS = 0.25 V) and tend to increase for higher gate biases. However, for
those larger VGS cases, the differences are still negligible when compared
with the magnitude of n, as it corresponds to a small percentage. A feature
to be highlighted is that, despite the high carrier density in the source and
drain regions (1020 cm−3), the magnitude of ∆n in these regions is quite
low and barely changes with the gate bias. For VGS = 0.5 V, when the
carrier density in the channel is lower that the charge in these regions, the
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7.2 Simulation of monolayer MoS2 double-gate MOSFETs

magnitude of ∆n is higher in the centre of the channel. This behaviour can
be explained by the high doping considered in these regions that stabilises
the carrier density and potential independently of the biases considered in
the simulations.
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Figure 7.5: (top) 2D potential profile of the structure for three gate biases (0.25 V (left),
0.5 V (centre), and 0.75 V (right)) and VDS = 0.5 V for the Fermi-level based solution.
These profiles depicts how the potential changes in the middle of the channel due to the
high accumulation of electrons. (bottom) differences in the potential profile obtained

with the two methods for each of the profiles depicted in the top figures.

The 2D carrier density profiles depicted in Figure 7.4 are in agreement
with the 2D potential distributions shown in Figure 7.5. Source and drain
regions maintain a constant potential value in the three profiles, while it
changes in a large extent in the channel region as the charge accumulates.
Concerning ∆V , the difference between the electrostatic potential calcu-
lated with the two approaches, most of the comments on Figure 7.4 can
be extended to the data represented in Figure 7.5 and it can be concluded
that the differences between the values of V calculated with both models
are minimal.

These 2D profiles are analysed along with (EC−EF) (Figure 7.6) to check
where the non-degenerated semiconductor condition (EC − EF > 3kBT ) is
verified. As depicted in Figure 7.6, the scenarios for which ∆n and ∆V
change to a larger extend match those where the Fermi-level surpasses the
conduction band minima. In that case, the non-degenerated semiconduc-
tor condition is not verified, but Figure 7.5 and Figure 7.4 show that the
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differences between the models are not remarkable.
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Figure 7.6: Distance between the conduction band and the Fermi level obtained with (a)
the Fermi-level based method and (b) the charge based method. These profiles where

obtained for different gate bias (line color) and different drain bias (line style).

7.2.1 Validation of the scheme for MOSFET simulation
The previous section evidenced the equivalence between both approaches for
transport calculation (under the assumption of a simplified band-structure
for the case of the Fermi-level based solution). However, a thorough as-
sessment of the simulator requires its validation against real devices, i.e.
the demonstration of the capability of the simulator to properly reproduce
experimental results. To that end, here it is considered the work reported
by D. Krasnozhon et al. [88], where a MOSFET based on monolayer MoS2
with 30 nm-thick top gate oxide (HfO2) and a 270 nm-thick substrate (SiO2)
is reported. The total length of the device is Lch = 340 nm, with a 240 nm-
long channel plus two access regions 50 nm-long each. The measured contact
resistance and electron mobility are 2 kΩ· µm and 85 cm2/Vs, respectively.

Aiming to emulate the effect of the contact resistances (Rc) in the nu-
merical simulations, two doped regions were included at both edges of the
semiconductor layer, and their doping was modified to fit Rc = Rs = Rd to
the reported experimental value of 2 kΩ ·µm. Interface traps are a relevant
magnitude in experimental MoS2 devices, as it is discussed in [89, 90], and
they were consequently introduced (as explained in Section 5.6) in these sim-
ulations. Two constant energetic profile at both insulator-MoS2 interfaces
provided the best agreement with the measurements [91]. In particular, we
considered: i) at the top gate insulator interface, a constant profile of accep-
tor traps withDit = 1012 cm−2 eV−1 from mid-gap up to 0.57 eV towards the
conduction band edge, and ii) at the substrate interface, a constant profile
also of acceptor traps from midgap to the conduction band edge (i.e. 0.9 eV
above midgap) with Dit = 2.5×1011 cm−2 eV−1. The channel was undoped
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7.2 Simulation of monolayer MoS2 double-gate MOSFETs

with electron mobility µ = 85 cm2/Vs, saturation velocity vsat = 2.8 · 106

cm/s, electron effective mass m∗ = 0.61m0 and bandgap width of Eg = 1.8
eV. The comparison between experimental data and simulation results is
depicted in Figure 7.7, showing that the implemented device simulator is
able to provide an excellent agreement along a large range of gate voltages.
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Figure 7.7: Experimental transfer characteristics of a MoS2 FET reported in [88]
(symbols) and results provided by our numerical solver (solid line).

Now we proceed to the validation of the developed simulator to study
GFETs. In this case, as already indicated in Section 5.4.2, the charge trans-
port in Graphene is handled according to the Fermi-level scheme but, for
this unique material, using a common EF for both, electrons and holes. The
main reason for this choice is that the charge-based DD solution depicted
significant numerical instabilities, hence this implementation was left aside.
In particular, the GFET reported in [92] and [93] are fitted. Both publi-
cations address GFETs based on monolayer Graphene embedded between
a SiO2 layer, which acts as a substrate, and a Y2O3 layer, which acts as a
front gate dielectric. In both cases, this Y2O3 layer is 5 nm thick while the
substrate is 300 nm thick in [92], and 286 nm thick in [93]. For the device
presented in [92], the distance between the source and drain contacts is 1.5
µm and the front gate length is 600 nm, whilst in [93] the device is 8.2µm
long and its front gate is 7µm long. In other words, in both experimental
devices the gate contact does not cover the whole region between source
and drain contacts, thus creating two symmetrical under-lapped regions at
both channel edges, the so-called device access regions. To reproduce the
data reported in [92], the same mobility is assumed for both types of carri-
ers (µ = µn = µp) with a value of 90 cm2/Vs, along with a puddle charge
density of Np = 7 · 1011cm−2 and an n-type intrinsic doping of 1012cm−2.
In order to account for the Graphene-metal contact resistances, which are
in series with the total resistance of the structure (RT), we include two ad-
ditional 100 nm-long regions with an intrinsic n-type doping (5·1010cm−2)
in both source and drain ends [94]. The back gate is grounded and VDS
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is set to 0.1 V. On the other hand, in order to fit the measurements re-
ported in [93], the values used are µ =1091 cm2/Vs (again, the same value
is considered for electrons and holes), Np = 8 · 1011cm−2 and the Graphene
layer intrinsic doping is set to 1011cm−2 (n-type). The back gate is also
grounded and VDS is set to 0.05 V. Making use of these parameters, both
devices were simulated, the achieved transfer characteristics are shown to-
gether with the experimental ones in Figures 7.8a [92] and 7.8b [93]. The
numerical I − V characteristics accurately reproduce the laboratory mea-
surements in the whole range of biases and are able to catch the transfer
response of the electron and hole branches, specially in Figure 7.8b.
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Figure 7.8: Comparison between the numerical simulation (solid line) and the
experimental data (symbols) extracted from [92] (a) and [93] (b).

7.3 Role of access regions in the electrical characteristics
of GFETs

The first investigation exploiting the implemented solver for GFETs is fo-
cused on the role of the access regions in the design and performance of
GFETs [95]. In particular, we analyse in detail how the GFET transfer
response is severely impacted by these regions, showing that they play a
significant role in the asymmetric saturated behaviour commonly observed
in these devices. We also investigate how the modulation of the access re-
gion conductivity (i.e. by the influence of a back gate) and the presence
of imperfections in the Graphene layer (e.g., charge puddles) modify the
transfer response.

Numerous experimental data depict the V-shaped transfer response ex-
pected for these devices according to the theory. However, they commonly
show an asymmetry with respect to the Dirac voltage [96] that is usually ex-
plained considering different electron and hole mobility values, leaving out
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of the spot the relevance of the gate underlapped areas [97, 98, 99]. The ac-
cess regions (that might help to minimize the capacitance coupling between
the gate and the source and drain contacts) impact strongly on the GFET
electrical behaviour, as they constitute a noticeable resistance pathway for
carrier transport. Partial attempts on the modelling of this issue have been
discussed from an analytical resistance-based perspective in [98, 100], but
a comprehensive study of their impact on the GFET performance is still
lacking [101].

To achieve this goal, the basic structure shown in Figure 7.9 has been
devised to carry out the required simulations. The Graphene flake is sand-
wiched in between a top insulator layer, with thickness tTOX and dielectric
permittivity εTOX, and an insulating substrate, with thickness tBOX and di-
electric permittivity εBOX. Both oxides are assumed thick enough to neglect
any tunnelling current through them. A four-terminal device is considered,
with a front gate extending over a length LChn (the device channel length),
giving rise to two under-lapped regions of length LAcc (the access region
length) that connect the channel with the source and drain terminals. In
those cases where back gate is considered, it extends all along the structure
including the channel as well as the access regions. VFG, VBG, and VD stand
for the front gate, back gate, and drain terminal biases respectively, while
the source terminal, VS, is assumed to be grounded.

Figure 7.9: Schematic of the simulated GFET and the macroscopic characteristic
resistances of the device. The dashed and dotted rectangles indicate the regions

identified in the simulations: while the dotted rectangle only encompasses the channel
region, the dashed one includes the access regions.

As indicated in Figure 7.9, the total resistance of the device (RT) is
controlled by the series combination of three resistances, corresponding to
the source access region (RS,Acc), the channel region (RChn) and the drain
access region (RD,Acc). First simulations are performed using the structure
without access regions (i.e. the square defined by dotted lines in Figure
7.9) as a reference, and the structure with access regions (defined by dashed
lines in Figure 7.9). The material stack comprises a monolayer Graphene
sandwiched between a tTOX =3 nm thick HfO2 layer (front gate insulator)
and a tBOX =27 nm thick SiO2 layer (back gate insulator). The front gate,
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which determines LChn, is 100 nm long and both access regions are LAcc =35
nm long. Electron and hole mobilities are assumed identical (µ = 1500
cm2/Vs) and no chemical doping or puddle charge density is considered in
the Graphene layer.
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Figure 7.10: IDS − VFG curves of the device without (a) and with (b) access regions.

The transfer characteristics of the device without access regions are de-
picted in Figure 7.10a for different values of VDS. As can be observed, the
device exhibits the ambipolar V-shaped I − V response of an ideal GFET.
The minimum of the I−V curve defines the Dirac voltage (VDirac), which is
slightly shifted to larger VFG(≈ VDS/2) as VDS increases. The behaviour is
perfectly symmetric with respect to VDirac, reflecting the symmetry between
electron and hole properties. When the access regions are included (Figure
7.10b), a marked variation of the GFET response is observed. First, there
is a notable decrease in the values of IDS, around a factor ×1/50. Second,
the transfer characteristic shows a saturation trend for high |VFG| which
resembles much better the experimental response. Third, and more impor-
tant, the I −V characteristic is no longer symmetric with respect to VDirac,
though the mobility is identical for both types of carriers.
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Figure 7.11: Resistance of the three device regions (channel, source and drain access
regions) compared with the total resistance as a function of the front gate potential, for

two VDS values: −0.1 V (solid) and −0.2 V (dashed).
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In order to provide insights into this behaviour, the resistances RS,Acc,
RChn and RD,Acc were individually calculated. Figure 7.11 shows their val-
ues for VDS = −0.1 V (solid line) and VDS = −0.2 V (dashed lines). The
same behaviour is observed for positive VDS values,which provide the same
profiles mirrored with respect VGS = 0 V. At the Dirac voltage, where
the channel resistivity is the highest, RChn commands the series associa-
tion, but still the access regions provide a non-negligible contribution. For
|VFG − VDirac| > 0.2 V the total resistance is mainly determined by RS,Acc
and RD,Acc. Consequently, the total resistance (RT) is not controlled solely
by the channel conductivity and, therefore, by the gate terminal. The weak
dependence of RS,Acc and RD,Acc on VFG is reflected in the IDS trend to
saturation highlighted in Figure 7.10b. As the values of RS,Acc and RD,Acc
are higher than the channel resistance, a larger fraction of VDS drops in
the access regions reducing the effective potential at the channel edges with
respect to the no-access-regions scenario, and consequently limiting the out-
put current. In addition, the RAcc − VFG dependence is not symmetric, so
neither are the access region potential drops, resulting into a non-symmetric
decrease of the output current, that is, an asymmetric IDS − VFG curve as
shown in Figure 7.10b. This lack of equivalence between the source and
drain access regions is explored in detail hereunder.

In the previous simulations, we assumed that the gate is perfectly aligned
in the middle of the channel leading to identical source and drain access
regions (LS = LD = LAcc) at both ends. A more realistic scenario should
consider the impact of having non-equal LS and LD, enabling to test the
non-equivalent role of RS,Acc and RD,Acc on the GFET response. To this
purpose, structures where the top gate contact is not placed at the centre of
the structure are analysed, resulting in access regions of different length. In
particular, LS (or LD) is set equal to 35 nm, as in the previous simulations,
whilst LD (or LS) is extended or shortened. Specifically, we considered four
scenarios: (i) short source, (ii) short drain, (iii) long source and (iv) long
drain. The length of the short and long access regions scenarios is 17.5 nm
and 70 nm, respectively. The IDS − VFG curves, along with the resistances
RS,Acc, RD,Acc and RChn obtained in each case, are depicted in Figure 7.12.

As expected, there are significant differences between devices. Shorten-
ing either the source or the drain access regions results in a higher output
current (Figure 7.12a) and reduces both its saturation and its asymmetry
with respect to the elongated scenario (Figure 7.10b). When comparing the
shorter regions (Figure 7.12a) it is clearly observable that the LS=17.5 nm
device (solid lines) has a more symmetric response than the LD=17.5 nm
(dashed lines). This is more evident for VDS=0.2 V and emphasizes the role
of the source access region with respect to the drain access region. The
higher impact of LS is also observed in the data for the elongated devices
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Figure 7.12: Transfer response (top) and structure resistances (bottom) as a function of
the gate bias, i) reducing the length (left) of either the source (solid lines) or drain
access region (dashed lines) down to 17.5 nm, and ii) increasing the length (right) of
either the source (solid lines) or the drain access region (dashed lines) up to 70 nm.

(Figure 7.12b). The longer LS results in an increased asymmetry between
both branches. These results can be explained by analysing the resistances
of the structure. Figure 7.12c and Figure 7.12d show RS,Acc, RD,Acc and
RChn as a function of VFG for VDS=0.1 V. When any access region is short-
ened (Figure 7.12c), its resistance is similar or lower to the channel resistance
regardless VFG. The resistance of the longer region controls the total cur-
rent (except for VFG close to zero). When one of the regions is elongated
this effect is emphasized. The transfer responses in Figure 7.12b are clearly
saturated due to the dominant role in the total conductivity of the longer
access region.

The final part of this study analyses how the back gate and puddles
modify the I − V response of the GFET. The use of a back gate makes
possible to modulate the access regions conductivity by means of an elec-
trostatic doping, while the presence of puddles is a non-ideal effect typically
present in Graphene. Figure 7.13a-c shows the transfer characteristic for
three different values of VBG: −1 V, 0 V and 1 V, assuming symmetric
access regions with LS = LD = 35 nm . For VBG = 0 V the results are
quite similar to the scenario without a back gate. In the other two cases,
depending on the polarity of VBG, electrons or holes are accumulated in the
Graphene layer. As a result, the p-type (n-type) branch is enhanced for
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Figure 7.13: Top figures show the IDS − VFG characteristics of the complete structure
when three different back gate potentials are used (−1 V (a), 0 V (b) and 1 V (c)).

Bottom figures show the total (d), channel (e), source (f) and drain (g) resistances for
different back gate biases and VDS = −0.1 V.

VBG = −1 V (VBG = 1 V), regardless the value of VDS. As in the previous
scenario, the origin of this behaviour can be traced back to the resistance
associated to the access regions.

Figure 7.13d-g depicts the device resistances for different VBG values
and VDS = −0.1 V. For |VBG| = 1 V, the total resistance near the Dirac
voltage is dominated by RChn. When VFG is increased above VDirac, the
symmetry of RChn is kept since it is mostly controlled by the front gate,
while the asymmetry of RS,Acc and RD,Acc is exacerbated due to the elec-
trostatic doping, giving rise to the large asymmetry observed in the transfer
response in Figure 7.13a and Figure 7.13b. In particular, the asymmetric
step-like dependence of the access resistances on VFG for VBG 6= 0 V is the
result of the electrostatic competition between the front and back gates to
control the access regions closer to the channel. When VFG and VBG have
the same polarity, they add their electric forces to increase the carrier den-
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sity in the aforementioned zones, increasing the conductivity and therefore
lowering the whole access resistance. However, if VFG is opposite to VBG,
both gates compete to accumulate different types of charges, resulting in a
depleted region close to the channel edges that decreases the conductivity
and increases the overall access region resistances. An equivalent conclusion
was achieved in [102], where a strong modulation of the total resistance by
two additional gates is observed, as in Figure 7.13.
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Figure 7.14: Top figures show the IDS − VFG characteristics of the complete structure
with puddles (Np = 1012 cm−2) when three different back gate potentials are used (−1
V (a), 0 V (b) and 1 V (c)). Bottom figures show the total (d), channel (e), source (f)

and drain (g) resistances for different back gate biases and VDS = −0.1 V.

An additional aspect that cannot be overlooked is the effect of pud-
dles in the Graphene layer [103, 104]. To shed light on this issue, Figure
7.14a-c include the IDS − VFG response when a puddle charge density of
Np = 1012 cm−2 is considered. Two major changes were observed after
including the puddles: (i) the total current is increased compared with the
structure without puddles, and (ii) the asymmetry is clearly reduced. These
changes derive from the equal contribution of puddles to the conductivity of
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both electrons and holes, and explain why the I − V curves of some exper-
imental devices are reasonably symmetric close to the Dirac voltage, where
the conductivity of puddles is dominant. In this situation, the conductivity
of the whole Graphene layer is increased for electrons and holes, in contrast
with the electrostatic doping generated by the back gate. This non-selective
improvement of the conductivity is translated into the resistances of the de-
vice: Figure 7.14d-g includes the R − VFG relation for Np = 1012 cm−2.
The step-like behaviour of RS,Acc and RD,Acc is clearly softened when the
puddles are included, resembling the VBG = 0 V case. Therefore, accord-
ing to the results for VBG = 0 V, puddles are able to improve the overall
conductivity of the channel, but reducing the capability of the back gate to
modulate that conductivity. In Appendix D, the impact of access regions
on the RF performance of GFETs, which was discussed in [95], is explained
in detail.

7.4 Simulation of MOSFETs with arbitrary DoS
As discussed in (Section 7.2), the solution of the DD expressions using the
Fermi-level based approach is equivalent to the most commonly used charge-
based solution as far as an analytical simplified dispersion relationship is
considered. The advantage of the Fermi-level solution, however, lays on its
capability to integrate information about arbitrary material DoS profiles,
such as the spatial dependencies of the electronic band-structure.

This unique capability is exemplified here simulating GaSe-based MOS-
FETs with strained channels combining semi-classical device-level simula-
tions with material atomistic calculations [105]. This sort of multi-scale ap-
proach has been widely exploited from the quantum transport perspective,
where DFT, maximally localized Wannier functions, and non-equilibrium
Green functions are combined to study the limit of operation of 2D FETs
as well as novel device concepts based on 2D materials [106, 107, 108, 109].
However, the combination of semi-classical transport with an atomic-level
description of the material properties remains mostly unexplored [75].

In order to evidence the capabilities of this approach we have focused our
attention on the evaluation of mechanical strain in 2DMs-based devices [110,
111]. Strain engineering has already been widely employed in conventional
silicon technology to boost carrier transport properties with a remarkable
industrial success [112]. In fact, due to the inherent mechanical flexibility
of 2D materials, it is expected to become a key technology enabling on-
demand modulation of the optical, mechanical or electrical properties. As an
example, it has been demonstrated that the application of controlled strain
originates both, a noticeable enhancement of the photoresponsivity of single-
layer MoS2 photodetectors [113], and the modulation of the Schottky barrier
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height of metal-TMDs contacts modifying the device transport properties
[114].

In this study Tight-Binding (TB) calculations characterizing the mate-
rial band-structure are combined with the electrostatic-transport simulation
scheme described in the previous chapters. More specifically, the electronic
structure is described through a TB position-dependent DoS, which is later
used for the evaluation of the free charge in the device-level simulations
(Section 5.4.2). We focus on a particular subset of the 2DMs family: Metal
Monochalcogenides (MM)s, and specifically on Gallium Selenide (GaSe)
[115], where the possibility of synthesizing monolayer wrinkled structures
has opened the path to inhomogeneous strain yielding to spatially varying
band-structures at the nanoscale [116, 117, 118].

The TB model is able to capture particular features arising from the
conformal changes in the crystal structure produced by localized strain in
monolayer GaSe and the corresponding position dependent DoS. This imple-
mentation allows us to accurately include the effect of tensile or compressive
strain with arbitrary patterns, such as those produced by substrate pattern-
ing or bubbling [116, 119], in the device level simulations so to achieve an
accurate evaluation of the longitudinal carrier profiles in the framework of a
DD transport description. This work was carried out in collaboration with
the group of Prof. Juan José Palacios (UAM).
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Figure 7.15: (a, b) Illustration of crystal structure and zoom of the unit cell vectors, (c)
along with an example of a tensile strained structure. (d) Band-structure calculated for
the relaxed GaSe monolayer using TB calculations and a detail of the change in Eg with

several values of tensile strain in the ZZ direction.

In particular, for the TB calculations the unit cell of GaSe is composed
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by two Se and two Ga atoms disposed in the outer and inner cell, respectively
(as depicted in Figure 7.15). Their coordinates are Ga(0,0,−b), Ga(0,0,b),
Se
(
a
2 ,

a
√

3
2 ,−c

)
, and Se

(
a
2 ,

a
√

3
2 , c

)
, where a = 2.25 Å, b = 1.27 Å, and

c = 2.10 Å. To form a layer, the unit cell is repeated following the cell
vectors −→a1 = 3a

2

(
1, 1√

3 , 0
)
and −→a2 =

(
0, a
√

3, 0
)
.

To model this system we employ a nearest-neighbour TB Hamiltonian
with four orbitals per atom (s, px, py and pz). The Hamiltonian is given by

H =
∑

i,j

tijc
†
icj + c.c., (7.1)

where tij is the nearest-neighbour hopping parameter and c†i (cj) the de-
struction (creation) operator. We have used the Camara et. al. TB
parametrization [120], that was implemented for a 3D GaSe system, fitting
the bands for a monolayer (2D system) by correcting the unit cell reducing
the distance between Se atoms. This approach accounts for the fact that
outer atoms do not interact with others atoms of adjacent layers, and there-
fore their distance is decreased. We have considered tensile and compressive
strain in the zigzag (ZZ) direction, i.e. along −→a2 Figure 7.15, having a 10%
maximum strain with a soft cosine profile. To achieve a proper description
of this situation supercells composed by 160 unit cells in the ZZ direction
have been employed. This supercell is a box with four nearest-neighbour
connection, with the following Hamiltonian:

H(k||, k⊥) = H00 +H
||
01e

i
−→
k||
−→a||+H

||
10e
−i−→k||−→a||+H⊥01e

i
−→
k⊥
−→a⊥+H⊥10e

−i−→k⊥−→a⊥ (7.2)

where H00 is the supercell Hamiltonian, and H01 and H10 are the nearest-
neighbour forward and backward hopping Hamiltonian, respectively. The
box directions are indicated by parallel || and perpendicular ⊥ symbols,
and −→k and −→a represent the wavevector and real space vector for the box,
respectively.

To calculate the DoS in systems with a big number of unit cells we have
employed in one direction the Surface Green functions Matching Method
[121, 122] where the local DoS gl is calculated as:

gl(E, k⊥) = − 1
π
Im [Tr(Gl(E, k⊥))] (7.3)

where Gl is the Green function of the cell l, and E the energy. The system
is considered homogeneous in the direction perpendicular to the strained
ZZ; therefore, k⊥ is a good quantum number. In that case, we can use the
usual k-point summation technique to evaluate the total DoS per unit cell:
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gl(E) = 1
Nk⊥

Nk⊥∑

k⊥=1
wk⊥gl(E, k⊥) (7.4)

where w⊥ is the relative weight of each k⊥. We have chosen Nk⊥ = 130 as
the number of k⊥, and a constant weight for each k⊥, w⊥ = 1, in order to
get a good approximation to the actual DoS. The final DoS profile depicts
a spatial dependence in correspondence to the longitudinal position of the
unit cells, yl, and it is split into electron and hole DoS profiles as:

gl(E)
{
gl(E > Eg/2) = gn(E, yl)
gl(E < Eg/2) = gp(E, yl)

(7.5)

that are linearly interpolated in the 2D (E, y) space so to define the profiles
gn(E, y) and gp(E, y), in the device simulations.
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Figure 7.16: (a) Structures considered in the simulation of the SG (top) and SPG
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regions, i.e. regions not covered by the gates. (b) DoS profiles of the structures

considered and (c) their respective longitudinal Eg profiles.
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To illustrate the capabilities of the this approach, we have considered
the 2D-FET configurations shown in Figure 7.16a. In these devices the
channel regions are relaxed (i.e. without strain), while the strain (tensile
or compressive) is applied in those areas not covered by the gate, i.e. the
access regions. In particular, four devices are evaluated, corresponding to
two geometries, Single-Gate (SG) and Split-Gate (SPG) FETs, with both,
n-type and p-type conductivity channels. Gate lengths are set to cover the
relaxed semiconductor regions and so that, Lg =20.27 nm (52 unit cells) for
the SG devices, and Lg =11.69 nm (30 unit cells) for the SPG devices. In
addition, devices with completely relaxed channel are used as a reference.
In this way, concurrently to the demonstration of the proposed platform, we
assess the role of the strain to enhance the conductivity of the access regions,
and thus as potential alternative to other approaches based on: locally
gated devices [99, 123]; self-aligned gate contacts [124, 125]; locally charged
insulators [126]; phase changes [127, 128]; or chemical doping [129, 130].
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Figure 7.17: Transfer characteristics (top) and transconductance (bottom) of the SG
structures. In all the cases we consider both n-type (a,c) and p-type (b,d) transistors to

evaluate how strain impacts on the conduction of each type of carrier.

As previously stated, the GaSe monolayer is 160|−→a2|-long corresponding
to 62.3 nm in the relaxed devices. This length slightly changes according
to the type of strain and the number of strained regions considered. In all
cases the total length of channel and access regions is extended by two 5
nm-long regions with a high conductivity that emulate the source and drain
contacts and determine the polarity of the device. Despite the importance
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of contacts in the context of 2DMs-based FETs [90, 114, 131, 132, 133], here
we try to focus exclusively on the impact of the applied strain on the device
performance, avoiding other effects that could overshadow it. Finally, a 10
nm-thick HfO2 layer covers the GaSe channels acting as gate insulator.

The DoS profiles corresponding to the different GaSe strained crystals
are depicted in Figure 7.16b along with the local variations in the energy gap
(Eg), Figure 7.16c. The relaxed material shows Eg = 1.42 eV. The compres-
sive/tensile strain tends to increase/decrease this band gap, in good agree-
ment with similar trends reported in the literature [116, 118, 134]. In partic-
ular, the strain-engineered control of the bandgap in GaSe nanosheets has
been experimentally demonstrated in [119], with substantial decrease/in-
crease in the energy gap (measured by exciton energy extraction) upon the
application of uniaxial tensile/compressive strain.
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Figure 7.18: Longitudinal carrier density profiles of the n-type devices with tensile strain
(a) and relaxed channels (b), and the p-type devices with compressive strain (c) and

relaxed channels (d).

When these DoS profiles are introduced in the mesoscopic device self-
consistent simulations, the transfer characteristics of the SG FETs depicted
in Figure 7.17 for both n-type and p-type conduction are obtained for the
SG device. A noticeable impact on the conduction of electrons and holes is
observed: tensile strain (T2) enhances the electron conduction and degrades
the hole current, while compressive strain (C2) results on the opposite be-
haviour. It is therefore evident that the application of strain on the access
regions produces an effect similar to the chemical doping, promoting the
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conduction of one specific type of carrier. This induced-doping strain re-
lation has been evidenced for other 2DMs, such as black-phosphorus (BP)
[135], where strain-modulated bandgap significantly alters the density of
thermally activated carriers, impacting the conductance of BP-based FETs;
or in single-layer MoS2 [136], where experimental evidence of the direct re-
lation between strain and doping has been shown by Raman mapping and
electrical measurements.

When compared with the relaxed case, this local doping results in a
relevant increase in the output current (Figure 7.17a and Figure 7.17b) and
transconductance (Figure 7.17c and Figure 7.17d) by a twofold factor, when
the appropriate strain is employed. These changes can be associated to an
increase in the carrier density in the access regions due to the strain, which
are depicted in Figure 7.18. These profiles show an almost equal main carrier
density at the centre of the structure, independently of the strain applied.
The most noticeable differences are observed in the access region: while
the relaxed channel depicts a reduction of the carrier density in the access
regions, this effect is less acute when strain is introduced in the structure.
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Figure 7.19: Left plots show the transfer response of the n-type devices (a,c) and p-type
devices (b,d) for the SPG-1 configuration (VG = Vg1, Vctr = Vg2) and for the SPG-2

configuration (VG = Vg2, Vctr = Vg1), also for the n-type (e, g) and p-type (f,h) devices.
VDS = 0.1 V for all the scenarios. Strained devices correspond to the top panels and the

relaxed ones to the bottom ones.

Next, we extend this analysis to the Split-Gate (SPG) devices shown in
Figure 7.16a, taking advantage of the versatility of the proposed platform.
This type of structures are appealing for non-linear applications, such as

114



7. SIMULATION OF 2D SEMICONDUCTOR BASED MOSFETS

mixers [137], or to implement different functionalities, such as logic gates,
with a reduced number of transistors [138]. For the sake of relevance, we
limit the investigation to tensile n-type and compressive p-type conduction.
To analyse the SPG device operation, we set one gate performing a whole
sweeping cycle VG while the other acts as a control input Vctr. Figure 7.19a-
d shows the transfer responses for the SPG-1 configuration (i.e., (VG = Vg1,
Vctr = Vg2)) while Figure 7.19e-h shows the data for the SPG-2 configuration
(i.e., VG = Vg2, Vctr = Vg1). In all the cases, VDS is set to 0.1 V.

A saturated I − V trend is observed in all the situations. It should
be highlighted, however, that this behaviour is originated not only by the
strained access regions, but also by the channel under the control of the gate
with a fixed conductivity. This is confirmed by the carrier density profiles
depicted in Figure 7.20, where large fluctuations in the carrier density in
that channel are observed when either Vg1 or Vg2 are swept and Vctr is kept
fixed. This aspect indeed enables the operation of the SPG device as a
potential two-input logic gate, an study that deserves a future work.
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Figure 7.20: Longitudinal carrier density profiles as a function of the gate bias
(VG = Vg1 or Vg2) for the n-type (a,c,e,g) and p-type (b,d,f,h) devices. For the left panel

Vctr = Vg2 = ±0.3 V and for the right panel Vctr = Vg1 = ±0.3 V. Strained devices
correspond to the top row and the relaxed ones to the bottom one.

Figure 7.21 extends the SPG-FET analysis to the Ion/Ioff ratio as a
function of the control gate bias, Vctr. A low-power specification has been
considered for the definition of the OFF current, that is IOff = 10−4 µA/µm
and VOn = VOff ± 0.3 V, according to [139]. Figure 7.21 evidenced that the
ON-OFF ratio is clearly enhanced for the structures with strained access
regions and it can be modulated by the control gate, the larger the conduc-
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tivity of this region the better the resulting ON-OFF ratio in both p-type
and n-type operation.
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Figure 7.21: ON-OFF ratio of the SPG devices as a function of the control bias. The
calculation of these values follows the Low-Power compliance: IOff = 10−4 µA/µm,

VOn = VOff ± 0.3 V according to [139].

Notable differences in the ON-OFF ratio are observed when the control
gate is interchanged (red vs. blue lines). Although the device structure is
symmetric, the influence of each one of the two gates differ when a non-zero
source-to-drain bias is applied. This is evidenced in Figure 7.22, where the
hole longitudinal density profiles of the structure with compressive strain
(p-type) are plotted for the SPG-1 (solid lines) and SPG-2 (dashed lines)
configurations with Vctr = 0.4 V and VG = −0.35 V (i.e., one of the channels
is OFF and the other is ON), in equilibrium (blue lines) and for VDS =
−0.1 V (red lines). In equilibrium (solid and dashed blue) both gates are
symmetric, but when VDS = −0.1 V is applied (solid and dashed red lines)
the hole density under each gate differs to a relevant factor, depending on
the device configuration. When the second channel is switched ON (SPG-2),
its maximum charge density is lower compared with the charge accumulated
at the first channel when it is ON (SPG-1). This difference is due to the
effect of the drain bias, as it reduces the effective gate bias applied on the
second channel. As a result, we observe the differences in the ON/OFF
ratio shown in Figure 7.21.

These results show that this approach is suitable to capture the influence
of the strain on the device electrical performance. In addition to this, it
is observed that a properly engineered local strain could help to mitigate
the negative impact of access regions and to control the polarity of the
device, mimicking the effect of chemically doped 2D crystals coherently with
the first experimental evidences demonstrating this strain-induced doping
relation in 2DMs [119, 135, 136].

116



7. SIMULATION OF 2D SEMICONDUCTOR BASED MOSFETS

0 0.2 0.4 0.6 0.8 10

2

4

6
·1012

x/Ldev

p
(c

m
−

2 )
SPG-1 Eq.
SPG-1 Tr.
SPG-2 Eq.
SPG-2 Tr.

Figure 7.22: Longitudinal hole density profiles for the SPG-1 (solid) and SPG-2
(dashed) configurations with Vctr = 0.4 V and VG = −0.35 V. Blue lines correspond to
the data obtained in the equilibrium scenario (VDS = 0 V) while red lines correspond to

the VDS = −0.1 V scenario.

7.5 Hysteresis in MoS2 MOSFET devices
This final section is dedicated to evaluate the time-dependent implementa-
tion of the DD equation previously discussed in Section 5.5. To this purpose
we consider, as a case of study, the investigation of the hysteresis effect in
the time-dependent response of MoS2 FETs. This work has been the result
of a collaboration with RWTH and AMO GmbH, during a three months
research stay that took place in 2019, under the supervision of Prof. Max
Lemme.

Figure 7.23: Flowchart used to extract the energetic Dit profile combining experimental
data with numerical simulations. First, basic parameters like doping, carrier mobility
and a first guess of Dit are estimated from DC curves. Then, the measurements with

different sweep conditions are fitted by tuning Dit.

MoS2 FETs are under an intense research spotlight, due to the potential
that this material has exhibited for different applications. In spite of relent-
less experimental progress, device performance is still seriously impacted by
the presence of defects and traps that results in hysteresis in their electrical
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measurements. This feature is typically associated with charge trapping/de-
trapping processes, although their precise origin and understanding is still
under debate [140]. Such behaviour cannot be reproduced by electrostatic
simulations as it requires to take into account the history of the state of
the device. In that concern, the simulations of MOSFET devices in a tran-
sient regime is the suitable tool to handle this type of studies. The time-
dependent implementation of the simulator has been exploited to investigate
the MoS2 FETs hysteresis and its association with interface charge traps.
To that end, simulations were combined with experimental data that depict
the hysteresis aforementioned, aiming to extract the energetic profiles of the
interface traps of the measured device from the device simulations [141].In
this case, the experimental measurements correspond to a set of gate bias
sweeps with the same minimum value and increasing the maximum applied
bias. This is intended to progressively fill interface traps and extract the
information from differences between the consecutive curves.

The flowchart of the method represented in Figure 7.23 starts with a
fitting of the largest forward sweep with electrostatic simulations to extract
basic parameters related with the material, that is, the intrinsic doping,
carrier mobility and an initial energetic profile for charge traps, D0. Next,
transient simulations are used to fit the data and tune the initial energy
profile for interface traps. First, the shortest sweep is fitted tuning the
low energy components of the interface traps DoS, Dit. Then, the same
procedure is followed with the data for subsequent sweeps applying higher
voltages. The initialDit for each sweep is the one previously obtained, which
is then corrected by adding higher energy components. Once the data for
all the sweeps are fitted, the process is repeated for a fine tuning of Dit. For
all this process, Dit is assumed as a combination of Gaussian functions, as
they provide smooth and easy to manage profiles.

For the experimental realization, 5 µm-long few-layer MoS2 FETs with
multiple channels, and a 35 nm thick Al2O3 bottom-gate dielectric were
fabricated as described in [142]. An optical micrograph of the final device
is shown in Figure 7.24. Raman measurements show the clear signature of
MoS2 in the channel (Figure 7.24).

Although the device is defined by multiple channels in a parallel configu-
ration, for the simulation only one of these channels is considered. Thus, the
results will be scaled later by the number of active channels when compar-
ing simulations and the experimental data. The structure simulated is the
one shown in Figure 7.25 and is defined by a 2.6 nm-thick (≈4 layers) and 5
µm-long MoS2 channel deposited above a 35 nm-thick Al2O3 substrate. The
MoS2 is left uncovered and consequently an insulating region with εr = 1 is
considered on top of it. Charge traps are located at the interface between
the semiconductor and the substrate. As aforementioned, the MoS2 FETs
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Figure 7.24: Optical micrograph of the device fabricated and Raman measurements of
the MoS2 layer [141].

Figure 7.25: Structure considered for the simulations corresponding to a single channel
of the multichannel structure depicted in Figure 7.24, with a 2.6 nm-thick MoS2 (≈4
layers) on top of the Al2O3 substrate. Simulations also include a region above the

channel with εr = 1 and charge traps (orange) on the interface between the channel and
the substrate.

were characterized through a set of forward-backward gate voltage sweeps.
As shown in Figure 7.26, the minimum VGS value was kept unaltered while
the maximum value was progressively increased in each sweep. This proce-
dure intends to set the same initial state of interface traps for every sweep,
and progressively increase the amount of traps occupied as the bias for each
new sweep is increased.

Figure 7.26 shows that as the range of the sweeps is increased a shift is
observed for the backward branches of the curves, while the forward branch
is quite similar for all of them. This fact indicates that the state of the
device at the beginning of each backward sweep is modified. This change in
the device state is also observed in gm that depicts a more steep profile for
the backward sweeps. Once the simulations and the tuning of the Dit profile
is completed we obtain the experimental data fitting depicted in Figure 7.27.
The extracted Dit profiles provides a good agreement between simulations
and experimental data.

All the components defined for Dit are Gaussian functions whose param-
eters are summarised in Table 7.2. In this table, for each Dit contribution,
µ corresponds to the mean energetic location, σ to the width (defined as en-
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Figure 7.26: (a) IDS − VGS and (b) gm − VGS from the measurements for the MOSFET
device.

ergetic variance of the pulse), Dmax to the height, and τ the time constants
for the charging τc and discharging τd events. Altogether, these components
depict a profile similar to the one observed in [89, 91]. The only remarkable
difference is the large component for very high energies, D6 in Figure 7.27.
That one, however, was extracted using only the data for the larger sweep
and additional measurements would help to clarify if that component be-
haves as expected from simulations. However, this elaborated process does
not seem straightforward as the results for the longer sweep (VGS = [−6, 6]
V) shows a slight decrease in the transconductance (Figure 7.26b) for the
forward sweep indicating a slight saturation of the IDS − VGS curve. The
origin of this saturation may be associated to the effect of parasitic resis-
tances (e.g. contact resistances) that are able to mask the effect of charge
traps in a extended gate bias sweep.

µ (eV) σ Dmax (cm−2 eV−1) (τc, τd) (s)
D1 0.5063 0.1415 23.55 · 1012 (0.15, 0.1)
D2 0.475 0.0475 1 · 1012 (0.08, 0.1)
D3 0.76 0.1501 6.24 · 1012 (5, 8)
D4 0.7837 0.095 1.3 · 1012 (0.15, 1 · 10−3)
D5 0.8835 0.1093 0.6 · 1012 (0.2, 1 · 10−3)
D6 0.9357 0.0114 23 · 1012 (5.5, 1 · 10−3)

Table 7.2: Parameters used to define each component of the energetic profile of charge
traps Dit. All of them are described by a gaussian profile, so µ corresponds to their

energetic location, σ to their width and Dmax to their height. (τc, τd) stand for the time
constants that determine their temporal behaviour.

The Dit profiles depicted in Figure 7.27 show that there are three com-
ponents with a noticeable magnitude. At first sight, these components can
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Figure 7.27: (top) Data fitting for each of the sweeps performed using the final Dit
profile. (bottom) Dit components extracted for the DoS of the interface traps through

the fitting process and their respective Nit − EF profiles.

be understood as those with the higher impact on the transfer response of
the device, while others only provide fine adjustments to the experimental
data. To evaluate this analysis, Figure 7.28, shows the I − V characteris-
tics of the MoS2 FET with the complete Dit and with a simplified Dit (i.e.
considering only the three components with a higher magnitude).

The curves plotted in Figure 7.28 reveal that although hysteresis is also
observed in the simplified case, IDS is much higher when using the simplified
Dit. Thus, the impact of the components with a lower magnitude cannot
be neglected to achieve a proper fit. This conclusion is also supported by
the Nit−VGS and EF,n−VGS profiles extracted from the fitting process and
depicted in Figure 7.29.

The curves in Figure 7.29 show that EF,n depicts a clear hysteresis cycle
even for low gate biases. This behaviour, however, cannot be extended to
Nit as the hysteresis in this magnitude is observed only for medium/large
VGS values. This result reveals the high impact of interface traps, as an
almost negligible difference between the forward and backward data in Nit
comes along with a noticeable change in EF,n.
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density associated to interface traps as a function of the gate bias.

This difference can also be traced back to the time constants (τc, τd)
associated to each Dit component. Despite the higher magnitude of D3
and D6, their time constants are also larger, so their impact is lowered.
To illustrate the impact in the device behaviour of these time constants,
the values obtained from the fitting process have been modified. In order
to simplify this analysis, we consider the same time constants for all the
components of the charge traps. Under this assumption, three scenarios
were considered: i) ideal traps that react instantaneously to changes in the
bias conditions of the device, (τc, τd) = (10−6, 10−6) s; ii) large charging time
constant, (τc, τd) = (2.5, 10−6) s; and iii) large discharging time constant,
(τc, τd) = (10−6, 2.5) s. Figure 7.30 shows the transfer responses obtained
for these three scenarios, along with the data previously obtained to fit the
experimental measurements.

The ideal traps scenario (case i) does not show any hysteresis, as charge
traps behave in the same way independently of the direction of the sweep.
This changes when an asymmetry is introduced in the time constants. The
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Figure 7.30: a) IDS − VGS and b) EF − VGS for the three scenarios considered for time
constants along with the data previously obtained after the fitting process.

data for the high τc (ideal charging, case ii) scenario, depict a higher output
current for the forward branch, which indicates that the impact of charge
traps is reduced due to their delayed response. For the high τd (ideal dis-
charging, case iii) scenario, the delayed response of traps is translated into
a larger threshold voltage for the backward branch and a larger change in
IDS, as charge associated to traps behaves as a constant charge. When this
data is compared with the one achieved fitting Sweep 5 (see Figure 7.27),
we observe that the curve with larger τc provides a similar behaviour in the
forward branch. This can be extended to the curve for the large τd scenario,
that also mimics the data for the backward branch of Sweep 5, taking into
account the horizontal shift due to the different initial conditions of the
backward sweep in each case. All these comments can be extended to the
EF,n profiles depicted in Figure 7.30b. There, if the profiles for the large τc
and large τd scenarios are combined, the resulting profiles resemble in a large
extend the data for Sweep 5. As a conclusion, a common charging constant
could be considered for all the Dit components as a first approximation to
reproduce the behaviour of the device, although a fine analysis such as the
one performed in this work is able to provide much more information on the
nature of these components.
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CHAPTER8
Simulation of 2D based BioFET devices

8.1 Introduction
In this second chapter of Part IV of the Thesis, we will focus on the struc-
tures that contain the electrolyte, i.e., the complete BioFET. First, the
model for the electrolyte is validated in two different situations, isolated and
integrated with the semiconductor models. Then, several results obtained
using the models of the sensing interface, those for the receptor-target com-
plex and surface ion adsorption, are presented. First, the box-based model
is used to illustrate the impact of the model election in the results achieved
from BioFET simulations. The results show noticeable differences when us-
ing the different models, providing some insights on the importance of the
proper modelling of the biomolecules in these numerical simulations. Sec-
ond, the model for the fine molecule charge distribution is used along with
the simulation scheme for graphene based devices using a real molecule.
That study presents the great potential of this model and some interesting
results about the impact of the amorphous shape of the molecule in the re-
sponse of the sensor. Next, the randomization in the receptor location and
activation is used to study its impact on MoS2 BioFETs for DNA detection.
The results obtained from that study supply some insights on the impact
of device-to-device variability in the sensor response and regarding their
optimization. Finally, the integration of information from PMF profiles in
the SB model for surface ion adsorption is analysed through an equivalent
reaction constant. To that end, several surface chemical reactions schemes
are evaluated and compared with the results provided with PMF profiles.

8.2 Validation of the BioFET simulator
The transport model of the semiconductor devices is now combined with
the electrolyte description to build up a comprehensive simulation scheme
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8. SIMULATION OF 2D BASED BIOFET DEVICES

for BioFETs. The developed simulator has been subject of a two-step vali-
dation process. First, the model for complex electrolytes has been validated
by comparing with the well-established Debye-Hückel analytical approxima-
tion. Next, the semiconductor device is included along with the electrolyte
in the simulations to validate the complete scheme by comparing with ex-
perimental results of a MoS2 BioFET. All data regarding this validation
were published in [143].

8.2.1 Complex electrolyte simulation
The validation of the model for the complex electrolyte is performed us-
ing a planar-capacitor-like structure with an electrolyte and an oxide layer
between two plates as depicted in Figure 8.1.

Figure 8.1: (a) Simulated structure to be compared with the Debye-Hückel
approximation: a 1 nm thick oxide (red) is in contact with an electrolyte (cyan) between

two contacts (gold).

A PBS solution, previously described in Section 6.2, is employed as the
electrolyte of these simulations and a 1 nm-thick SiO2 layer is the insula-
tor over the bottom plate. The top contact acts as a reference electrode
(VRef), while the bottom electrode bias is modified to analyse the profiles
of the potential near the oxide surface (Vcont). Those profiles will be later
compared with the Debye-Hückel approximation that follows an exponential
dependence:

φ(x) = φ0e−x/λD (8.1)

with λD the Debye length defined as [84]:

λD =
√

εkBT

2NAvgq2I
(8.2)

where ε is the electrolyte permittivity and the rest of the parameters have
already been defined. Three different electrolytes have been considered:
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0.01×PBS, 0.1×PBS and 1×PBS. The concentrations of the ions for the
1×PBS electrolyte are indicated in Table 8.1, while for the other two cases
their concentrations only need to be scaled by 0.01 (0.01×PBS) and 0.1
(0.1×PBS), respectively.

Element Concentration Element Concentration
Na+ 137 mM NaH3PO4 10mM
Cl−NaCl 137 mM H+ 10−pH
K+ 3 mM OH− 10−14+pH

ClKCl 3 mM

Table 8.1: Electrolyte concentration with 1×PBS as a function of the pH.

Figure 8.2 shows the potential profiles obtained for different (Vcont) val-
ues (ranging from 2 mV up to 10 mV) and the three aforementioned elec-
trolyte concentrations. Each of these profiles is compared with the Debye-
Hückel equation (Eq 8.1), where φ0 is set by the oxide-electrolyte interface
potential from numerical simulations and λD is analytically evaluated using
(Eq 8.2) for each electrolyte composition. The simulated potential profiles
match to an excellent agreement the exponential approximation up to the
position of the SiO2 layer at y = 1 nm for all cases, validating the complex
electrolyte modelling.
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Figure 8.2: Potential profile near the oxide surface (solid lines) using different Vcont
values and the Debye-Hückel approximation for each case (circles). From left to right,

the PBS concentrations used are: (a) 0.01×PBS, (b) 0.1×PBS and (c) 1×PBS.
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The potential profile self-consistently determines the ion concentration
in the electrolyte. In order to illustrate its distribution, Figure 8.3 shows
the concentration profiles as a function of the position for a 0.1×PBS and
Vcont = 10 mV. The ion concentration derived from NaH3PO4, that de-
pends on the pH as described in Section 6.2, reveals a strong modulation
of the concentration (Figure 8.3 bottom right) demonstrating that a proper
electrostatic modelling of the electrolyte cannot neglect these complex re-
actions.
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Figure 8.3: Concentration of the ions present in the electrolyte as a function of the
position. The electrolyte composition is 0.1×PBS and Vcont = 10 mV.

8.2.2 FET device gated by an electrolyte

Once the isolated complex electrolyte has been tested, the semiconductor
region is included in the simulation in order to validate the complete BioFET
simulation scheme. The experimental data for this validation were obtained
from the work of Sarkar et al. [16], that provides the transfer characteristic
of an electrolyte-gated device in the absence of target molecules. The device
is based on a 5 nm thick layer of MoS2 sandwiched between a 270 nm thick
SiO2 layer (substrate) and a 30 nm thick HfO2 layer. The semiconductor
channel is 5 µm long and it is only controlled by the electrolyte gate. The
electrolyte composition is 0.01×PBS.

The channel is 5 nm thick (around 7-8 MoS2 layers), quite thick com-
pared with its monolayer version but enough to provide a strong quantiza-
tion of the energy levels (Section 5.2.1), so the hybrid implementation of
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8.2 Validation of the BioFET simulator

the Schrödinger equation (Section 5.2.2) is considered for this simulation.
The model for charge traps described in Section 5.6 is also included in the
simulations. Two scenarios for the oxide-semiconductor interface are con-
sidered in order to illustrate their impact in the device response: pristine
interface (no traps) and non-ideal interface. Regarding the DoS of these
charge traps, acceptor traps with a constant energetic profile is considered
for both SiO2-MoS2 (5 · 1010 eV−1 cm−2) and MoS2-HfO2 (5 · 1012 eV−1

cm−2) interfaces. These scenarios are also combined with an electrolyte
voided of ions to achieve a deeper insight of the impact of the electrolyte
modelling in the simulations. Figure 8.4 shows the experimental transfer
characteristics extracted from [16] and the simulation results.
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Figure 8.4: Comparison of the transfer characteristics measured by Sarkar el al. [16]
(solid blue) and the results of the BioFET simulations, with ions (solid) and w/o ions
(dashed). Markers indicate if interface traps are considered in the simulations (squares)

or not (circles).

The data depicted in Figure 8.4 show that the trend of these curves when
the electrolyte does not contain ions are far from the experimental results.
However, when the ions are included in the simulations the agreement with
the experiment is considerably improved and the match is, indeed, excellent
when the effect of interface traps is incorporated. The very good fitting with
the experimental data evidences that the electrolyte-semiconductor system,
including the coupling between the two regions of the device and the non-
idealities at the interfaces, is correctly modelled. Once the electrolyte model
is validated for both scenarios, isolated and combined with the semiconduc-
tor, the next step is to include the model of the molecules within the sim-
ulator. Next sections expose the results obtained with the different models
described in Section 6.4.1. In order to avoid an excessive segmentation in
the presentation of the results obtained with each approach, we introduce
the model in each case and their corresponding electrical results when it is
inserted in the whole structure incorporating the semiconductor.
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8.3 Simulation of monolayer MoS2 BioFET with box-
based molecule models

As previously described in Section 6.4.1, the box-based molecule model con-
siders different alternatives regarding the interaction between the ions in
the electrolyte and the molecule box. In this particular case three scenarios
are considered: fully permeable box (Model 1), permeable neutral recep-
tor and solid target (Model 2), solid receptor-target complex (Model 3).
These models are first analysed only with the model of the electrolyte using
the structure depicted in Figure 8.5, which also indicates the characteris-
tics of the box-shaped molecule. The size of the neutral receptor (hn = 2
nm) is chosen to be close to the Debye length of the 0.1×PBS electrolyte
(λD = 2.406 nm), and thus, three screening cases will be studied: i) weak
screening (0.01×PBS), ii) strong screening (1×PBS) and iii) quasi-complete
compensation (0.1×PBS).

Figure 8.5: Characteristics of the box-shaped molecule considered in the simulations.
Neutral receptor is 2 nm-height, a value close the Debye length of the 0.1×PBS
electrolyte. The charged target is 6 nm-height and contains a charge of 2 q.

Figure 8.6 shows the total ion charge density distribution when the three
interaction models are used for the 0.1×PBS concentration. The influence
of each molecule model on the ion distribution is clearly observable. The
impact of the different PBS concentrations is shown in Figure 8.7, where
the longitudinal charge density profiles at y = 6 nm are depicted for the
different PBS concentrations.

Figure 8.7 shows that far away from the molecular charge, the ionic
charge density (Nelec) is roughly the same independently of the interaction
model used. Near the molecular charge, nevertheless, large differences in
Nelec arise. Model 1 presents the maximum of the ion concentration at the
molecule centre while in Models 2 and 3 the ions are prevented from entering
into the molecular region.
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Figure 8.6: 2D colormap of the total ion charge density near the oxide layer when the
three different molecular models are used. The electrolyte composition is 0.1×PBS and

Vcont = 5 mV.
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Figure 8.7: Longitudinal charge density profiles at y = 6 nm. The cases depicted
correspond to the three interaction models when the PBS concentration is modified:

0.01×PBS, 0.1×PBS and 1×PBS.

The sensing mechanism of the BioFET device is based on its capability to
reproduce the molecule charges in the channel. That depends, of course, on
the PBS ion concentration in the surrounding medium, and to what extent
the molecule charge is screened by the electrolyte. In order to understand
the differences between the molecular models in this regard, Figure 8.8 shows
the contact charge (Qcont), that emulates the channel in a BioFET device,
and the electrolyte charge (Qelec) normalized to the molecular charge (QM)
in the structure. Since the molecular charge is positive, the changes of Qcont
from negative to positive indicate that QM is completely screened and the
charge evaluated in the contact is modulated by Qelec.

The relationQ/QM vs. Vcont always follows a linear trend, and the values
obtained using the different models become closer as the PBS concentration
is increased. For a given PBS concentration, Models 1 and 3 define the
extreme values of Q/QM and Model 2 provides intermediate results that
approach those of Model 1 or Model 3 depending on the PBS. Thus, for low

132



8. SIMULATION OF 2D BASED BIOFET DEVICES

1 2 3 4 5 6 7 8 9 10−0.15
−0.1

−0.05
0

0.05

0.01×PBS

0.1×PBS
1×PBS

b)

Vcont (mV)

Q
co

nt
/
Q

M

−1.05
−1

−0.95
−0.9

−0.85
0.01×PBS

0.1×PBS
1×PBS

a)
Q

el
ec

/
Q

M

Model 1 Model 2 Model 3

Figure 8.8: Charge density associated to the electrolyte (a) and oxide contact (b)
relative to the molecule charges as a function of Vcont. The change in the sign of Qcont

indicates that the molecule charge is completely screened.

PBS concentrations, the screening is expected to be weak and the values of
Model 2 are closer to those of Model 3, while for high PBS concentrations,
where a high screening takes place, Model 2 approaches to the results of
Model 1. This adaptability of Model 2 can be explained according to the
relative role of the neutral and charged regions of the molecule under differ-
ent screening conditions. In a high screening situation, the contact charge
is mainly determined by the charge of the ions located between the oxide
interface and the molecule charged region. The neutral receptor region is
modelled in the same way in Models 1 and 2 and therefore the results ob-
tained with both models are similar. In the weak screening case the charged
region of the molecule gains relevance and Model 2 is similar to Model 3.

Now, the box-based model of the molecules is included in the device
level simulation. The complete device structure shown in Figure 8.9 is sim-
ulated. The device follows the design of the experimental data provided in
[16] (Section 8.2.1), but using a monolayer MoS2 as semiconductor channel,
to explore the performance limit in a 2D BioFET. The electrolyte com-
position (0.01×PBS) and interface traps (constant profile and a value of
5 ·1010 eV−1cm−2 for the SiO2-MoS2 interface and 5 ·1012 eV−1cm−2 for the
MoS2-HfO2 interface) are the same too. Fifteen molecules are distributed
uniformly over the HfO2 layer. The same values as those indicated in Figure
8.5 are used for these generic molecules, except some changes in the charge
and size of the neutral region. In particular, QM is increased up to 200 q
to obtain a more noticeable impact on the device response and the value
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-200 q is also considered. Regarding the size of the neutral region, two cases
were also analysed based on the Debye screening length (λD = 7.633 nm)
to emulate two different screening scenarios:

• First case: low screening. hN = 4 nm so that the distance from
the device surface to the molecular charge is lower than the Debye
screening length.

• Second case: large screening. hN = 20 nm so that the distance from
the device surface to the charged region of the molecule is higher than
the Debye screening length.
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Figure 8.9: Structure of the 2D-material based BioFETs. Its design resembles the one
employed to fit the data extracted from [16] but using a monolayer MoS2 channel
sandwiched between a 270 nm thick SiO2 layer (substrate) and a 30 nm thick HfO2

layer. Molecules are considered on top of this latter and are included in the simulations
using the box-based model described in Section 6.4.1. A sketch summarising the

parameters that rule this model is depicted in the right side of the figure.

In both cases the IDS − VGS response of the device is compared to the
situation when no molecules are attached to the insulator surface, IDS0 . The
change in the transference response is calculated as S = (IDS0 − IDS)/IDS0

and the results of the simulations using hN = 4 nm and hN = 20 nm are
depicted in Figure 8.10 for the Model 1 (solid), Model 2 (dash-dotted) and
Model 3 (dashed with squares).

The S − VGS profiles in Figure 8.10 show that Models 1 and 2 depict
the same behaviour, the change in the sign of QM makes the output current
higher (QM > 0) or lower (QM < 0) than IDS0 . This makes sense as a
negatively charged molecule acts as a negative gate voltage reducing the
electron density in the channel and, as a consequence, lowering the output
current. The same argument can be applied to a positive QM, which acts
as a positive gate voltage. As a result, symmetric S − VGS profiles are
observed with a scaling down factor as hN increases, which is expected as
hN = 20 nm > λD [55]. Then, differences between the two models are
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Figure 8.10: Change in the transfer response of the device when molecules are included
in the simulations. The molecular charge is set to –200 q (red) and 200 q (green) using

the three interaction models.

reduced only to a scale factor, being Model 2 the one that provides a higher
S. This latter can be explained through the differences in the modelling
of the molecular charge. In Model 1 ions are allowed to enter the region
where the charge is defined, so it is notably screened even for the hN = 4
nm case. On the contrary, Model 2 allows ions to enter only in the neutral
region, so the screening of QM is lower and it depends on the size of the
neutral region: a shorter neutral region limits the amount of ions that can be
accumulated and thus screen the molecular charge. This discussion cannot
be applied to the data obtained with Model 3. In that case, the same
symmetry depicted by the other two models is not observed, and for most
of the cases the IDS response tends to be lower than the reference IDS0 .
In addition to that, S does not show such a noticeable reduction when
hN is increased from 4 nm to 20 nm. Actually, S increases when hN also
grows and QM > 0. In this model ions are not allowed to enter inside the
molecule, neither the charged region nor the neutral one, so the screening of
the molecule charge is significantly lower than in the other two cases. This
also explains the independence, or low dependence, on hN as the neutral
region is always free of charge. This later results evidences the relevance of
a proper modelling of the molecular charge distribution and its interaction
with the electrolyte. Further refinement of the model in this regard are
treated in the next section.
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8.4 Graphene BioFET for the detection of SARS-CoV-2
In contrast to the previous section, focused on the box-based molecule
model, this section takes advantage of the fine molecule model (Section
6.4.3) and the transport model for graphene based devices (Section 5.4.2)
presented in the previous chapters, to study a Graphene based Field-Effect
Transistor-based Biosensor (GBioFET) for the early detection of Severe
Acute Respiratory Syndrome Corona Virus 2 (SARS-CoV-2). This is in-
tended to provide a broad overview of the potential of the models developed
in this Thesis.

In the specific case of the detection of the SARS-CoV-2 using the GBioFET
technology, prior to the extraction of the molecule shape and charge distri-
bution in the idle (ρidle) and activated (ρact) states, it is worth to recall
the infection mechanism of this virus so to define the receptor-target pair
of the biosensor that are later finely mapped. The structure of this virus
is determined by a lipid membrane encasing its genetic load. The most re-
markable element in this membrane is a set of spike proteins that surround
the whole structure, and give rise to the characteristic appearance of the
virus, a circular body enclosed by a halo that looks like a corona. These
spike proteins, as indicated in Figure 8.11, are composed of two subunits,
named S1 and S2 respectively. The former is meant to bind the virus to the
cell surface, while the latter enables the virus core envelope to join the cell
membrane releasing its genetic load [144].
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Figure 8.11: (a) Three-dimensional structure of the Spike glycoprotein head in its closed
state (PDBe ID:6vxx[145]) and open state (PDBe ID:6vyb[145]). It is composed by two
subunits named S1 and S2. In the open state the S1RBD is exposed so that the virus

can be attached to the cell surface. (b) Structure of the human ACE2 (PDBe
ID:1o86[146]) used as attachment point by SARS-CoV-2; and its complex with the

S1RBD (PDBe ID:6m0j[147]).

The main entry point to the cell used by SARS-CoV-2 is the Angiotensin
Converting Enzyme 2 (ACE2) [148, 149, 150] (see Figure 8.11). The ACE2
molecule interacts with the S1 Receptor Binding Domain (S1RBD) so that
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the virus gets attached to the cell surface. After this capturing process, the
S1 unit is cleaved from the main body of the spike protein leaving the S2
unit exposed, making possible the fusion of the cell and virus membranes
[144]. According to the aforementioned infection mechanism, here we focus
on the ACE2-S1RBD complex, where the ACE2 acts as receptor molecule.

To achieve an accurate description of the electrostatic properties of the
ACE2 and ACE2-S1RBD complex, they are modelled in atomic detail. This
part of the work was done in collaboration with Prof Rebecca Wade and
Dr. Daria Kokh from Heidelberg Institute of Theoretical Studies [151].
For such accurate description of the molecules, they employed structures
with PDBe ID: 1o86 [146] and PDBe ID: 6m0j [147] for the ACE2 and
ACE2-S1RBD complex respectively. Glycans (NAG) are removed from the
structures and missing loops are built using MODBASE web site [152]. One
Zn2+ and one or two (complex and ACE2, respectively) Cl− ions are retained
in calculations. Proteins are protonated at pH 7.4 and partial charges at
each atom are generated using PDB2PQR server [153] (ions are omitted at
this step). The total charge of the ACE2 protein and the complex is -12 q
and -22 q, respectively. Zn2+ and Cl− are added back to the structure.

The resulting charge distribution of the unbound (idle state) ACE2 re-
ceptor (ρidle) and the bound (activated state) ACE2-S1RBD complex (ρact)
are included in the 2D biosensor simulation as depicted in Figure 8.12.
There, a projection plane is defined according to the orientation of the
molecule on top of the sensor. Next, it is discretized to generated a grid
where the 3D charge distribution of the molecule is mapped. Once the 2D
profile is obtained, it is replicated in the grid defined for the simulation
of the device according to the location of the molecules along the sensing
surface.

In this particular case, molecules are mapped into a spatial grid of 8
nm×6 nm in the case of the ACE2 molecule, and 8 nm×10 nm in the case
of the ACE2-S1RBD complex. In both cases the size of the grid in the region
occupied by the molecules is 0.5 nm×0.5 nm. The resulting projections are
depicted in Figure 8.13 along with their respective 3D profiles.

Once the target receptor-pair is defined and its charge distribution has
been obtained, we exploit the previously described approach to study the
sensitivity of GBioFETs as sensors for the detection of the SARS-CoV-2
with an unprecedented precision, capturing the finest details in the inter-
action between the molecules at the sensing interface and the graphene
channel. To this purpose, we consider a 500 nm-long graphene layer on top
of a SiO2 substrate. Source and drain regions span 50 nm from the edges of
the structure and each of them is covered by a 20 nm thick HfO2 layer. In
the 400 nm-long remaining region, a 3 nm thick lipid layer that hosts the
receptor molecules is considered. Simulations are carried out with 10 recep-
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Figure 8.12: Projection of the 3D molecule charge distribution to obtain the 2D profiles
used in the device simulation. Vector n̂ sets the desired orientation for the projection
plane that is later discretized to define the 2D charge profiles of the molecules. The
extracted profiles are used in the device simulations by replicating them along the

longitudinal axis according to the defined positions.

tors uniformly distributed along the structure. A liquid electrolyte covering
the top surface of the sensor is defined by a 1×PBS solution. Finally, a
reference electrode is immersed on the liquid electrolyte to set a reference
voltage. Figure 8.14 depicts a schematic of the considered GBioFET.

Thus, we tested the sensitivity of the GBioFET to the presence of ACE2-
S1RBD complexes by determining through self-consistent simulations the
transfer response of the device (IDS − VFG) assuming different percentages
of activated receptors, α. The results are collected in Figure 8.15a. The
device response can be qualitatively split into three regions: (i) the gate bias
around the point of minimum conductivity, i.e. the Dirac voltage VDirac, (ii)
the p-type branch, corresponding to negative gate biases, i.e. to the left of
VDirac, and (iii) the n-type branch, corresponding to positive gate biases,
i.e. to the right of VDirac. As can be observed, at VDirac the channel exhibits
its lowest conductivity and the GBioFET does not show noticeable changes
when the S1RBD molecules are attached to the ACE2 receptors, evidencing
this bias region as poorly responsive to detect the presence of the virus.
Concerning the p-type branch, a slight modification in the output current is
observed as α varies. The transfer response spreads out as the gate bias gets
more negative, but within a limited range. In this case, actually, the curves
are almost parallel, so the change observed in IDS can be mainly related
with the change in VDirac and IDS(VDirac). On the contrary, the n-type
branch reveals itself as the most sensitive operation region: the magnitude
of the output current is lower than the p-type branch, but it reveals a higher
sensitivity to changes in α.
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Figure 8.13: Charge distribution of the ACE2 (a) and the ACE2-S1RBD (c) complex
viewed from the projection plane. Blue dots indicate positively charged elements while
red dots indicate negatively charged elements in the molecular structure. Figures (b)
and (d) shows the final result of the projection of the 3D charge distributions (Figure

8.12) prior to their integration in the simulation of the GBioFET device.

More importantly, the transfer characteristic manifests a counter-intuitive
behaviour with the activation percentage. Both the ACE2 receptor and the
S1RBD are negatively charged. Thus, when the receptors are activated (i.e.
ACE2-S1RBD complex is formed), they contribute with a higher amount
of negative charge to the electrolyte than in the idle state (ACE2 receptor
only). As a consequence, as α augments one would expect an increase in
the output current in the p-branch due to a higher hole concentration in-
duced by the activated receptors and, conversely, a reduction of the output
current in the n-branch due to a diminished electron concentration. On the
contrary, we observe that IDS decreases (increases) for higher α values in the
p-branch (n-branch). A similar behaviour has been also reported in a very
recent experimental realization in [14] where the capture of the negatively
charged spike protein does not result in a direct increase (decrease) of the p-
branch (n-branch) sensor current. In that case the receptor, a spike-protein
antigen, is positively charged, but the capturing of the negative spike protein
should, in principle, reduce the net positive charge at the sensing interface
and have the same intuitive consequences above explained.

We can further analyse this behaviour leading our attention to the actual
electron and hole densities in the graphene layer for different occupation
percentages as a function of VFG (see Figure 8.15b). As expected, below
VDirac holes are the majority carriers in the channel but their concentration
barely changes with α. The inset exhibits a zoom of this p − VFG profiles
evidencing a slight reduction of the hole concentration as the number of
activated receptors increases. On the other hand, above VDirac electrons
are dominant, but a non-negligible amount of holes is still present in the
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500 nm

400 nm

50 nm

20 nm

Figure 8.14: Schematic depiction of the GBioFET with a 500 nm-long graphene layer
deposited above a SiO2 substrate. 50 nm source and drain regions are covered by a 20
nm-thick HfO2 layer, while the 400 nm-long channel is covered by a 3 nm-thick lipid
membrane that hosts the receptor molecules. To model the substrate of the sample we
considered an electrolyte defined by a 1×PBS solution. A reference electrode in direct

contact with the solution is also indicated.

n-branch. In addition to this, the amount of electrons in the graphene
layer is modulated in a larger extent by α when compared with the holes
in the p-branch, so that we can associate both facts with the larger change
in IDS observed for the n-type branch. Electron and hole concentrations,
although coherent with the IDS results, still show trends with α that are
not intuitive: i.e. the hole (electron) density decreases (increases) as more
receptors become activated and therefore more negative charge is present in
the electrolyte.

In order to shed light on this issue, we have analysed the longitudinal
charge profiles under each receptor with α = 0.6 at two gate biases, one
in the p-branch (VFG = −0.5 V) and another in the n-branch (VFG = 0.5
V) (Figure 8.16a and Figure 8.16b, respectively). The charge varies along
the channel mimicking locally the changes due to the molecule activation.
To analyse in detail these variations, we select the region under the sensing
layer and split it into 10 sub-regions, in correspondence to the 10 receptors,
and plot the resulting localized charged profiles, evaluating the impact that
a change in the receptor state has on the main carrier distribution (Fig-
ure 8.16c and Figure 8.16f for holes and electrons, respectively). In these
plots, dashed (solid) lines correspond to the main carrier distribution under
activated (idle) receptors. The profiles for each state overlap with small
differences associated to the subtleties of the channel local changes. The
hole density (Figure 8.16c) shows a noticeable increase when the S1RBD
(negatively charged) is captured by the ACE2 receptor. Although the peak
in the hole concentration under the activated pair is higher, its profile is nar-
rowed and the resulting overall hole concentration (i.e. the integral of the
charge profiles) decreases. For the electron density in the channel (Figure
8.16f) the situation is reversed: under the negatively charged receptors the

140



8. SIMULATION OF 2D BASED BIOFET DEVICES

−0.5 0 0.5

20

40

α

a)

VFG (V )

I D
S

(µ
A

/µ
m

)
α 0 0.2 0.4 0.6 0.8 1

0 1
70
75
80
85
90

V
D

ir
ac

(m
V

)

−0.5 0 0.5 0

2

4

6

8

n
p

b)

VFG (V )

n
,p

(1
07 c

m
−

1 )

−0.41 −0.38
6.2
6.3
6.4

Figure 8.15: (a) Transfer response of the GBioFET device for different receptor
occupation percentages (α). Inset shows the change of the Dirac voltage when that

activation percentage is modified. All the data were obtained for a constant VDS = 0.1 V.
(b) Electron (solid) and hole (dashed) concentrations in the graphene layer as a function
of the reference electrode bias (VFG) and occupation percentage α. The inset shows a

zoom of the hole concentration to highlight the trend of this parameter as α is modified.

concentration drops significantly (solid lines), but after the complexation of
the receptors (dashed lines) the extension of the depleted region becomes
narrower, giving rise to a net increase in the electron concentration. The
density profiles of minority carriers (Figure 8.16d for electrons and Figure
8.16e for holes) depicts a quite similar behavior.

The previous analysis is also supported by the electric field distribution
under the molecules as depicted by Figure 8.17 for both molecule states (idle
at Figure 8.17a-b and activated at Figure 8.17c-d) and both VFG values in
the p- and n-branch (i.e., VFG = −0.5 V for Figure 8.17a, c, and VFG = 0.5
V in Figure 8.17b, d, respectively). The edges of the graphene layer are
indicated by arrow heads aside each plot. The regions where the electric
field is normal to the graphene layer correspond to those locations where
the carrier concentration changes to a larger extent. When switching from
idle (Figure 8.17e-f) to activated (Figure 8.17g-h) those regions with higher
electric field shift from right to left, which is consistent with the charge
profiles depicted in Figure 8.17c and Figure 8.17d. The present analysis
evidences the necessity of a fine-grained treatment of the molecular shape
and its charge distribution so to capture the subtleties of the electrostatic
interaction between the receptor and the graphene channel.

Finally, we analyse the sensor response using two definitions for this
parameter, the absolute (Sa) and relative (Sr) change in the output current:

Sa = IDS − IDS,0

Sr = IDS
IDS,0

− 1
(8.3)
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Figure 8.16: Longitudinal majority carrier density profiles (a,b) and superimposed
carrier concentrations (c-f) under each receptor. To obtain these latter we consider a
region of length l0 under each receptor and α = 0.6 (6 receptors are activated) to

observe the changes in the carrier concentrations when the receptor is activated. These
regions are indicated in subplots (a) and (b) by black dashed lines, red lines indicate the

limits of the lipids layer.

where IDS,0 corresponds to the output current for α = 0. Both Sa and
Sr changes with VFG and α as depicted in Figure 8.18a and Figure 8.18b,
respectively. The sensor presents a noticeable sensitivity and capability to
detect the S1RBD when it is bound to the corresponding ACE2 receptor
what assures its specificity. The sensitivity is higher in the n-branch than
in the p-branch, reaching relatives changes in the output current of 30% in
the former case when all the molecules are activated. Its dependence on
the gate bias also varies in both cases: while in the p-branch it reaches a
maximum (around VFG = 0 V), then decreases and eventually saturates;
in the n-branch the sensitivity increases monotonically with VFG indicating
that higher positive biases favour the sensing capabilities of the GBioFET.
Indeed, the maximum sensitivity within the range of biases here simulated
occurs for VFG = 0.7 V. The inset shows the sensor response at this par-
ticular bias as a function of the occupation percentage. Interestingly, the
sensitivity increases linearly with α guaranteeing also the linearity of the
sensor response at this bias point.

All the data exposed above demonstrate the GBioFET potential to
achieve a reliable detection of SARS-CoV-2, particularly when it operates
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Figure 8.17: The electric field distribution under two receptor molecules in idle state
(a,b) and activated state (c,d) for two different gate biases: −0.5 V (a,c) and 0.5 V (b,d).
They show how the charge of the molecule is redistributed giving rise to a change in the
electric field in the graphene layer, the limits of which are indicated by arrow heads.

The regions where the vertical component of the electric field is stronger correspond to
those where the carrier concentration is modified in a larger extent in Figure 8.16.
When moving from one state to other, the modification of the region with a high

vertical electric field gives rise to the changes in the profiles depicted in Figure 8.16c-f.

in the n-branch. A detailed study of the electron and hole density variations
due to the electric field generated by the ACE2 and the ACE2-S1RBD pair
charge distributions, namely, when the receptors are idle or activated, enable
us to explain what is, in principle, a counter-intuitive behaviour of the sensor
response, that would be obscured by more simplistic computational treat-
ments, rationalizing the observed behaviour in experimentally fabricated
sensors. Then, the fine-grained level of description proposed here, which
is possible due to a multiscale approach to the electrolyte device physics,
results in an exceptional level of detail to capture the sensor response.

8.5 Device variability in DNA-BioFETs

In this section, the model for the randomization of the spatial distribution
and activation of the receptors discussed in Section 6.4 is evaluated in the
context of MoS2 BioFETs aiming for the detection of DNA molecules. In
particular, the randomization of the positions of the receptor molecules in
the sensing interface is used to emulate device-to-device variations, while
the randomization in the receptor activation pattern emulates the changes
in the response of a single device. Different receptor distributions and ac-
tivation configurations are considered in order to assess the technology ro-
bustness against variability. The reference structure is depicted in Figure
8.19 and it is defined by a 400 nm-long monolayer MoS2 (0.65 nm-thick)
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Figure 8.18: Absolute (a) and relative (b) change of the output current with respect to
the 0% occupation scenario. The insets show the response in each case at the bias where

the device output shows the largest changes.

sandwiched between a 20 nm-thick SiO2 layer, acting as substrate, and a
10 nm-thick SiO2 layer. The MoS2 layer is assumed to have a residual in-
trinsic n-type doping (ND = 6.5 · 1010 cm−2) and a carrier mobility of 50
cm2/Vs. The sensing interface is 300 nm-long and it is located at the centre
of the structure, above the 10 nm-thick SiO2 layer, in direct contact with
the liquid electrolyte. There, N = 12 receptors are placed using the dis-
tributions previously described in Section 6.4. Regarding the modelling of
these molecules, the specific model for DNA molecules outlined in Section
6.4.2 is used assuming that each molecule has 120 base pairs. Finally, the
electrolyte is based on a PBS solution, with 1×PBS and 0.1×PBS the cases
considered.

Figure 8.19: Structure of the MoS2-based DNA BioFET. The structure is based on a
MoS2 monolayer sandwiched between two SiO2 layers: 20 nm-thick Buried Oxide (BOX)
and 10 nm-thick Top Oxide (TOX). The receptor layer is placed above the TOX and
defines the size of the channel LCh (300 nm), while the total length of the device

corresponds to this length plus the source and drain regions (50 nm).
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The objective is to evaluate the impact of the randomization in the
location of the receptor molecules and their activation in the response of the
BioFET device. To that end, the three random distributions implemented
in the simulator and described in Section 6.4.4 are considered along with
an uniform receptor distribution scenario, which serves as a reference to
evaluate the impact of the randomization in the sensing interface. For the
randomized distribution of receptors governed by (Eq 6.25), the values σ0 =
0.5 nm and α = 1/8 are considered. VDS is set to 0.1 V while front gate
bias (VFG), defined by the reference electrode immersed in the electrolyte,
is modified to obtain the IDS − VFG curves for different sensing interface
states, i.e., different receptor occupation percentages P , and eventually the
device response S, which in this case is defined as:

S(P ) = ∆IDS = I0 − IDS (8.4)

where I0 stands for the output current for the P = 0% scenario. The
IDS − VFG and S(P ) − VFG responses are depicted in Figure 8.20 for the
uniformly distributed receptors scenario and for two PBS concentrations:
1×PBS (solid lines) electrolyte and 0.1×PBS (dashed lines).
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Figure 8.20: a) IDS − VFG and b) S − VFG for five values of P with an uniform
distribution of receptors. Solid and dashed lines correspond to the 1×PBS electrolyte

and 0.1×PBS electrolyte scenarios, respectively.

Figure 8.20 shows, as expected, that a higher amount of activated re-
ceptors gives rise to a shift of the curves towards positive gate biases. This
fact can be explained by the increase in the negative charge of the dsDNA
molecules which leads to higher threshold voltages. When the ionic strength
of the electrolyte is reduced, that is, we move from the 1×PBS electrolyte
to the 0.1×PBS electrolyte, this shift is larger. The capability of the elec-
trolyte to screen the charge of the molecules is reduced and the impact of
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their negative charge in the carrier concentration contained in the semicon-
ductor channel is higher. This is also confirmed by Figure 8.21 where the
net charge in the electrolyte region (ions and molecules) for different values
of P and VFG = 0.3 V is shown. Considering a 0.1×PBS provides a more
significant variation of the charge as P increases.
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Figure 8.21: Integrated net charge in the electrolyte region (ions and molecules) as a
function of the receptor occupation percentage P at VFG = 0.3 V.

An example of the IDS−VFG curves for different randomized distribution
of receptors in the three scenarios available: i) channel centred, ii) source
centred and iii) drain centred, are depicted in Figure 8.22. The results are
quite similar to those for the uniformly distributed receptors, the increase
of P generates a horizontal shift towards positive VFG values that is larger
for the 0.1×PBS solution.
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Figure 8.22: IDS − VFG curves for the channel centred (a), source centred (b) and drain
centred (c) molecule distributions.

The results in Figure 8.22 corresponds to a single receptor distribution,
but in order to obtain statistically significant variabilities for the different
spatial distributions, it is necessary to evaluate different distributions for
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each scenario and study the changes in the response, i.e. in S. There are
two sources of randomization for the sensing interface that are analysed sep-
arately. First, the receptor distribution that accounts for different receptor
locations in a fixed activation configuration. Second, the activated receptors
distribution that considers different activation configurations of the recep-
tors for a fixed P value and receptor location. Figure 8.23 illustrates these
two cases with examples: Figure 8.23a shows different distributions of re-
ceptors with a fixed configuration of activated receptors, while Figure 8.23b
shows a fixed random distribution of receptors with different configuration
of activated receptors.

Figure 8.23: Example of five channel centred distributions with P = 50%, where filled
and empty circles represent activated and idle receptors, respectively. (a) Distribution
variability: several receptor distributions are studied for a fixed activated receptor

configuration. (b) Activation variability: several activated receptor configurations are
studied for a fixed receptor distribution.

In the following, for the sake of clarity we will characterise the device
response by S, at a fixed VFG value. In this way it will be possible to collect
and discuss the large amount of distributions and scenarios in a tractable
and comprehensible way. The point VFG = 0.3 V is chosen as the one at
which the response of the device at full occupation, i.e. S(P = 100%), is
maximum for the uniform receptor distribution (Figure 8.20). Next sub-
sections are devoted to analyse the two scenarios for the randomization of
the sensing interface from the analysis of S(VFG = 0.3 V).

8.5.1 Randomized distribution variability
First, the randomized location of the receptors is considered using ten differ-
ent random distributions for each of the three distribution scenarios afore-
mentioned. A set of S(P ) responses is obtained for each scenario and the
data is used to extract the standard deviation σS and mean value Sµ to
characterise each distribution. These results are depicted in Figure 8.24
for the three scenarios where the standard deviation is indicated with the
shadowed regions around the solid line indicating the mean S(P ) response.
All these data are obtained using a 1×PBS electrolyte (blue lines) and a
0.1×PBS electrolyte (red lines). For the sake of comparison, the results for
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uniformly distributed receptors are also depicted (black).
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Figure 8.24: Sensor response as a function of the activation percentage for the (a)
channel centred, (b) source centred and (c) drain centred receptor distribution scenarios.

The values of Sµ and their respective σS are extracted from the data obtained by
evaluating ten random distributions for each scenario. Black lines corresponds to the
results obtained for the uniform distribution. Both 1×PBS (blue) and 0.1×PBS (red)

electrolytes were used with all the distributions.

At first sight, Figure 8.24 shows that the simulations with a 0.1×PBS
electrolyte provide higher sensitivity. This behaviour can be easily explained
by the screening capability of the electrolyte. An electrolyte with a reduced
ion concentration (0.1×PBS) enables a lower screening of the molecules that
is translated into a higher coupling between them and the semiconductor
channel. The standard deviation increases for higher P values and its is also
modulated by the change in the bulk ion concentration. More specifically,
a lower σS is observed for the 1×PBS electrolyte. When compared with
the data from the uniformly distributed receptors (black lines) the simu-
lations for the randomized receptor distribution provide a slightly higher
S independently on the region where receptors are concentrated. This is
due to a larger density of receptors in a particular region of the structure
when the randomized scenarios are considered. The number of receptors
is not changed, but when receptors are closer to each other, ions have less
capability to accumulate and screen the molecule charge. This is verified
with the 2D and 1D profiles of the charge associated to ions depicted in
Figure 8.25 for the uniformly distributed receptors (Figure 8.25a) and one
of the channel centred distributions (Figure 8.25b). These profiles show
how ions accumulate around molecules, generating a diffusion layer around
them. The 1D profiles for 1×PBS (blue lines) for the uniform distribution
show how the diffusion layers around two consecutive molecules are sepa-
rated, but get merged when a 0.1×PBS electrolyte (red lines) is considered.
This effect is more acute for the channel centred distribution, where this
merging of the diffusion layers is observed even for the 1×PBS electrolyte.
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Figure 8.25: 2D distribution of the ions around the molecules for the uniform
distribution (a) and one of the channel centred distributions (b). Figures on the right
side shows a longitudinal cut (along X axis) of the 2D profiles at y = 55 nm and their

detail at the centre of the channel (x coordinate between 150 nm and 250 nm). Molecule
positions are indicated by red coloured regions.

When analysing the variability in the sensor response, one of the ele-
ments to be considered is the minimum change in the activation of the re-
ceptors that can be detected taking into account σS . If Sµ(Pi) and Sµ(Pi−1)
(i.e., the sensitivity mean values for a set of distributions with consecutive
P values) happened to be closer than the addition of their standard de-
viations, σS(Pi) and σS(Pi−1), the values Pi and Pi−1 cannot be reliably
measured. This limit can be defined as the resolution of the sensor, and we
propose the ratio ζ to evaluate how it is impacted by the device variability:

ζ(Pi) = Sµ(Pi)− Sµ(Pi−1)
σS(Pi) + σS(Pi−1) (8.5)

A ζ value greater than 1 assures an unique relation between sensitivity
and activation percentage. We evaluated this ratio for consecutive P values
for non-uniform scenarios (Figure 8.26), finding that in all cases ζ > 1.
However, it should be noted that the larger dispersion of the data simulated
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for 0.1×PBS solutions in Figure 8.24 is translated into lower ζ values in
Figure 8.26 making them closer to the ζ = 1 limit.
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Figure 8.26: ζ ratio for the different distributions considered. Three colours and two line
styles depict distinct scenarios and PBS concentrations, respectively. Dotted black line

indicates the ζ = 1 limit.

8.5.2 Randomized activation variability

The second aspect to be investigated is the influence of the variations in the
receptor activation. For a single fabricated device with a certain distribution
of N receptors, among which Nact = bPNc of them are activated, there are

N !
Nact!(N−Nact)! possible combinations of activated and idle receptor molecules.
There are two cases where, obviously, only one configuration is possible,
P = 0% and P = 100%, while the number of combinations increases for
intermediate values of P . Among them, we selected 12 random activated
receptor configurations for each value of P . This is applied to the four
distribution scenarios considered: uniform distribution (reference scenario),
channel centred, source shifted and drain shifted. As before, 1×PBS and
0.1×PBS electrolytes are evaluated.

Figure 8.27 shows the Sµ − P profiles and their respective σS for the
channel centred, source centred and drain centred, along with the data for
the uniform receptor distributions (black lines). The channel centred sce-
nario depicts higher Sµ and σS values when compared with the reference
scenario. Concerning the results for the source centred and drain centred
cases, the standard deviation is much lower in comparison with the chan-
nel centred scenario, although S are lower too, approaching the uniform
receptor distribution scenario. This is more significant in the drain cen-
tred scenario, where differences with respect to the uniform distribution
scenario are small. The data in Figure 8.27 evidences that a 1×PBS elec-
trolyte provides lower Sµ and σS values, similarly to the receptor-location
randomization scenario.

Finally, the profile of ζ has lower values compared with the previous
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Figure 8.27: Device sensitivity as a function of P for the three receptor distribution
scenarios considered ((a) channel centred, (b) source centred and (c) drain centred)

when the activation of these receptors is randomized. The set of data to extract Sµ and
σS is obtained from 12 different random activation distributions of receptors and two
electrolytes: 1×PBS and 0.1×PBS. The data for the uniform receptor distribution is

also included in each figure for the sake of comparison as black lines.

values depicted in Figure 8.28, particularly for intermediate values of P .
This makes sense as the amount of combinations for that range of P values
is quite large (the number of combinations reaches its maximum within
the interval 50% ≤ P ≤ 60%). This result indicates that the resolution
of the sensor is more compromised by the randomization of the receptor
activation than with their location, in other words, the random activation of
the receptors is the commanding factor in order to hamper the quantization
of the activated receptors in the sensor.

8.6 MoS2 pH sensors: Site-Binding vs PMF

In Chapter 6 two key elements were introduced in order to properly model
the physics of the insulator-electrolyte interface, the Potentials of Mean
Force (PMF) profiles and the Site-Binding (SB) model. They are integrated
in the simulations in distinct ways and reproduce specific physical aspects
of the electrolyte which are, however, connected in subtle ways.

The SB is employed to model ion adsorption, and it has been frequently
employed for hydrogen ions. The adsorbed ions generate a surface charge
that depends on the electrolyte pH and the electrostatic potential in that
region. The PMF profiles, on the contrary, are calculated for cations and
anions aiming to include detailed atomistic information about the unique
features of the interaction of each ion with the surface as well as among the
different ions.

Both models can be integrated by exploiting the PMF profiles to deter-
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Figure 8.28: ζ ratio obtained from the randomization of the receptor activation.
Different colours and line styles depict varying scenarios and PBS concentrations,

respectively. Black line corresponds to ζ = 1.

mine a reaction constant able to be included in the SB model [154, 155, 156]:

Kd =
[
NAvg · 103

∫ d

0
2πr2eφPMF dr

]−1

(8.6)

where d is chosen as the distance from the interface at which the PMF
profiles have a negligible impact. The reaction constant is not the unique
parameter relevant for the SB model. It is necessary to know the particular
flow of reactions that take place at the interface between the ions and the
active sites that are driven by Kd. In that concern, three schemes are
evaluated and compared with the results obtained using the PMF profiles
and the basic SB model, where the side reactions are not included.

For this study, the electrolyte considered in the simulations is a NaCl
based solution, so the PMFs will include the effect of both ions, Na+ and
Cl−, on the surface reactions. As indicated in Figure 8.29, three SB modified
schemes are considered.

The first one is based on [9] where Na+ ions interacts with the available
sites at the insulator surface, while Cl− ions interacts with the sites already
activated with H+:

XO−
KA↼−−−−⇁ XOH

KB↼−−−−⇁ XOH+
2

KC↼−−−−⇁ XOH2Cl

XO−
KD↼−−−−⇁ XONa

(8.7)

Two additional novel schemes are proposed. Both of them includes the
additional reactions at the end of the sequence of reactions of the basic SB
model, so ions are considered to interact with the final product of the SB
reactions, either releasing a H+ ion,
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XO−
KA↼−−−−⇁ XOH

KB↼−−−−⇁ XOH+
2

KC↼−−−−⇁ XOHCl +H+

XOH+
2

KD↼−−−−⇁ XOHNa+ +H+
(8.8)

or by not releasing it:

XO−
KA↼−−−−⇁ XOH

KB↼−−−−⇁ XOH+
2

KC↼−−−−⇁ XOH+
2 − Cl−

XO−
KD↼−−−−⇁ XOH+

2 −Na+
(8.9)

basic SB XO−
KA↼−−−−⇁ XOH

KB↼−−−−⇁ XOH+
2

modified SB 1 XO−
KA↼−−−−⇁ XOH

KB↼−−−−⇁ XOH+
2

KC↼−−−−⇁ XOH2Cl

XO−
KD↼−−−−⇁ XONa

modified SB 2 XO−
KA↼−−−−⇁ XOH

KB↼−−−−⇁ XOH+
2

KC↼−−−−⇁ XOHCl +H+

XOH+
2

KD↼−−−−⇁ XOHNa+ +H+

modified SB 3 XO−
KA↼−−−−⇁ XOH

KB↼−−−−⇁ XOH+
2

KC↼−−−−⇁ XOH+
2 − Cl+

XO−
KD↼−−−−⇁ XOH+

2 −Na+

Table 8.2: Reactions considered in the four schemes used in the simulations of the pH
sensor.

Value basic SB modified SB 1 modified SB 2 modified SB 3

KA 6 [XO−][H+]
[XOH]

[XO−][H+]
[XOH]

[XO−][H+]
[XOH]

[XO−][H+]
[XOH]

KB -2 [XOH][H+]
[XOH+

2 ]
[XOH][H+]

[XOH+
2 ]

[XOH][H+]
[XOH+

2 ]
[XOH][H+]

[XOH+
2 ]

KC 97.7·10−3 [XOH+
2 ][Cl−]

[XOH2Cl]
[XOH+

2 ][Cl−]
[XOHCl−][H+]

[XOH+
2 ][Cl−]

[XOH+
2 −Cl−]

KD 97.1·10−3 [XO−][Na+]
[XONa]

[XOH+
2 ][Na+]

[XOHNa+][H+]
[XOH+

2 ][Na+]
[XOH+

2 −Na+]

Table 8.3: Dissociation constants for each of the schemes in Table 8.2

These schemes are intended to emulate the results for the simulations
combining the SB model and the PMF profiles. As aforementioned, the re-
action constants KC and KD are obtained from the PMF profiles associated
to the ions involved in their respective reactions (according to expression
(Eq 8.6)). The four schemes for surface ion adsorption and their dissocia-
tion constants are summarised in Table 8.2 and Table 8.3, respectively, and
their Nit − φinterf profiles are depicted in Figure 8.29.
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Figure 8.29: Nit − φinterf profiles for the different surface ion adsorption models
considered for the pH sensor.

Remarkable differences in theNit−φinterf profiles can be observed among
the four schemes shown in Figure 8.29. SB and M1 schemes follow a similar
trend, although the Nit = 0 plateau for M1 increases as the pH does too.
Schemes M2 and M3 depict this plateau only for low pH values, and it
disappears as higher values of the pH are considered. This behaviour is
originated by the reaction involving Na+ ions.

The comparison between these SB models is now evaluated in the sens-
ing surface of a MoS2 based pH ISFET, as depicted in Figure 8.30. That
structure is defined by a 100 nm-long monolayer MoS2 semiconductor on
top of a SiO2 substrate. The MoS2 layer is covered by a 5 nm-thick SiO2
layer that is in contact with the electrolyte, acting as a sensing layer. Re-
garding the electrolyte, it is defined by a NaCl based solution with [Na+] =
[Cl−] = 100 mM. The PMF profiles for these ions (shown in Figure 8.31) are
extracted from [157], where MD simulations involving these two ions and a
SiO2 surface were carried out.
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Figure 8.30: Structure of the pH ISFET considered in the simulations. The hydrogen
ion adsorption is handled with the SB model and the surface interaction with other ions

is included with PMF profiles.
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Figure 8.31: a) PMF profiles extracted from [157] and b) their spatial-dependent
contribution to the concentration of Na+ and Cl− ions.

Next, the transfer response of the device (IDS − VGS) is determined for
different pH values of the solution. The results are used to describe the
behaviour of the sensor and compare the outcome of the different schemes:
i) basic SB model (only SB), ii) basic SB model combined with the PMF
profiles for the ion distribution (PMF+SB), iii) scheme M1, iv) scheme M2
and v) scheme M3. Three electrical readouts are considered to analyse
the sensor response when using each of these schemes: a) changes in IDS
generated by changes in pH [158], b) changes in the threshold voltage [16],
and c) varying gate bias to keep a constant IDS as pH changes [9]. In all
the cases VDS = 0.1 V.
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8.6.1 pH dependent IDS

The simplest definition of the sensor response is based on changes in the
output current with respect to a reference state. In this case, the latter
is assumed to correspond to pH=7 and VFG = 0.2 V, as it is the bias that
provides a symmetric IDS−pH response for the only SB scenario. The results
obtained for the five surface interaction schemes considered are depicted in
Figure 8.32.
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Figure 8.32: a) Change in the output current and b) interface potential evolution with
the pH values simulated for each of the five schemes considered regarding

solid-electrolyte surface interactions.

Figure 8.32 shows the change in the output current with respect to the
pH= 7 scenario along with the respective interface potential Vint profile.
These results show clear differences between the schemes here employed.
First, results considering only the regular SB model depicts a saturated
trend for low (pH≤4) and high (pH≥10) pH values. When PMF profiles are
included in the simulations, this saturation is observed for low pH values,
but it is reduced for high pH values. This trend is also observed for the M2
scheme but with a scale factor. With regards to the M1 and M3 schemes,
the former depicts a strong saturation for pH values above 7, while the latter
accurately reproduces the behaviour of the SB model.

The Vint−pH profiles of Figure 8.32b lead to similar comments when
comparing the different models. When the SB model is considered along
with PMF profiles, the saturation of the Vint−pH curves disappear for large
pH values, showing a linear trend. M2 is the only scheme able to reproduce
this linear variation but with a reduced slope. M3 mimics the behaviour of
the only SB scenario, while M1 depicts a strong saturation for pH values
above 6.

The results regarding the output current IDS and potential interface Vint
are complemented with the profiles of the charge associated to ions in the
electrolyte and charge associated to the SB model. Their respective 2D
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profiles can be integrated along the device cross-section so to obtain the
results depicted in Figure 8.33:

Nelec =
∫ L

0

∫ yinterf+1nm

yinterf
Nelec(x, y)dydx

Nint =
∫ L

0
Nint(x, yinterf)/tSBdx

(8.10)

where yinterf is the position of the solid-electrolyte interface and tSB the size
of the region associated to the SB charge, which corresponds to the grid
size at the solid-electrolyte interface (this charge is assumed to extend one
point of the grid in the direction perpendicular to the interface).
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Figure 8.33: a) electrolyte ions and b) SB associated charge profiles as a function of the
pH for VGS = 0.2V .

Surprisingly, there are not differences between the NSB−pH profiles in
Figure 8.33b, which indicates that the response of the device is mainly
generated by the distribution of ions in the electrolyte. The only SB and
PMF+SB schemes uses the same Nit−φinterf (φinterf = Vint−VGS) profile, so
the differences between them in the Nelec−pH profiles corresponds directly
to the impact of the PMF. As depicted in Figure 8.33a, these profiles give
rise to a slower evolution of Nelec that can be associated to the limited ion
concentration near the interface.

8.6.2 pH dependent threshold voltage

A more elaborated definition of the sensor response is based on changes of
the threshold voltage Vth. In this case, this parameter is extracted from the
transfer responses as the gate bias at which the derivative of the transcon-
ductance is maximum. Figure 8.34 shows the Vth−pH profiles extracted
from simulation for the different models.
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Figure 8.34: a) differences in the threshold voltage (Vth) with respect to the pH= 7
scenario, and b) evolution of the potential at the interface Vint.

The response of the sensor based on Vth has a saturated trend in both
extremes of the pH range considered, with M1 depicting the strongest sat-
uration. The exception is the PMF+SB and M2 scenarios, which does not
show a saturation at the edges of the pH range. With regards to Vint at the
threshold voltage, it is independent of the pH values (Vint ≈-0.13±0.02V).
As indicated in Section 3.4, in a regular MOSFET, the bias VGS = Vth
generates the channel to enter the strong inversion regime and the band
bending to reach this situation only depends on the characteristics of the
semiconductor (Eq 3.5). In the case of the ISFET, this definition is trans-
lated as the reference electrode bias that generates the same potential at
the solid-electrolyte interface. Therefore, it makes sense to obtain a con-
stant Vint when VGS follows the profiles depicted in Figure 8.34 as the pH is
modified.
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Figure 8.35: a) Electrolyte and b) interface associated charge as a function of the pH of
the solution for VGS = Vth.

The Nelec−pH and NSB−pH curves in this case are depicted in Fig-
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ure 8.35. The differences in Nelec with respect to the data in Figure 8.33
are negligible, demonstrating that the electrolyte changes are not varying
significantly in this range of bias. However, the differences between the
NSB − φinterf profiles for the different schemes are more remarkable. As
φinterf is constant, the changes observed are generated by the horizontal
shift observed in the Nit − φinterf profiles plotted in Figure 8.35 as the pH
is modified.

8.6.3 pH dependent control gate bias

Finally, we consider as electrical readout the MOSFET gate bias (controlled
by a closed loop) necessary to keep the same value of IDS while the pH
value is modified, as in [9]. This scenario cannot be simulated as it is,
so it is emulated by obtaining an IDS(VFG, pH) map. It is then used to
extract the VFG values that provides IDS(VFG = 0.2V, pH=7)= 6µA/µm
for the different pH values considered. The resulting Vctr−pH profile for
each scheme is depicted in Figure 8.36.
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Figure 8.36: a) Vctr−pH profiles obtained with the five schemes considered and b) their
respective Vint−pH profiles.

This scenario is quite similar to the previous one regarding the Vth−pH
relation, as a constant IDS requires a constant Vint, which in this case it
corresponds to Vint ≈96.15±0.1mV. The results for the different schemes
do not differ below pH= 5, while above this value they depict different
trends. M2 and the PMF+SB scenario follow a linear trend, although the
evolution of Vctr is much softer for the M2 scheme. M1 provides a Vctr−pH
profile with a strong saturation, for pH values above 9 the change in Vctr
is negligible. Finally, the M3 scheme mimics the behaviour of the only SB
scenario, similar to previous sections.

The constant Vctr obtained in this case is translated into the charge
profiles depicted in Figure 8.37. The NSB profiles in this case are equal,
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following a similar trend to Figure 8.33, as all the schemes show the same
behaviour for positive values of φinterf , and the charge in the electrolyte does
not change significantly with respect to the previous scenarios.
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Figure 8.37: a) Electrolyte and b) interface associated charge as a function of the pH of
the solution for VGS = Vctr.
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CHAPTER9
Conclusions and future work

9.1 Conclusions
The main objective of this Thesis was the development of a comprehen-
sive set of numerical tools specifically designed to analyse 2DMs-based FET
biosensors, able to provide a deeper understanding of their operation princi-
ples and to shed light in the fundamental physical and electrical parameters
involved in their optimization. In that concern, the main contributions of
this work to the state-of-the-art are the following:

• A semi-classical transport model that integrates the DoS of the materi-
als enabling the integration of information from ab-initio calculations.
The most common fashion combining information in a multi-scale ap-
proach in computational nanoelectronics is based in quantum trans-
port approaches that handle the charge transport in the device by
means of non-equilibrium Green functions exploiting TB or Wannier-
like Hamiltonians. These approaches are computationally very expen-
sive and are mostly focused on ultra short channel devices, aiming
to propose new device concepts or predict the ultimate performance
of the devices. Current realizations of 2DM-based MOSFETs, how-
ever, are closer to the semi-classical transport paradigm. Therefore,
the multiscale semi-classical approach presented in this work is a rele-
vant contribution to the state-of-the-art, and its capabilities has been
demonstrated by analysing GaSe MOSFETs with strained channels.

• A flexible model for charge traps enabling generic energetic profiles
and location in the structure. A complex modelling of interface traps
is introduced and exploited to explain experimental data of MoS2
FETs. Non-idealities in real devices and their associated complexities
are the ultimate frontier between idealized simulation and realistic
experimental realizations. The implementation and validation of the
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trap model presented in this Thesis showed up as a powerful tool in
that concern, reproducing in a very good manner the behaviour of real
devices, even in the transient regime, and paving the way for a better
understanding of the role of traps in MoS2 FETs.

• A model of complex electrolytes that encompasses steric effects, con-
tribution of pH regulation reactions of PBS and surface interactions
for simple ions. The combination of these models provides a complete
description of the electrolyte, being the most novel the integration of
PMF profiles. This feature enables the possibility to integrate infor-
mation from MD simulations, and other similar ab-initio approaches
from liquid solutions, to handle ions-solid interactions in a quite pre-
cise manner.

• A model for the sensing interface involving the charge distribution of
molecules and the location of receptors. The large variety of biomolecules
requires a flexible model to adapt their properties to the device scale.
In that regard, the developed numerical simulator provided a flexible
generic one (the box based model) for a rapid modelling of these ele-
ments together with two more sophisticated ones: a precise modelling
of the molecule shape and charge distribution (fine molecule model)
obtained from MD simulations, and a specific one for DNA molecules,
developed due to the simplicity of their modelling. They might be
subject of future improvements, but in the form that they have been
presented provide an important contribution in the avant-garde of
state-of-the-art. These models come along with the possibility to ran-
domize the location of receptor molecules in order to study device-to-
device variations and perform statistical assessments of the sensor on
the sensor response, enabling technology-centred studies focusing on
features related with the fabrication of commercial applications.

• The simulation scheme has been used to evaluate the impact of access
regions in the transfer response of GFET devices. The results show
how these regions are able to emulate the behaviour of asymmetric
I−V responses while, keeping symmetric carrier mobility, refuting the
commonly associated asymmetry in mobility to experimental transfer
responses with the same feature. In this regard, the access region
associated to the source contact showed up as the one with a higher
impact on the transfer response asymmetry. Simulations also include
the effect of a back gate as a method to improve the conductivity
of these regions. This additional gate reduces the resistivity of these
regions, as expected, but at the cost of a highly asymmetric response.

• The ab-initio - DD integration capabilities of the Fermi-level based
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DD have been used to study GaSe MOSFETs with strained channels.
Single and split gate devices are analysed showing a relation between
the type of strain considered and the type of main carrier observed.
This work provides some insights about mechanical strain technology
as a doping method for 2DMs, that is still a mayor obstacle for the
industrial adoption of 2DM-based devices, thus illustrating the use-
fulness of this approach.

• The transport model for GFETs and the fine receptor-target charge
distribution model are combined to evaluate the capability of this type
of devices for the detection to SARS-CoV-2. Results depict a higher
response in the n-branch of the device response, which, at first sight,
appears counter-intuitive as the considered receptor-target complex
is negatively charged. This, however, was explained with a detailed
analysis of the carrier density and potential profiles in the structure
revealing the significant role of the charge distribution of the receptor
and receptor-target complex in the behaviour of the device.

• Device-to-device variability is analysed in MoS2 BioFETs for DNA de-
tection, combining the specific receptor-target model for DNAmolecules
and the randomization of the receptor location. Different receptors
distribution and activation configurations are analysed. The simula-
tions show that a higher concentration of receptors at the centre of
the channel provides some improvement of the sensor response, even
compared with the ideal uniform receptor distribution, and that the
randomization in the receptor activation pattern has a higher impact
on the variability of the sensor response rather than the receptor lo-
cation.

9.2 Future work

The numerical platform developed in this Thesis exhibits a great potential
not only due to the complexity of the models implemented but also due to
the possibility to connect simulations with lower abstraction level calcula-
tions. There are many options for further studies taking advantage of these
features with the following ones being planed as continuation works of this
Thesis:

• Time dependent simulations of electrolytes: time dependency is in-
cluded in the models for FET devices (semiconductor charge trans-
port and charge traps), but its extension to the models related with
the electrolyte and the sensing interface is pending.
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• Self-consistent buffer-solution pH regulation reactions: the current im-
plementation of the complex electrolyte assumes a constant pH when
evaluating the local changes in the concentrations of the components
related with the buffer. The next step in the implementation of this
model entails the self-consistent calculation of these concentrations
along with the pH.

• The inclusion of the self-consistent calculation of molecule charge with
local pH by introducing the isoelectric point of molecules to address
the changes of their charge with the local pH, is a future continuation
of the fine-molecule modelling.

• Extending the list of buffer solutions supported is also an aspect to
be evaluated: this Thesis addresses the reactions related with PBS
solution, but there are other existing buffer solutions that involves
different components.

• Simulation of heterostructures: One the most attractive features of
2DMs is the possibility of fabricating heterostructures (vertical or lat-
eral) with enhanced characteristics. In this regard, the models for the
semiconductor device would need to be extended to analyse the use
of these structures for BioFET devices.

• Contact resistances: experimental data fitting was done by adding re-
gions with limited conductivity (doping), so to reproduce the impact
of contact resistances. More sophisticated models of the contact resis-
tances are of interest to more realistically treatment of this aspect in
2DMs-based devices.
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Appendix A Density of states

This appendix is intended to define the expressions used to calculate the
charge density for different confinement cases. Apart from the confinement
scenario considered, the carrier density can be obtained as the sum of the
occupied states of each conduction band energy:

n =
∫ ∞

Ec
g (E) fn (E) dE (A.1)

where g(E) is the Density of States (DoS) and fn(E) is the Fermi-Dirac
function.

A.1 No confinement
In this case, electrons can move in all directions without any restriction.
Then, the density of states is evaluated as:

g3D (E) = 1
2π2

(2m∗
~2

)3/2
E1/2 (A.2)

Then the electron density is calculated by making use of (Eq A.1) as:

n =
∫ ∞

EC

1
2π2

(2m∗
~2

)3/2 (E − EC)1/2

1 + e
E−EF
KBT

dE

= 1
2π2

(2m∗kBT
~2

)3/2 ∫ ∞

0

(
E−EC
kBT

)1/2

1 + e
(E−EC)−(EF−EC)

KBT

d
E − EC
kBT

= NC3DF 1
2

(
EF − EC
kBT

)

(A.3)

where Fν (x) is the Fermi integral function, defined as:

Fν (x) =
∫ ∞

0

τν

eτ−x + 1
dτ (A.4)
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and NC3D is calculated as:

NC3D = 1
2π2

(2m∗kBT
~2

)3/2
(A.5)

A.2 1D confinement
When the movement of electrons is limited in one of the directions, it is said
that there is unidimensional confinement. In this case, the density of states
is calculated as:

g2D = m∗

π~2 (A.6)

The electron density is obtained as in the previous section, but using
g2D instead of g3D:

n = m∗kBT
π~2

∫ ∞

0

1

1 + e
(E−EC)−(EF−EC)

KBT

d
E − EC
kBT

= NC2DF0

(
EF − EC
kBT

) (A.7)

where NC2D is calculated as:

NC2D = m∗kBT
π~2 (A.8)

A.3 2D confinement
Now, the movement of electrons is limited in two directions. The density of
states in this case is defined as:

g1D = 1
π

(
m∗

~2

)1/2
E−1/2 (A.9)

If this density of states is used to calculate the electron density, the
following expression is achieved:

n = 1
π

(
m∗kBT

~2

)1/2 ∫ ∞

0

(
E−EC
kBT

)−1/2

1 + e
(E−EC)−(EF−EC)

KBT

d
E − EC
kBT

= NC1DF− 1
2

(
EF − EC
kBT

)
(A.10)

173



A.3 2D confinement

where NC1D is calculated as:

NC1D = 1
π

(
m∗kBT

~2

)1/2
(A.11)
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Appendix B Finite Differences method

In this Thesis, the numerical resolution of the differential equations that
model the devices is based on the Finite Difference (FD) approach. In this
appendix, this method is introduced. Numerical methods target the solution
of equations that cannot be solved analytically, that is, through symbolic
manipulation. To that end, several approximation are considered to trans-
late the equations to the discrete world. The most remarkable advantage of
this translation is the use computational calculus to solve these equations.
As just mentioned, this work makes use of the FD method, based on the
Taylor series expansion. Given a function f(x), defined into the interval
(a, b) along with all its k-derivatives, it can be evaluated around a point xi
by its k-order Taylor series expansion as:

f(x) = f(xi) + x− xi
1!

df

dx

∣∣∣∣
xi

+ (x− xi)2

2!
d2f

dx2

∣∣∣∣∣
xi

+ · · ·+ (x− xi)k
k!

dnf

dxk

∣∣∣∣
xi

(B.1)
where the latest term defines the error, named as truncation error, commit-
ted when using k terms.

The FD methods splits the interval (a, b) into subintervals of size ∆,
and the function f(x) is evaluated in each of the xi points defined by these
subintervals:

f(xi) = f(a+ i∆), i = 0, 1, · · · ,
⌊
b− a

∆

⌋
(B.2)

The discretization of the interval (a, b) can be done with a varying ∆,
so that some regions inside (a, b) are explored in more detail. In this case:

{
f(xi) = f(xi−1 + ∆i−1), i = 1, · · · ,

⌊
b−a
∆

⌋

x0 = a;
(B.3)

In this work, a non-uniform grid is considered for the resolution of the
equations, that is, ∆ depends on the index i (∆i = xi − xi−1). Setting this
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as the starting point, it is possible to define the approximated expressions
of the derivatives of the functions. In this case we are only interested in the
first and second order derivatives. Beginning with the first order derivatives,
there are three ways to evaluated them: backward, centred and forward
approximations. First, the backward approximation uses the previous point
xi−1 to state the derivative:

df(x)
dx

≡ f(xi)− f(xi−1)
∆i−1

(B.4)

Forward approximation follows the same motive, but using the following
point xi+1:

df(x)
dx

≡ f(xi+1)− f(xi)
∆i

(B.5)

Finally, the centred approximation is a combination of the previous ones,
which makes use of both previous and next points:

df(x)
dx

≡ f(xi+1)− f(xi−1)
∆i−1 + ∆i

(B.6)

Moving to the second derivative, its definition based on df/dx:

d2f(x)
dx2 = d

dx

(
df

dx

)
≡ d

dx

(
1

∆i−1/2 + ∆i/2

(
df(xi+1/2)

dx
− df(xi−1/2)

dx

))

= 1
∆i−1/2 + ∆i/2

(
f(xi+1)− f(xi)

∆i
− f(xi)− f(xi−1)

∆i−1

)

(B.7)

where the index i± 1/2 states of for the mid points.
All these expressions are valid for a 1D space, however, the same proce-

dure can be used to obtain the expressions for two or more dimensions.
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Appendix C Randomized molecule dis-
tribution

The random distributions of molecules introduced in Section 6.4.4 for the
simulation of BioFETs have shown an implementation issue related with
the definition of yk−1, needed to locate the first molecule. Two options
were analysed to define this parameter: i) a fixed initial point based on the
location of the receptor layer, and ii) a randomized initial point near the
initial point of the receptor layer. In the case of the fixed initial point, this
is set to:

y−1 = p0 + lM
2 (C.1)

where p0 is the initial point of the receptor layer. For the randomized initial
point, a list of random points is generated starting from pL to p0. Then, the
closest point to p0 + lM/2 is chosen as yk−1 to set the position of the first
receptor molecule.
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Figure C.1: (a) pdf of the position of the molecules yk along receptor layer using a fixed
initial point y−1 (blue) or randomizing it (red), and (b) pdf of the post-processed

distance between molecules dk in each case.

Figure C.2 shows that both methods provide the same pdf profile for dk
but a slightly different pdf profile for yk. Far from the initial point there is
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no differences between the methods, but near y = 0 the randomized initial
point method depicts a softer profile akin to the ideal uniform distribution.
This analysis is extended with changes in dr, obtaining the profiles depicted
in Figure C.2. That figure depicts the Probability Density Function of the
hypothetical position of the molecules, yk, along a 300 nm-long receptor
layer, using two different values of dr and the two methods aforementioned
to set y−1. These profiles were extracted by generating 50 ·103 distributions
of molecules.
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Figure C.2: pdf of the position of the molecules yk along receptor layer using a fixed
initial point y−1 (a) or randomizing it (b). Two values of dr are considered for each case:

lM/2 and 10 nm+lM/2.

Figure C.2 shows that the pdf profile for the fixed y−1 is more impacted
by changes in dr. A shorter space between molecules enlarges the width
of the peak with higher probability and the width of the region where no
molecules are placed. For the randomized y−1 scenario, a shorter dr only
generates a softer transition to the region with constant pdf profile.

The previous analysis is repeated with the random distribution with a
position dependent σ. The same two options, fixed and randomized y−1,
were tested obtaining the profiles depicted in Figure C.3.
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Figure C.3: pdf of dk along the receptor layer for the three scenarios considered: dense
distribution near y = 0 (a, d), dense distribution at the centre of the sensing layer (b,e),
and dense distribution near y = L (c,f). Plots at the top show the distribution when a
fixed initial point is considered, while the plots at the bottom show the distribution

when this initial point is randomized.

Figure C.3 shows that a fixed staring point for the molecule distribution
removes the randomness of the molecule distribution in the high-receptor-
density region. This is not desired, so the randomized y−1 is the method
that provides the desired behaviour.
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Appendix D Impact of access regions in
GFETs RF performance

The analysis described in Section 7.3 was extended to determine the impact
of the access regions in the Radio-Frequency (RF) performance. This anal-
ysis was performed through the cut-off frequency, fT, as a RF Figures of
Merit (FoM). The value of fT is calculated as in [128, 159]:

fT = 1
2π

gm
Cfg

(D.1)

where gm is the transconductance and Cfg the front gate capacitance.
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Figure D.1: fT of the back-gated device with access regions under two scenarios: no
puddles (solid lines) and Np = 1012 cm−2 (dash-dotted lines). The values obtained for
the intrinsic device are depicted by the purple dashed line. The arrows labelled by

marks on the right side axis indicate the values of fT extracted from [160] (circles) and
[161] (squares and triangles). The yellow line indicates the physical limit for graphene
vF/2πL, determined by the transit time L/vF, with the Fermi velocity vF ≈ 108cm/s

and L =100 nm (squares).

Figure D.1 shows fT as a function of VFG under two scenarios: no pud-
dles (solid lines) and Np = 1012 cm−2 (dash-dotted lines). To assess the
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impact of the access regions, the performance of the intrinsic device (struc-
ture indicated by the dotted rectangle in Figure 7.9) is depicted too (dashed
lines). In addition, to evaluate the magnitude of the calculated values, the
experimental measurements of fT reported in [160] and [161] are indicated
by the arrows on the right side axis of Figure D.1. Despite the device
structure and the bias conditions are different, the channel lengths of these
experimental devices are similar to the ones simulated here (144 nm [160]
and 140 nm [161]), and therefore constitute a good reference. Importantly, a
de-embedding procedure was carried out for the RF measurements of these
experimental devices by using specific “short” and “open” structures with
identical layouts in order to remove the effects of the parasitics associated
with the pads and connections, but not the contact and access region resis-
tances.

Including the access regions results in a quite different response com-
pared with the intrinsic device, as the associated parasitic resistances pro-
voke a bias dependent decay of fT. Considering the scenario without pud-
dles, when the back gate is properly biased, fT is considerably improved.
If we analyse Figure D.1 jointly with Figure 7.13 and Figure 7.14, those
combinations of VFG, VBG for which the RS − VFG (RD − VFG) curve shows
its minimum values, are those for which fT shows a greater improvement.
When RS (RD) is higher, fT is spoiled with respect to the VBG = 0 V case.
This relation between the access region conductivity and the improvement of
the RF performance was experimentally observed in [99], where a higher fT
was demonstrated when a GFET with two additional electrodes was prop-
erly biased to control such conductivity. When puddles are included, the
channel conductivity increases, reducing the control of the back-gate bias,
and simultaneously results in a more symmetric fT − VFG dependence.
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