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A B S T R A C T

Companies’ financial failure prediction is one of the most cru-
cial real-world problems. This is because many companies

are interested in forecasting their incoming financial status in or-
der to adapt to the current financial and business environment to
avoid bankruptcy. In addition, commercial banks are interested in
gaining this prior information about the future financial status of
companies as a requirement that supports the decision of provid-
ing loans to companies in some cases, and even the investors are
interested in this information. On this basis, the main objective
of this doctoral thesis is to improve the performance of Machine
learning and Deep Learning algorithms in predicting companies’
financial failure. The main challenge of predicting the companies’
financial failure using these kinds of algorithms is the scarcity
of companies’ bankruptcy occurrence in the real-world, making
the real companies’ financial datasets extremely imbalanced. In
other words, the inconsistent distribution of the financial data
dramatically affects the overall performance and reliability of the
classifiers. To carry out this main objective, new simple resam-
pling approaches have been proposed in this study to solve the
data balancing problem. These simple approaches aim mainly
to avoid the overfitting that arises as a consequence of the ‘sim-
ple’ replication of the minority instances (bankrupt companies
records) in order to balance the dataset, and also to prevent losing
some important information that happens as a consequence of
eliminating some majority instances (solvent companies records)
to solve the data balancing problem. Accordingly, the simple bal-
ancing approaches are based mainly on splitting the imbalanced
dataset into several balanced subsets processed by the classifiers
individually. Afterwards, a comprehensive analysis of the impact
of using several different balancing methods on the performance
of classical classification algorithms in predicting companies’ fi-
nancial failure has been done. The selected balancing methods
are analyzed bearing in mind the existing types in the literature.
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This analysis aims to conclude the most appropriate balancing
technique to solve the financial data inconsistency distribution.
Furthermore, in order to improve the performance of several clas-
sical classifiers in predicting companies’ bankruptcy, cascading
technique have been used to create hybrid classifiers, showing
better performance than using stand-alone ones. A further step
in this doctoral thesis is to customize Deep Learning algorithms
by identifying a specific number of hidden layers and hyperpa-
rameter values to maintain the highest performance in predicting
bankrupt and solvent companies. Finally, a novel data balancing
technique baptized as Distance Based Border Instances SMOTE
(DBBI-SMOTE) has been developed to solve the inconsistent dis-
tribution of the financial data. This novel method avoids some
drawbacks in the existing balancing methods procedures, such
as generating the new minority instances in the majority region.
In addition, it outperforms many other balancing methods ad-
dressed in the literature. Thus, the novel approach is considered
as a preprocessing stage of several standard and ensemble classi-
fiers, yielding significant improvements in their reliability and
overall performance.



R E S U M E N

La predicción de la quiebra de empresas se considera como un
problema crítico en el mundo real, ya que muchas empresas

necesitan tener previsiones de su situación financiera futura para
adaptarse al entorno financiero y empresarial del momento y
evitar la quiebra. Tanto los bancos como los inversores están in-
teresados en disponer de información sobre el estado financiero
futuro de las empresas, como requisito para apoyar la decisión de
conceder préstamos a las empresas en algunos casos. Así pues, el
objetivo principal de esta tesis doctoral es mejorar el rendimiento
de diversos algoritmos de Machine Learning y Deep Learning
ante el problema de la predicción de la quiebra de empresas. El
principal reto es la escasez de patrones de quiebra de empre-
sas en el mundo real, lo que hace que los conjuntos de datos
financieros de las empresas reales estén extremadamente desbal-
anceados. En otras palabras, hay una distribución inconsistente
de los datos financieros en los conjuntos de datos que afecta al
rendimiento general y a la fiabilidad de los clasificadores. Para
solventar este problema se han propuesto nuevos enfoques sen-
cillos de ‘remuestreo’ de datos para resolver el problema del
balanceo de los conjuntos de datos. Los métodos propuestos
tienen como objetivo principal evitar el sobreajuste que surge
como consecuencia de replicar las instancias minoritarias (reg-
istros de empresas en quiebra) para equilibrar el conjunto de
datos, lo cual se hace en algunos métodos simples, y también
para evitar la pérdida de información importante que se produce
como consecuencia de la eliminación de algunas instancias de la
clase mayoritaria (registros de empresas solventes), que se realiza
en otros métodos, para hacer frente al problema del desbalanceo
de los datos. Así, los enfoques simples de equilibrado propuestos
se basan principalmente en dividir el conjunto de datos desequi-
librado en varios subconjuntos equilibrados que son procesados
por los clasificadores de forma individual. Junto con esto, se ha
realizado un análisis exhaustivo del impacto que tiene el uso
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de varios métodos de balanceado de datos en el rendimiento
de diferentes algoritmos de clasificación clásicos para la predic-
ción de la quiebra de empresas. Este análisis tiene como objetivo
obtener la técnica de balanceado más adecuada para resolver
el problema de distribución desbalanceada de datos financieros.
Además, con el fin de mejorar el rendimiento de los clasificadores
clásicos en la predicción de la quiebra de empresas, se han uti-
lizado técnicas en cascada para crear clasificadores híbridos que
ofrezcan un mejor rendimiento que el obtenido utilizando los
clasificadores independientes más sencillos. Una aportación adi-
cional de esta tesis doctoral es el estudio de la configuración
óptima de diferentes algoritmos de Deep Learning, estableciendo
un número adecuado de capas ocultas, así como de los valores de
los hiperparámetros de dichos métodos, a fin de para obtener el
máximo rendimiento en la predicción de la quiebra de empresas.
Finalmente, se ha desarrollado una nueva técnica de balanceo
de datos denominada Distance Based Border Instances SMOTE
(DBBI-SMOTE) para resolver el desbalanceo de datos financieros.
Este nuevo método evita algunos problemas, de los métodos
de balanceo de datos existentes actualmente, como por ejemplo
generar nuevas instancias minoritarias en la región mayoritaria.
Asimismo, el nuevo método supera en rendimiento a muchos
otros mencionados en la literatura. La aplicación de este nuevo
método es una etapa de preprocesamiento que se aplica a varios
clasificadores estándar y agrupados, obteniendo así una mejora
claramente significativa en su fiabilidad y rendimiento general.
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Nowadays, the demand on using the computer in our life is
increasing excessively due to its utility in performing a

wide range of applications could make the human life easier, and
even safer. One of the most important parts of computer science
is Artificial intelligence (AI)[1], which is the science to construct
smart machines, in particular intelligent computer applications
[2]. Accordingly, the main factors that give the AI this impor-
tance are the reliability, precision and speed in solving issues or

1
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providing services that could affect a wide range of aspects of
human life. The issues solved, or the applications provided by
the AI of the computer can be classified in a range of normal to
very critical issues that could catastrophically affect the human
life, such as a failure in autopilot system. Particularly, one of the
major fields that basically rely on AI to solve are the real-world
problems. Many researchers devoted using a part of AI (i.e., Ma-
chine Learning)[3] to solve a wide range of real-world problems
such as Image Processing [4], Computer Vision [5], Financial
Forecasting [6], Cars Self-Driving [7], Spam Detection [8], Fraud
Detection [9], Speech Recognition [10], Cyber security [11], and
many more. Thus, as a critical example of real-world problems
solving, Machine Learning and more recently Deep Learning
have been applied to a great extent in solving the problem of
predicting companies financial failure because it has a crucial
impact on the future of business. Accordingly, this doctoral thesis
studies the problem of predicting companies’ financial failure,
and proposed new approaches aiming to improve the reliabil-
ity and the overall performance of Machine learning and Deep
learning algorithms in solving it. Noteworthy, the main obstacle
in solving this problem is the scarcity of the accruing companies’
bankruptcy , which makes it a great challenge for the classifiers
to predict the correct financial case of companies, (i.e., bankrupt
or solvent) and guaranteeing a considerable reliability in that
sense.

1.1 context and motivations

The relevance of companies’ financial failure prediction problem
is evident in today’s world due to its effects on banks, businesses,
a large number of stakeholders, including workers, creditors
and suppliers, and eventually, even entire countries. There might
be huge financial losses encountered due to bad judgment and
analysis.

Thus, providing a specific approach to deal with financial data is
a challenging task due to the usual high imbalanced distribution
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in it, where the number of insolvent companies is much less than
those successful ones; the occurrence of companies’ financial
failure is infrequent compared to the solvency in the real-world.
In other words, the companies’ real financial data is extremely
imbalanced. Accordingly, the data inconsistent distribution badly
affects the reliability and the overall performance of classifiers
in predicting companies’ financial failure, and strongly raises
the need for using resampling techniques in order to solve the
problem. A classifier is a software tool or programming repre-
sentation of algorithms that process the data observations or
samples in order to determine the class of new ones [12]. On
the other hand, the resampling can be defined as a procedure of
increasing or decreasing the amount of samples in the dataset
in order to solve the data balancing problem [13]. Thus, the clas-
sifiers tend to select the easiest way guaranteeing a very high
accuracy at the expense of reliability, which is assigning the new
instances to the majority instances class (solvent companies) and
avoiding the other class. Thus, the first and easiest technique to
solve the data inconsistent distribution problem is the random
oversampling, which is based mainly on replicating the minority
instances (bankrupt companies records) randomly until achiev-
ing a balanced state for the dataset. This technique can simply
cause overfitting in the classifier. This means that the classifier
learns the minority instances very well due to the highly replicat-
ing of them, but in the validation on new data or test data, the
classifier moderately mispredicts the bankrupt companies.

Accordingly, this doctoral thesis studies and analyses existing
methods, trying to find the best data processing and hybridisa-
tion of techniques, as well as their best configuration to maximize
their performance in this problem. Thus, new simple resampling
approaches are provided and supposed to avoid the random
replicating of the minority instances that cause the overfitting
case. In addition, this thesis aims to analyze the impact of many
of the state of the art balancing techniques on the performance of
the classifiers and conclude the appropriate ones to deal with the
financial data and leads the classifiers to the minimum bankrupt
companies mispredicting. Besides, it aims to improve the perfor-
mance of the classical classifiers in predicting bankrupt compa-
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nies by the hybridizing them. Furthermore, due to the importance
of the prior knowledge about companies’ financial failure, this
thesis studies the use of Deep Learning methods as robust tools
that could yield very high performance in predicting compa-
nies’ financial failure compared to standard Machine Learning
methods. Furthermore, the final aim of this thesis is to develop a
novel balancing technique that can fill the gap and avoid some
drawbacks that could be happened by the existing techniques
such as generating the new minority instances in the majority
region, or using certain categories of the minority instances to
generate the new instances and avoid the others.

1.2 objectives

Taking into account the main motivations described in Section 1.1,
the main objective of this thesis is to make relevant contributions
in improving the performance of Machine Learning and Deep
Learning algorithms in predicting companies financial failure.
The specific main objectives are detailed below.

1.2.1 Analysing classical classification algorithms with new simple
resampling techniques to predict companies financial failure

The first specific objective is to test new simple resampling ap-
proaches to solve the inconsistent data distribution problem, and
avoiding the occurrence of the overfitting that happened by ap-
plying the random oversampling technique. Moreover, the new
resampling approaches are based mainly on splitting the original
companies dataset into several balanced subsets, each subset
comprised of the whole bankrupt companies record and a certain
portion of the majority instances. Then, use these subsets to train
three well-known classifiers in order to predict companies finan-
cial failure. Finally, the final results will be obtained by finding
the average of the outcomes yielded by each subset.
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1.2.2 Studying classical classification algorithms with advanced bal-
ancing techniques to predict companies’ financial failure

The second objective of this thesis is to analyze the impact of
using several different balancing techniques on the performance
and reliability of classifiers in predicting companies financial fail-
ure. The outcome of this analysis is to conclude the best balancing
technique and its best configuration to prepare the companies
dataset before using it to train the classical classification algo-
rithms.

1.2.3 Improving the performance of classical classification algorithms
in predicting companies financial failure

The third objective of this thesis is to hybridize classical classifi-
cation algorithms using cascading technique, and then use the
hybrid models to predict companies financial failure. This, in
turn, will have a significant impact on the overall performance
of the classification algorithms in solving the same real-world
problem.

1.2.4 Applying Deep Learning algorithms with advanced data balanc-
ing methods to predict companies’ financial failure

The fourth objective of this thesis is to optimize the configuration
of Deep Learning algorithms in order to achieve the highest
performance and reliability in predicting companies financial
failures, and outperforming other machine learning algorithms
in solving the same problem. In other words, the fourth objective
is presenting the customized Deep learning methods as solid
alternatives that could outperform all of the standard machine
learning and statistical methods in forecasting the companies’
financial status.
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1.2.5 Designing and developing a novel advanced data balancing
technique to solve the financial data inconsistent distribution
problem

The final specific objective of this thesis is to design and develop
a novel balancing technique filling the gap and avoiding some
drawbacks of several existing balancing techniques procedures.
The novel balancing technique will be used to balance several
datasets of companies belonging to different markets, and vary
with respect to the data type and balancing ratios. Then, the
generated balanced datasets by applying the novel balancing
technique will be used to train several classifiers in order to
evaluate the feasibility and reliability of the novel method. In ad-
dition, studying the impact of many other balancing techniques
covering wide range of the existing types in the literature regard-
ing solving the same problem, and compare it with the novel
technique.

1.3 thesis structure

This section presents a brief description of the chapters that make
up this thesis. Thus, the structure of the thesis is as follows:

• Chapter 1. Introduction: it introduced this thesis, and pre-
sented the motivations and the objectives of it.

• Chapter 2. Comprehensive literature review: This chapter
presents a comprehensive review about the statistical and
the artificial intelligence methods that had been used in the
literature to predict companies’ financial failure.

• Chapter 3. Methodology: this chapter presents in details
the Machine Learning and Deep Learning algorithms that
have been used along this doctoral thesis to predict compa-
nies financial failure.
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• Chapter 4. Using classical classification algorithms with
new simple sampling approaches to predict companies’
financial failure: this chapter presents new simple resam-
pling approaches used in order to solve the financial data
inconsistent distribution problem, and avoiding the occur-
rence of the overfitting happened by applying the random
oversampling.

• Chapter 5. Using simple classification algorithm with sev-
eral different advanced balancing techniques to predict
companies’ financial failure: this chapter presents a com-
prehensive analysis about the impact of several different
advanced balancing techniques on the performance of clas-
sical classifiers in predicting companies financial failure.

• Chapter 6. Improving the performance of classical ma-
chine learning algorithms in predicting companies’ fi-
nancial failure: this chapter present a new approach to im-
prove the performance of classical classification algorithms
in predicting companies financial failure by hybridizing
them.

• Chapter 7. Using Deep Learning algorithms with advanced
data balancing techniques to predict companies’ finan-
cial failure: this chapter presents several customized Deep
Learning methods as a solid alternative to predict com-
panies’ financial failure, and outperforming several high
performance ensemble-based Machine Learning classifiers.

• Chapter 8. A novel data balancing technique: DBBI-Smote
(Distance-Based Border Instances SMOTE): This chapter
presents a novel technique to solve the financial data in-
consistent distribution problem, and outperforms several
balancing techniques addressed in the literature.

• Chapter 9. Conclusions: this chapter summarizes the con-
clusions drawn from the results obtained and the contribu-
tions of this doctoral thesis. In addition, the future work is
also exposed.
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This chapter presents a literature review about companies
financial failure prediction (bankruptcy), focusing on the

most relevant statistical and artificial intelligence methods ad-
dressed in the literature to solve the problem.

Financial failure prediction is a critical matter that occupies the
efforts of many researchers, since an inaccurate decision about
the companies’ financial status could cause costly financial losses.
Mostly, the prediction of companies’ financial status could be
done using statistical techniques such as Linear Discriminant
Analysis (LDA), Multi-Discriminant Analysis (MDA) and Logis-
tic Regression (LR or Logit); or by Artificial intelligence algo-
rithms[14, 15].
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2.1 statistical methods

Actually, many researchers adopted the statistical methods to
predict companies’ financial failure. In the sixties, Altman [16]
used MDA to predict companies’ financial status using their
financial statements. Later, Martin [17] proposed using logit to
predict banks financial failure. Furthermore, in the eighties, the
use of MDA in bankruptcy models was reduced [18]. Ohlson
[19] adopted Logit to predict companies’ financial failure. More
recently, Kolari et al. [20] developed two Computer-based Early
Warning Systems (EWSs) to predict large US banks financial
failures, based mainly on logit and trait recognition, respectively.
However, the system that based of trait recognition outperformed
the other one based on logit with respect of predicting both
classes. In addition, Jones and Hensher [21] proposed a mixed
Logit model, and compared it with a standard Logit model in pre-
dicting companies financial distress, proving that the mixed Logit
model yields better results than the standard one. One year later,
Montgomery et al. [22] discussed the financial circumstances
could causes a financial failure in Japanese and Indonesians
domestic banks using Logit. Canbas et al. [23] constructed an
integrated early warning system to predict the financial status of
Turkish commercial banks. The authors combined discriminant
analysis, Logit and probit models to construct the model which
provide a considerable solution to avoid the wrong estimations
about the future of the banks in Turkey.

Furthermore, Lanine and Vennet [24], developed two models to
predict the financial status of Russian commercial banks. The first
model based on a parametric logit, whereas the second model is
a modified nonparametric trait recognition model. Both models
showed a good performance in predicting the bankrupt banks,
but the modified trait recognition model obtained better results
compared to logit and the traditional trait recognition model.
Also, In [25], the authors devoted Logit analysis to forecast Rus-
sian banks bankruptcy. Later, Berg [26] proposed Logit-based
Generalized Additive models (GAM) to predict Norwegian firms
financial status. Thus, dataset of Norwegian firms between the
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period (1996–2000) adopted to train GAM-Logit approach. The
authors reported that GAM-Logit significantly outperformed
other models addressed in the same study. Minussi et al. [27],
adopted Logit in order to predict the financial status of Brazilian
companies. Later, in [28], the authors analyzed the impact of
several feature selection approaches on Logit and three other
algorithms in predicting the financial failures of US banks. Then,
Bhunia [29] used MDA to predict the financial status of Indian
companies with different financial, business and operating condi-
tions. The proposed model showed high accuracy (between 86%
and 96%). Thus, according to the accuracy, MDA proved that it
is still a considerable alternative to predict companies financial
failure and verging the other predictors used in the literature.
In 2016, Brozyna et al. [30] used LDA and Logit to predict the
financial status of Polish and Slovak companies. Most recently,
Horváthová and Mokrišová [31], compared the performance of
Logit to BCC DEA model in predicting business failure in Slo-
vakia. The acronym BCC refers to the first letters of the names
of its three founders (i.e., Banker, Chames and Cooper), and it
is a model to measures the efficiency of technical estimations. In
addition, the acronym DEA refers to Data Envelopment Analysis.
Thus, the authors reported that BCC DEA model significantly
outperforms the Logit model with respect to predicting both
cases; the success and the failure. Also, In [32], the authors made
a careful analysis about improving the knowledge of bankruptcy
prediction of large European companies using the discriminant
analysis.

2.2 artificial intelligence methods

Many studies adopted using the Artificial Intelligence Methods
to predict companies’ financial failure. the Artificial Intelligence
Methods can be grouped into two categories: Machine Learning
and Deep Learning methods.



12 2 comprehensive literature review

2.2.1 Machine learning methods

In the case of using classical machine learning algorithms, Baek
and Cho [33], made a training trick in order to improve the
performance of a proposed auto-associative neural network in
predicting companies financial failure. In other words, they use
a sample dataset contain only solvent companies to train auto-
associative neural network, and then used a sample dataset con-
tained records for bankrupt and solvent companies. The new
training approach relatively enhanced the performance of the
proposed method. Later, Hui and Sun [34] depended on SVM
to do an empirical study about the financial status of Chinese
companies. Also, Bose and Pal [35] made a study comparing
several methods to forecast the financial status. They proved
that neural networks accuracy is better than SVM for this aim.
Afterwards, Li and Sun [36] in their study improved the financial
status prediction accuracy by using a straightforward wrapper
approach in order to complement SVM. Later, Heo and Yang[37]
compared the performance of AdaBoost, artificial neural net-
work, SVM, decision tree, and Z-score in predicting the financial
failure of large Korean construction companies. Noteworthy, the
proposed Korean construction companies dataset was extremely
imbalanced. Thus, AdaBoost showed the best performance in
predicting companies financial failure compared to the other clas-
sifiers addressed in that study. In [38], the authors studied the
impact of combining the Financial Ratios (FRs) and Corporate
Governance Indicators (CGIs) on the classifiers’ performance in
predicting Taiwanese companies’ financial status. The problem
of the inconsistent data distribution was solved by selecting a
balanced subset using stratified sampling method. The selected
subset contained 239 records for bankrupt companies and an-
other 239 records for solvent companies. Thus, five well-known
classifiers were compared, i.e., SVM, KNN, CART, MLP and
Naïve Bayes. Then, combining the FRs and the CGIs improved
the performance of the classifiers, Stepwise Discriminant Analy-
sis (SDA) Feature Selection method with SVM obtained the best
results. In addition, Zięba et al. [39], compared several classi-
fiers performance with a novel approach that applies EXtreme
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Gradiant Boosting (EXGB) for learning an ensemble of decision
trees in order to predict companies’ financial status. In their
study, they introduced a new concept named synthetic feature
in order to obtain higher-order statistics in data. An extremely
imbalanced Polish companies’ dataset, collected during 2007 to
2013 for bankrupt companies, and 2000 to 2012 for still operating
ones was used to evaluate the novel approach performance. Thus,
the proposed approach obtained significant results with respect
to the referenced methods they applied such as J48, RF, SVM and
AdaBoost. In addition, Karas and Reznakova[40], developed a
customized model based on Classification and Regression Trees
(CART) to predict construction companies financial failure. Also,
Le et al.[41] discussed the impact of using the balancing tech-
niques on the Korean companies’ bankruptcy status prediction
performance. Thus, four classification models were used to pre-
dict the financial status, namely; RF, Decision tree, MLP and SVM.
The dataset used was extremely imbalanced, so 6 balancing tech-
niques were utilized to solve this problem; (SMOTE, BL-SMOTE,
SMOTE-ENN, SMOTE-Tomek and ADASYN). Furthermore, the
classification models applied on the data before and after balanc-
ing, RF outperform the other models in both cases, but using RF
with SMOTE-ENN obtained the best results.

2.2.2 Deep learning methods

Actually, there are not many studies that apply DL methods to
predict companies’ financial failure using companies’ real data
[42]. However, some researchers used financial data as a graphi-
cal representation. Yeh et al. [43], predicted companies financial
status using DBN, the return of stock markets for solvent and
bankrupt companies were presented as binary images and then
were utilized in order to train the models. They proved that DBN
outperforms SVM classical classification method. Also, Hosaka
[44] proposed a method based on Convolutional Neural Net-
works (CNN) to predict bankruptcy using Japanese stock market
data represented as a grayscale image. Moreover, the proposed
method obtained the optimum results compared to classical and
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other DL classification methods. On the other hand, following
classification using tabular data, Wyrobek [45] compared the
performance of convolutional neural networks (CNN) to several
machine learning (i.e., SVM, RF, gradient boosting decision trees,
neural network with one hidden layer (NN), NB) and statistical
methods (i.e., discriminant analysis (DA) and logit) in forecast-
ing the financial failure of Polish companies. Thus, the gradient
boosting decision trees model showed best performance com-
pared to the other classifier including the deep learning one. Jang
et al.[46] compared LSTM, Feed-forward neural network and
SVM regarding predicting Business Failure relying on listed US
construction contractors. The same authors [47] also proposed a
model based on LSTM to predict the business failure probability
from one to three years using accounting, construction market
and macroeconomic variables. Moreover, the SMOTE-Tomek bal-
ancing technique was used as a data preprocessing stage in both
works, obtaining better results than using only the accounting
variables. In addition, Vochozka et al. [48], proposed using LSTM
to predict the financial status of construction companies in Czech
Republic.

2.3 comparison between machine learning and sta-
tistical methods

In order to identify the most appropriate classification algorithm
to solve the problem of companies financial failure prediction,
many researcher compared the performance of different classi-
fiers in solving the problem. For instance, Pompe and Feelders
[49] compared the performance of LDA with classification trees
and neural networks in this problem, and proved that neural
networks outperform the rest of methods. Min and Lee [50]
compared SVM, MDA, Logit and three-layer fully connected
back-propagation neural networks regarding bankruptcy predic-
tion, with SVM obtaining the best results. Also, Xu and Wang
[51], compared MDA to Logitic and SVM in predicting the fi-
nancial failure of cooperates listed in Shanghai stock exchange.
In the three models the authors considered using efficiency as
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a predictor variable. Lin [52], discussed in details the perfor-
mance of several methods in predicting the finical failures of
public industrial firms in Taiwan. Thus, the methods addressed
in that study were Multiple discriminate analysis (MDA), logit,
probit, and artificial neural networks (ANNs). A dataset of Tai-
wanese public industrial companies in the period of 1998-2005

obtained from Taiwan Economic Journal adopted to train the
predictors. The the probit, logit, and ANN models achieved very
good results with respect to the prediction accuracy. The probit
model showed the best and stable performance outperforming
the remaining predictors addressed in that study. More recently,
Mansouri et al. [53], compared the performance of three layers
artificial neural network with Logit in predicting the financial fail-
ure of companies listed in Tehran stock exchange (TSE) in Three,
two and one year in advance. Thus, the authors reported that
the three layers artificial neural network outperformed the Logit
model in the case of predicting the companies financial failure
three, two and one year in advance with respect to the accuracy,
respectively, (93% / 86.4% ), ( 88% / 84%) and ( 94% / 84%).
Later, More recently, several researchers have compared the sta-
tistical techniques with ML techniques on forecasting companies’
financial failure. Also, Islam et al.[54] compared 13 classification
models regarding predicting bankruptcy status using extremely
imbalanced dataset. SMOTE was utilized to resample the data as
a preprocessing stage, showing an improvement on the perfor-
mance of the classification algorithms according the evaluation
metrics.

Most recently, Bateni and Asghari [55] compared the performance
of using Logit to a genetic algorithm with respect to predict
the financial failure of Iranian companies. A balanced dataset
comprising of 174 records belong to solvent Iranian companies
and other 174 records belong to the bankrupt companies in the
same market in the time period of 2006–2014 had been used to
train both methods. Nevertheless, the genetic algorithm model
significantly outperformed the logit model in predicting the
financial status of the Iranian companies with a huge gap in the
obtained accuracy.
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2.4 combined methods

In an attempt to provide robust classification model outperform-
ing the existing standard ones, several researchers combined
classification methods, and use those combinations to predict
the financial status of companies. For instance, Hu et al. [56]
proposed three combinations of methods to predict the finan-
cial failure of Korean companies. The proposed models were
MDA + neural networks, decision tree + neural networks, and
Self Organizing Feature Map (SOFM) + neural networks. The
authors reported that the hybrid models of neural networks
yielded promised performance in predicting companies financial
status. Later, Min et al. [57] devoted the genetic algorithm to
improve the performance of SVM in predicting Korean compa-
nies financial status. Mainly, the genetic algorithms had been
used to improve the feature subset and the SVM method pa-
rameters. The new method showed an optimum performance
compared to stand alone SVM and Logit. Also, Wu et al. [58]
developed genetic-based SVM to predict the financial distress in
Taiwanese companies. The performance of the new model com-
pared to two artificial methods (i.e., SVM and neural networks)
and three statistical methods (i.e., MDA, Logit and Propit). Thus,
the genetic-based SVM showed better performance in predicting
and mispredicting the companies financial failure compared to
the other methods. Hu [59], proposed a novel multilayer percep-
tron + Choquet fuzzy integral and applied it in order to analyse
financial distress . The main idea of the proposed model is replac-
ing the activation function of the traditional MLP by the Choquet
fuzzy integral. In addition, Sun and Li [60] considered combin-
ing several statistical and artificial intelligence classifiers using
weighted majority voting, namely: MDA, Logit, decision tree,
neural network and SVM, and reported that using the combined
model shows better performance that using sand alone classi-
fiers. In addition, Chandra et al. [61] combined several powerful
classifiers (i.e., RF, SVM, MLP, Logit and CART) to predict the
financial failure of dotcom companies.



2 .4 combined methods 17

Most recently, Ghatasheh et al. [62] combined ensemble meth-
ods with cost-sensitive methods in order to predict companies
financial status. They compared the performance of combining 3

cost sensitive methods, ie., cost-sensitive learning, cost-sensitive
classification and MetaCost with several ensemble classifiers.
The combination of RF with cost-sensitive classification method
outperformed the other ensemble and cost-sensitive methods
addressed in that study, the accuracy, type I and type II errors ob-
tained by that combination were, respectively, 91.172%, 9.4% and
8.8%. Also, Faris et al. [63] proposed a hybrid approach to predict
companies’ financial status, that approach based mainly on sev-
eral stages, ie., data normalization, resampling, feature selection
and the final stage is classification. In their study, they compared
the performance of using basic and ensemble classifiers. They
found that the combination of SMOTE and Adaboost ensem-
ble methods utilizing reduced error pruning tree guaranteed
promising results compared with the other basic and ensemble
classifiers. The accuracy, type I and type II errors obtained by
that approach were, respectively, 98.3%, 0.6% and 45%.
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3.1 machine learning algorithms

In this section, the Standard, ensemble machine learning and
deep learning algorithms used in this study are presented in
details.

3.1.1 Standard Classifiers

Several standard (classical) classification algorithms shows a
promising performance in forecasting some events in the future.
Thus, This subsection presents in detail the standard (classical)
classifiers that have been utilized along this thesis to predict
companies financial failure.

3.1.1.1 Decision Trees Classifier (DT)

Is a basic iterative model used normally for classification and
regression tasks, and also it is the base algorithm for several
machine learning algorithms[64, 65]. DT comprised mainly of
three components, namely:

1. Root Node: which represent the data input point; it doesn’t
have an input edge.

2. Test Nodes: which split the attribute space into two or more
sub-spaces according to the possibility (probability) of the
attributes values.

3. Leaf Nodes: That consist of the objects that belong to the
same class.

Accordingly, most of the decision trees are made up of two
essential procedures [65]:
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• Growth procedure: which is a recursive partitioning of the
data during building the decision trees till constructing
a tree contains leaves nodes represent a single class, or a
values less or more than certain threshold.

• Pruning procedure: the steps of this procedure referred
generally as pre-pruning, which normally applied during
the growth procedure in order to avoid the training data
over-fitting. Thus, avoiding the over-fitting situation could
happen by preventing the splits that incompatible with a
certain threshold such as minimum number of instances
for each split, or minimum number of labels for each leaf
node.

Moreover, during constructing the decision trees, several itera-
tions should be addressed in order to build the ideal decision tree
that leads to the optimum solution, in each iteration the attribute
space split based on the output of discrete functions. Thus, after
evaluate the discrete function the dataset split into two (or more)
subsets (i.e, sub-trees) in each iteration; each subset belongs to
one class (pure), or to two or more classes (impure) [65]. Accord-
ingly, to present a simple example of decision tree construction,
small sample of the nominal attributes has been selected ran-
domly from the Spanish companies’ dataset. In other words, as it
shown in Table 3.1, 10 instances selected from the original dataset,
each instance comprised of six nominal attributes, namely: So-
cial code (LTD, Co,or Other), Linked Group (Yes, or No), Delay
Account (Yes, or No), Audited (Yes, or No) and Auditors Opinion
(positive, negative, minor, or nothing), and the class attribute
’Bankrupt’ (Yes, or No). Figure 3.1 illustrates the decision tree
that constructed based on the selected sample. Thus, as it can
be seen in the figure, one of the possible attributes values series
that could lead to the solvency case (i.e, class label= No) is: Social
code = Co, Linked Group= No, Delay Account= Yes, and Auditors
Opinion= Minor.

Moreover, several splitting measures could be used to construct
the decision trees, each measure might fit certain problems or
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Table 3.1: Random small subset selected from the Spanish com-
panies’ dataset nominal attributes.

Social Code Linked Group Delay Account Audited Auditors Opinion Bankrupt
LTD Yes Yes Yes Positive No
Co No Yes Yes Minor No
Co Yes No Yes Positive No

LTD Yes No No Nothing No
Co No Yes Yes Negative Yes

Other No No Yes Negative Yes
LTD Yes Yes Yes Negative Yes

Other Yes Yes Yes Negative Yes
Co No No Yes Positive No
Co Yes No Yes Minor No

LTD Yes No Yes Minor No

dataset better than the others [64, 65]. Specificity, in our work we
have used two well-known splitting measures, which are:

• Information gain: it is a measure of the impurity in several
instances based on the entropy criterion. It discover the use-
fulness of each feature for classification; the feature with
more information gain is more useful to split during the
decision tree construction. Accordingly, the entropy mea-
sures the degree of the impurity. In other words, if the
splitted subset’s instances belong to more than one class,
then the subset is impure and the entropy value would be
more than zero, but if all of the instances belong to the same
class, then the entropy value would be zero. Equations 3.1
and 3.2 present the Information gain and entropy formulas,
respectively [66].

In f ormation Gain(L, f ) = Entropy(L)−
V

∑
v=1

|LV |
|L| . Entropy(LV)

(3.1)

Entropy(L) = −
j

∑
i=1

pi . log2(pi) (3.2)
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Figure 3.1: Simple decision tree constructed using the random
subset that selected from the Spanish companies’ dataset nominal
attributes.

where L is the splitted subset using the feature f , V repre-
sent amount of the various values of the feature f , |LV | is
the subset of L with f = v, and p is the probability of each
observation value or label.

• Gini index: is an impurity-based criterion; better split yields
more pure data. Equation 3.3 defines the Gini formula [66].

Gini(L) = 1−
j

∑
i=1

p2
i (3.3)

Where L is a dataset, j is the amount of the various class
values, pi is the relative frequency if class i in L. Thus, if the
dataset split into 2 subsets (i.e, L1 and L2) with 2 different
sizes (i.e, N1 and N2) based on the attribute A values, Gini
founded as mentioned in the equation 3.4 [66].

GiniA(L) =
N1

N
. Gini(L1) +

N2

N
. Gini(L2) (3.4)
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Furthermore, the reduction in the impurity is founded as
mentioned in the Equation 3.5[66].

∆Gini(A) = Gini(L)− GiniA(L) (3.5)

3.1.1.2 C4.5 Classifier

C4.5 is very common classifier proposed by Ross Quinlan in
1993 [67], and based on ID3 algorithm [68] (proposed by the
same author in 1986) with enhancements on handling missing
values and continuous attribute value ranges with the ability
to choose an appropriate attribute selection measure. ID3 is a
very simple decision tree constructed by splitting the training
data relying on the Information Gain splitting criteria, thus, the
growth procedure remains until all of the instances have the
same value, or the the information gain values not exceeding
zero. Moreover, ID3 algorithm is not processing numeric values
(only categorical or discrete), it doesn’t handle the messing values
normally, and also it is sensitive to the features with large number
of different values. Accordingly, C4.5 proposed to overcome these
limitations, it process both numerical and categorical values,
handle the messing values, and also eliminate the sensitivity of
processing the features with large amount of different values
by using Gain Ratio splitting criterion instead of the Information
Gain [69]. Equation 3.6 presents the Gain Ratio splitting criterion
formula [64].

Gain Ratio(ai, S) =
In f ormation Gain(ai, S)

Entropy(ai, S)
, (3.6)

where S is a training set, and ai is an attribute value. Moreover,
C4.5 provide the the pruning procedure with the dept-first con-
structing strategy. For each nominal attribute each value used to
generate several sub-trees as many as the number of the different
values in that attribute. On the other hand, the numeric values
of the attributes are sorted, and then the Gain Ratio calculated
based on for each split that based on each fixed unique value in
the sorted values [69].
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3.1.1.3 J48 Classifier

is a Java implementation of the C4.5 algorithm in the WEKA
data mining tool [70], which is an extension of ID3 decision tree
algorithm. The main objective of J48 classifier is to implement
the training dataset into a decision tree based on the number
of attributes in it. While J48 classifier creates the decision tree
it ignores all of the missing values because they are valueless.
The procedure of J48 predicting stands on the known attributes
values [70], and handle the discrete and the contiguous data,
then pruning the decision tree if there are some branches which
do not help in order to reach the leaf node [71]. J48 algorithm
runs according to particular steps:

• The first step is if all of the records in the dataset belong to
the same class, so the tree is a leaf, this leaf will be labeled
with the same class.

• The second step is calculating the information of the at-
tributes given by applying a test on it depending on the
probability of the attribute value in each record, then the
information Gain calculation relaying on the information
given by applying the tests.

• The last step is to select the best attributes regarding to the
information gain calculated in the previous step.

The final touch on the decision tree after the full creation of it, and
before performing the classification, is to remove a discordant
information, which is far away from the majority of data and
adversely affect data classification. This process called pruning,
it is very important to improve the accuracy of the prediction
while many datasets may contain this type of unuseful data [71].
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3.1.1.4 Naïve Bayes Classifier

Is a probabilistic method used to assign the class of each record
relaying on calculating the probability of each attribute indepen-
dently from the other attributes [72]. In other words, Naïve Bayes
assume that the effect of each attribute value is detached from
other attributes values on predicting the class. This classification
method presents high accuracy and efficiency when applied on
large training set by calculating the frequencies and combining
the values to make a good decision about the predicted class
for each records. Furthermore, Naïve Bayes classifier is easy
to implement, as well as follows simple processing procedure;
no complicated iterative parameter scheme, thus, it is strongly
recommended to process big data [73]. For more details about
the Naïve Bayes classifier procedure, suppose that we have n
attributes E = (x1, x2, x3, ..., xn), where xi is the value of Xi, C is
the classification variable, c is the variable of C. In addition, in
the consideration of that we have binary class variables (True,
False), and relying on the Bayesian theorem, the probability of
E = (x1, x2, x3, ..., xn) is defined in Equation 3.7 [74].

p(c|E) = p(c|E) . p(c)
p(E)

(3.7)

Thus, E is classified as c in the case of

fb(E) =
p(c = True|E)
p(c = False|E) (3.8)

where fb(E) is the Bayesian classifier. Moreover, assuming that
each attribute independent according the value of class attribute,
then the probability of E given that the class is c defined as in
the Equation 3.9 [74].

fb(E|c) = p(x1, x2, x3, ..., xn|c) =
n

∏
i=1

p(xi|c) (3.9)

Thus, the output classifier is defined in the Equation 3.10.

fnb(E) =
p(c = True)
p(c = False)

n

∏
i=1

p(xi|c = True)
p(xi|c = False)

(3.10)
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The function fnb(E) is called the Naïve Bayes classifier. Figure 3.2
illustrates the structure of a simple Naïve Bayes classifier [74].

Figure 3.2: The structure of Naïve Bayes classifier.

3.1.2 Ensemble Classifiers

Actually, the ensemble classifiers developed as a further step
from the standard one. They shows a promising performance
compared to the standard ones. Thus, this section presents the
ensemble-based classifiers used along this thesis to predict com-
panies financial failure.

3.1.2.1 Random Forest Classifier

Random forest (RF) is very powerful ensemble classification
method developed by Breiman [75] in 2001. It is based on the
creation of different decision trees from different subsets of the
original dataset. Training these subsets creates several decision
trees constructing the random forest, each instance’s class in
the test set predicts independently in each decision tree. The
final results of the instances class relay on the majority voting of
these decision trees. As an initial step in Random forest classifier
bagging that based on bootstrapping method is used to create
these datasets and then split the original dataset into training
and test set by taking a partition of data as a training and the
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remaining is the test set. In other words, some instances will be
selected from the original dataset by sampling and replacement
method to be a training dataset and the remaining instances that
defined as Out-Of-Bag considered to be a test set. Creating a
decision tree for each subset basically depend on C4.5 algorithm
which is a benchmark decision tree algorithm that stands mainly
on entropy and gained values, but in the random forest the Gini
Index is the splitting criterion that used to split the data. The
last mission of Random Forest classifier is to gather the subtrees
with each other to create the forest, the classification result is the
average of class probabilities obtained from all the training trees
[76].

Figure 3.3 describes the architecture of RF model.

Figure 3.3: The illustration of RF classifier structure.
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3.1.2.2 SVM Classifier

SVM is one of the most popular supervised ML algorithms pro-
posed mainly for binary classification and regression problems
by Cortes and Vapnik in 1995 [77]. It can be used in several differ-
ent application such as Data mining, Image processing, Speech
processing, Time-series prediction, Automotive, Security, Bioin-
formatics, and Power systems [78]. Basically, as shown in Figure
3.4, it finds the proper separating hyperplane that maximizes
the margin in the features space between the two classes. Thus,
for training the data that belong to two classes, given that the
training data comprised of n instances (xi, yi), i = 1, 2, 3, .., n and
xi = (x(1)i , x(2)i , x(3)i , ..., x(n)i )T ∈ Rn, whereas y = 1 or − 1, thus
fining the optimal hyperplane can be done by applying the for-
mula mentioned in Equation 3.11 [78–80]. Figure 3.5 shows the
optimal hyperplane that separates the data while the data belong
to two classes and linearly separable.

w . x + b = 0 (3.11)

where w in the weight victor, and b is the bias victor. Accord-
ingly, the optimal classification function could be reached by the
constrained minimization shown in Equation 3.12 [79, 80]..

E(W) =
1
2

. ||W2||

Subject to

yi[W . Xi + b] ≥ 1, i = 1, 2, 3, ..., n.

(3.12)

Moreover, Equation 3.13 represent the SVM classification function
[79, 80].

D(x) =
n

∑
i=1

yi αi k (X, Xi) (3.13)

Where αi are all automatically determined as a result of quadratic
optimization. In addition, the Equation 3.14 represent the formula
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of finding the optimal hyperplane from a linear SVM model [79].

D(x) = sign(
n

∑
i=1

yiαiX.Xi + b) (3.14)

On the other hand, it is not mandatory that the data is linearly
separable (see Figure 3.6), thus, to avoid some complex calcu-
lations (i.e, the case illustrated in Figure 3.7) , kernel functions
(such as Linear, Polynomial, Sigmoid and Gaussian Radial Basis
function (RBF)) are used as a hyperparameter aiming to allocate
the separating hyperplanes [81].

Figure 3.4: Example of linearly separable data.

Equation 3.15 shows the formula of RBF kernel function; which
is the most frequently used function due to its effectiveness.

k(x, y) = exp

(
− |x− y|2

2σ2

)
(3.15)
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Figure 3.5: The hyperplane separating the data in the case of
Linearly separable data.

Figure 3.6: Example of linearly inseparable data.

Thus, Equation 3.16 shows the corresponding decision function
[79].

D(x) = sign

( n

∑
i=1

αi exp

(
− |X− Xi|2

2σ2

)
+ b

)
(3.16)
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Figure 3.7: Example of several calculated hyperplanes to separate
the data (complex calculations).

In addition, to improve the classification performance, the SVM
has considered in this study as an ensemble model applying
bagging [82]. This uses the bootstrapping method in order to create
several subsets from the original dataset, and implements the
model several times independently and aggregating the ensemble
model’s final results using majority voting. Figure 3.8 shows the
bagging technique procedure.

3.1.2.3 KNN Classifier

KNN is another widely used non-parametric ML algorithm pro-
posed by Cover and Hart in 1967 [83]. It decides about the class
label of each sample according to the similarity (distance) with
its closest neighbors. Thus, the distances between each instance
and the rest of instances are calculated using several distance
measures. In addition, K is a parameter associated with the KNN
method, representing the number of nearest neighbors to select
for each sample in the dataset. Selecting the K parameter value
is a bit tricky, depending on the dataset, low K value would
increases the impact of the noise on the classifier’s results which
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Figure 3.8: The procedure of bagging technique.

affects the decision’s accuracy, whereas not reasonable high K
value increases the computation time and the memory usage.
Moreover, to avoid any confusion during making the decisions
(predictions), K parameter value set normally to an odd num-
ber; to avoid having any chance of equality between the nearest
instances that belong to the different classes (e.g., if K = 6, and
three of the neighbors belong to the class label ’Yes’, and the
remaining three neighbors belong to the class label ’No’). Thus,
according to the K value and the majority class of the nearest
neighbors, the test instances class set as the majority class. For
example, consider we have some instances of companies, and
each instance belongs to one out of two classes (i.e, Bankrupt
and Solvent), whereas K set to three (K = 3), then if two or more
of the neighbor instances belong to ’Bankrupt’ class, the test
instance will be set to the majority class label which is ’Bankrupt’.
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Accordingly, Figure 3.9 illustrates several instances of companies
belong to two classes.

Figure 3.9: The nearest neighbors instances to the test instances;
each circle contains K neighbors.

Thus, as it can be seen in the figure, if K preset to three, the test
instance would set to ’Bankrupt’ because it has two neighbors
belong to ’Bankrupt’ class, and one instance belongs to ’Solvent’
class. Moreover, if K preset to five, the test instance will assigned
with the ’Solvent’ class because it has three neighbors belong to
’Solvent’ class and the remaining two instances belong to the other
class. Furthermore, if K = 7, the test instance will be assigned
with the ’Bankrupt’ class because it has four instances belong the
’Bankrupt’ class, whereas the remaining three instances belong
to the other class. The firm conclusion that we can extract from
this example is that the value of the parameter K has a major
impact on the classification results. Besides, KNN is a powerful
and robust classifier, but in the expense of the computation time
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and memory; it calculate the distances between each test instance
with each instance in the training dataset and store it in the
memory during the classification stage.

Basically, the KNN classification procedure comprised of two
stages, the first one is the training stage, in which the training
data is stored with no missing or categorical values. The second
on is the classification stage, in which the distance between each
test instance and all instances in the stored dataset are calculated
and stored in the memory, then according to the K parameter
value, the nearest neighbors will be selected. Finally, the test
instance will be assigned to the majority class in the selected
nearest neighbors [84].

Several distance algorithms could be used to measure the simi-
larity (distance) between samples such as, e.g., Euclidean, Maha-
lanobis, Minkowski and Hamming [85]. Minkowski distance is a
generalization form of some other distance metrics, it is a metric
that measures the similarity (distance) between two points in the
data according to the following formula:

D(x, y) =
( n

∑
i=1
|xi − yi|

1
p

)p

, (3.17)

where xi and yi are data points, and p is an integer. The value of
p could make Minkowski metric equal to other metrics, if p = 1
(City block distance), p = 2 (Euclidean distance) and p = ∞
(Chebyshev distance) [86]. On the other hand, as in the previous
method, KNN has been used in this study as an ensemble model
using the bagging method.

3.1.2.4 AdaBoost Classifier

AdaBoost is an iterative ensemble ML algorithm that applies
its base classifiers in a sequence based on boosting, a technique
that combines a set of ‘weak’ learners applied sequentially for
developing a ‘strong’ learner [87]. In other words, AdaBoost
applies the base classifier (normally a Decision Tree) several times



36 3 methodology

iteratively. In the first iteration of the model, the weights are
set equally to all samples, and in the remaining iterations, the
weights increase for the misclassified samples and decrease for
the correctly classified samples in the previous iterations in order
to improve the overall performance of the model. The final results
are the combination of the ensemble classifiers predictions using
weighted majority voting [88]. Figure 3.10 illustrates the structure
of the AdaBoost classification algorithm.

Figure 3.10: The structure of the AdaBoost classifier.
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Accordingly, consider that we have training dataset contains n
instances (x1, y1), (x2, y2), (x3, y3), ..., (xn, yn), while xi is in do-
main X(xi ∈ X), while y belongs to two classes (y ∈ Y = −1, 1).
As aforementioned, the AdaBoost algorithm is based mainly on
repeating applying the ’weak’ learners iteratively T times.

The procedure of AdaBoost algorithm is described in the follow-
ing steps [89, 90]:

• In the first iteration, the weak learner process the train-
ing data normally with weights set initially to 1/n for all
instances.

• Starting from the second iteration (t = 2, 3, 4, .., T), the
weights are updated depending on the weak classifier pre-
diction in the previous iteration; increasing for the misclas-
sified instances and decreased for the correctly classified
instances, in order to force the classifier to focus on the
errors and try to minimize it in the next iterations.

• The weights are recorded as Dt, and for each stored Dt the
weak classifier find the weak hypothesis ht = X → (−1, 1).

• The error rate computed in each iteration as stated in the

following equation: ht = εt =
n

∑
i=1

Dt(xi)[ht(xi) 6= yi].

• The new weights for the weak learners is computed relying
on the error rate founded in the previous step as stated in

the following equation: at = 1/2

(
ln
(
(1− εt/)εt

))

• Update each sample weight:

Dt+1(xi) =
(

Dt(xi)/Zt

)
exp
(
− atyiht(xi)

)
, where Zt is the

factor to meet the probability of each instance.
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• The last step is to combine the T weak learners to construct
a strong classifier and obtain the final results H:

H(x) = sign

( T

∑
t=1

atht(x)

)

3.1.2.5 XGBoost Classifier

XGBoost is a relatively new ensemble boosting ML method pro-
posed by Chen and Guestrin in 2016[91]. The procedure of XG-
Boost is based mainly on Gradient Boosting but with further
steps in order to improve the performance of predictions re-
garding the computation speed, generalization and scalability by
controlling the overfitting using regularization. The base learner
used in XGBoost is Classification And Regression Trees (CART).
The final result is the sum of the CARTs’ scores.

The general model for estimating the XGBoost function is shown
in Equation 3.18 [92].

ŷ(t)i =

t

∑
k=1

fk(xi) = ŷ(t−1)
t + ft(xi) (3.18)

Where ŷ(t)i and ft(xi) is the prediction and the weak learner at
step t, respectively, and xi is the input variable. Moreover, us-
ing the regularization could affect the data fitting to the model
by reducing the preprocessing step during the additive expan-
sion. equation 3.19 shows the formula devoted to eliminate the
overfitting [92].

Fobj(θ) =

n

∑
k=1

L(θ) +
t

∑
k=1

Ω(θ)

given that :

L(θ) = L(ŷi, yi)

Ω(θ) = γT +
1
2
(λ||w||2)

(3.19)



3 .1 machine learning algorithms 39

Where L(θ) is the loss function that devoted to find the difference
between the actual value (yi) and the prediction (ŷi), Ω(θ) is
a regularized term that penalize the complex model, γ is the
minimum loss needed to further partitioning for the leaf nodes,
T is the number of leaves in the CART tree, Ω is a regulized
parameter to scale penalty, γT is the tree pruning spanning, and
w is the weights for the leaves.

Furthermore, the second order expansion addressed in the Equa-
tion 3.20, could be used to in order to apply other loss func-
tions[92].

J(t) ≈
n

∑
i=1

(
giwq(xi) +

1
2
(hiw2

q(xi)
)

)
+ γT +

1
2

λ

T

∑
j=1

w2
j (3.20)

Where gi and gi is the first and the second derivative of the loss
function, respectively.

Moreover, the formula mentioned in Equation 3.21 used to obtain
the weights for the leaf node j.

wj =

∑
i∈Ij

gi

∑
i∈Ij

hi + λ
(3.21)

In addition, the formula motioned in Equation 3.22 used to
calculate the loss value for each leaf node.

J(t) ≈
T

∑
j=1

((
∑
i∈Ij

gi

)
wj +

1
2

(
∑
i∈Ij

hi + λ
)(

w2
j

))
+ γT (3.22)

Where Ij are all instances in the leaf node j [92].
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3.1.3 Deep learning Algorithms

Deep Leaning algorithms are neural networks with two or more
hidden layers used widely to solve real-world complex problems.
In addition, they show very high performance compared to the
classical machine learning algorithms. This section presents the
Deep Learning algorithms adopted along this doctoral thesis to
predict companies’ financial failure.

3.1.3.1 Deep Belief Networks (DBN)

DBN is a stochastic DL method proposed by Hinton et al.[93]
in 2006, consisting of several-stacked Restricted Boltzmann Ma-
chines (RBM). RBM is an energy-based generative model com-
posed of two layers, visible units and hidden units, where all
units are fully bidirectional connected with symmetric weights
between layers. As shown in Figure 3.11, a DBN consists of sev-
eral stacked RBMs, where the hidden layer of the lower RBM
represents the visible layer of the upper RBM, the links between
the top two layers are undirected and the links between the re-
maining layers are directed. In addition, DBN trains greedily;
each RBM trains unsupervised on a time. Therefore, the results
of each RBM represent the input of the higher RBM, and the final
results are fine-tuned with supervised learning.

Every hidden layer is modeled as hi a binary random vector
with elements hi

j. Thus, Equations 3.23 and 3.24 parameterize the
whole DBN model and each hidden layer probabilities, respec-
tively,

P(V, h1, ...h`) = P(V|h1)P(h1|h2)..P(h` − 1|h`) (3.23)

P(hi|hi+1) =
ni

∏
j=1

P(hi
j|hi+1) (3.24)
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Also, with hi
j as a stochastic units and 1 as binary activation,

Equation 3.25 represents the probability of each stochastic hidden
unit.

P(hi
j = 1|hi+1) = sigm

(
bi

j +
ni+1

∑
k=1

W i
jkhi+1

k

)
(3.25)

sigm(x) = 1/(1 + exp(−x)) (3.26)

The normal sigmoid (Equation 3.26) represents the activation
function, bi

j are the biases, W i is the weights matrix. Each RBM
follows equation 3.24 and equation 3.25 respectively in order;
upward from bottom to top [94].

Figure 3.11: The illustration of DBN model with 3 hidden layers
structure.
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3.1.3.2 Long-Short Term Memory (LSTM)

LSTM is a specific type of Recurrent Neural Networks (RNN)
that was proposed by Hochreiter and Schmidhuber in 1997 [95].
The essential unit of LSTM is a cell that replaces the hidden layer
neurons of the RNN, and each cell is configured mainly by three
gates: input gate, output gate and forget gate as shown in Figure
3.12.

Figure 3.12: The Illustration of general LSTM memory cell [96].

LSTM architecture gives it the possibility to make a decision
whether to forget or update the last hidden status with new
information.

The following six equations describe the information processing
steps of LSTM [96]:

ft = σ(W f xt + U f ht−1 + b f ) (3.27)

it = σ(Wixt + Uiht−1 + bi) (3.28)
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c̃t = tanh(Wcxt + Ucht−1 + bc) (3.29)

ct = it
⊙

c̃t + ft
⊙

ct−1 (3.30)

ot = σ(Woxt + Uoht−1 + Voct + bo) (3.31)

ht = ot
⊙

tanh(ct) (3.32)

where t represents the time unit, ft is the forget gate, it is the input
gate, ot is the output gate, W∗ and U∗ are the weight matrices,
b∗ are bias vectors, xt is an input vector. Also, ct represents the
memory status vector, and ht is the hidden status vector output
obtained from ct. in addition, σ is the sigmoid function, c̃ is
the input modulation, ht is the output and

⊙
is a point-wise

multiplication.

Therefore, in the first step of the LSTM process (Equation 3.27),
the sigmoid function identifies the information that will be dis-
carded according to its value. This step represents the forget gate
procedure. The second step (Equations 3.28, 3.29 and 3.30) con-
sists on placing the decision to update the information from the
input according the sigmoid and tanh functions values. In other
words, sigmoid makes the decision to update the information
or discard the update, tanh obtain the value of weights, then the
new cell state set by multiplying the values of the sigmoid and
the tanh. In the final step (Equations 3.31 and 3.32) the output
will be obtained by relying on the filtered version of the cell state.

3.1.3.3 Multilayer Perception model of 6 layers (MLP-6L)

MLP is a feed-forward neural network, usually applied on super-
vised learning tasks, based on back-propagation learning [97]. It
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consists of a neural network with input, output and one or more
parallel hidden layers. The architecture of the MLP is described
as a fully interconnected network, as shown in Figure 3.13. How-
ever, increasing the number of the hidden layers transforms the
MLP from classical learning method into a DL method [98]. In
this study, a MLP model with four hidden layers has been used,
so, there are six layers in total and thus, we refer to it as MLP-6L.

Figure 3.13: The illustration of basic three layers MLP.

Each processing unit on each layer is connected with the whole
units in the following layer by weighted connections[97, 99]. Also,
the input values represent the information fed forward into the
network. The processing of the information in the hidden units
depends on the input information and the weight value of each
input-hidden unit connection. Accordingly, the information ob-
tained by the output units depends on the values of the hidden
units and the weight value of each hidden-output units connec-
tion [99]. The MLP training is developed gradually in several
stages: in each stage, the output units obtained results are com-
pared with the real data allocated in the training data, then an
error signal is used to enhance the MLP expectation in the fur-
ther stages in order to achieve almost identical values gradually
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[99]. The activation function that obtains the MLP output(hj) is
described in Equation 3.33[97],

hj = f
(

∑
i

xiwij + b
)

, (3.33)

where f () is the activation function, xi is the activation of ith
hidden layer unit, wij is the weight of the connection joining the
jth neuron in a layer with the ith neuron in the previous layer,
and b is the bias for the neuron.

Also, Equation 3.34 describes the error function that can be re-
duced by enhancing layers interconnection

E =
1
2 ∑

n
∑

k
(tn

k − hn
k )

2, (3.34)

Where tn
k is the calculated output, hn

k is the actual output value,
n is the number of sample and k is the number of output units.
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This chapter presents a study addressed in a manuscript pub-
lished in an international conference; "Predicting the Finan-

cial Status of Companies using Data Balancing and Classification
Methods [100]". Accordingly, this study provides a significant
solution for common drawbacks that occurs during dealing with
data that has extremely inconsistent distribution. The main prob-
lems that might happen in this case are wasting important infor-
mation by eliminating a big amount of the majority instances, and
the overfitting problem that happens by replicating the minority
instances to achieve a balanced state to the dataset.

47
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4.1 background

The relevance of bankruptcy prediction problem is evident in
today’s world due to its effects on banks, businesses, and com-
panies. There might be huge financial losses encountered due to
bad judgment and analysis. On the other hand, many firms and
organizations care about the financial state prediction to do some
studies. Also, many companies need a financial coverage from
other companies or firms, and this cases the creditor company
cares about whether the debtor company is a solvent or not. Thus,
in order to help improving the quality of such tasks, much efforts
has been invested on building prediction models for aiding the
decision makers to anticipate the events before they take place.
However, developing an accurate bankruptcy prediction model is
a challenging task due to the usual high imbalanced distribution
in data, where the number of insolvent companies are much less
than those successful ones. This makes it very difficult to create
an accurate model to classify or forecast healthy companies from
bankrupt ones. In that sense, some researchers select the easiest
way to solve the data inconsistent distribution problem, in which
they select randomly or under certain selection conditions a bal-
anced potion from the original dataset. For example, in order
to improve the predictions methods reliability and performance,
Iturriaga and Sanz [101] selected a random balanced portion from
US commercial banks dataset. The selected portion comprised of
386 records for bankrupt banks and 368 records for solvent banks,
used to train a model constructed by combining MLP and Self-
Organized Maps (MLP-SOM). And then, the proposed model
used to predict the financial status of US commercial banks. In
addition, Fedorova et al.[102], in order solve the data balancing
problem, they proposed a certain financial conditions for the
records in the dataset, but this condition did achieve the required
balancing rate, it obtained a dataset contains 3173 records of
solvent companies and 473 records of bankrupt ones, while the
original dataset comprised of 3505 records of bankrupt com-
panies and 504 records of solvent ones. Thus, there is not a big
difference between the original dataset and the obtained one after
applying the financial condition (the obtained data is extremely
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imbalanced), thus, the authors solved the problem by selecting
a balanced portion randomly from the obtained dataset dataset.
In other words, they randomly selected 444 records of solvent
companies and combine it with the 473 records of the solvent
companies in order to solve the data balancing problem, and im-
prove the performance and reliability of the classifiers. Moreover,
in [38], The problem of the inconsistent data distribution was
solved by selecting a balanced subset using stratified sampling
method. The selected subset contained 239 records for bankrupt
companies and another 239 records for solvent companies.

Thus, the solutions of the data inconsistent distribution problem
that addressed in [38, 101, 102] lead to a major problem, which
is which is wasting pretty definitely important information by
simply eliminating them. On the other hand, replicating the mi-
nority instances (bankrupt companies) might lead to overfitting
the classifiers; making the prediction of the bankrupt companies
very easy to the classifiers.

Accordingly, this chapter presents several approaches could be
used to solve the data inconsistent distribution problem, avoid-
ing wasting important information and the overfitting situation.
The proposed approaches based mainly on splitting the original
dataset into several balanced subsets, each subset contains the
whole minority instances (bankrupt companies), and a partition
of the majority instances (solvent companies). Then, each subset
used to train several classifications algorithms individually. Fi-
nally, the final results obtained by calculating the average of the
results obtained by each subset.

4.2 considered dataset

In this study,the problem of predicting the financial status of the
companies has been addressed, transforming it into a classifica-
tion one. A combination of the financial and non-financial data
has been used. Many previous studies based on some classifiers
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or predicting method were not effected with more than one type
of data; numerical [103].

A dataset brought from the Infotel database has been used; it is
a company in charge to gather information in several domains
about companies in Spain. Data from 471 companies in Spain
during six years sequentially (1998 to 2003) has been used. In
this study, several algorithms have been used in order to obtain
good and accurate predictions about the financial state of the
companies.

The dataset proposed in this work include particular domain
attributes used in order to determine whether a firm succeed
or fail. It includes 2859 instances, each one of them consists of
39 independent variables of different types (categorical and nu-
merical). After removing meaningless variables (such as internal
codes), 33 variables have been adopted, 27 of them are numeric
and the remaining are categorical. Some of these variables refer
to financial information. Each record represents a company in
one year, and have an attribute Bankruptcy to mention the finan-
cial status for that firm. Table 4.1 shows the adopted independent
variables in the dataset.

4.3 experiments and results

This section discusses the differences between J48, Random forest
and Naïve Bayes classifiers, considering the obtained results in
four different (and incremental) experiments, using Weka1 (a
machine learning software suite).

The dataset used in these experiments is extremely unbalanced,
it contains 2797 records labeled with healthy companies class and
62 records labeled with bankrupt companies, which is around
98% / 2% out of the whole dataset. This situation creates a
challenge for classifiers to work properly.

1 http://www.cs.waikato.ac.nz/ml/weka/index.html
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Table 4.1: Independent Variables
Financial Variables Description Type

Debt Structure Long-Term Liabilities / Current Liabilities Real
Debt Cost Interest Cost / Total Liabilities Real
Debt Paying Ability Operating Cash Flow / Total Liabilities Real
Debt Ratio Total Assets / Total Liabilities Real
Working Capital Working Capital / Total Assets Real
Warranty Financial Warrant Real
Operating Income Margin Operating Income / Net Sales Real
Return on Operating Assets Operating Income / Average Operating Assets Real
Return on Equity Net Income / Average Total Equity Real
Return on Assets Net Income / Average Total Assets Real
Stock Turnover Cost of Sales / Average Inventory Real
Asset Turnover Net Sales / Average Total Assets Real
Receivable Turnover Net Sales / Average Receivables Real
Asset Rotation Asset allocation decisions Real
Financial Solvency Current Assets / Current Liabilities Real
Acid Test (Cash Equivalent + Marketable Securities

+ Net receivables) / Current Liabilities Real

Non-financial Variables Description Type

Year Corresponding to the sample Integer
Size Small|Medium|Large Categorical
Number of employees Integer
Age of the company Integer
Type of company Public Company|Limited Liability Company|Others Categorical
Linked to a group If the company is part of a group holding Binary
Number of partners Integer
Province code Code of the location where the company is set Categorical
Number of changes of location Integer
Delay If the company has submitted its annual accounts on time Binary
Historic number of Since the company was created Integer
Judicial incidences
Number of judicial incidences Last year Integer
Historic amount of money Since the company was created Real
spent on judicial incidences
Amount of money spent on Last year Real
judicial incidences
Historic number of Such as strikes, accidents... Integer
serious incidences
Audited If the company has been audited Binary
Auditor’s opinion Favourable|Exceptions|Unfavourable Categorical
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The solution to deal with such an extremely unbalanced dataset
is to use data balancing (or data resampling) methods. That
stands on changing the size of the original dataset to get the
most proper and optimum dataset to evaluate and training the
classifiers [104]. Three methods have been applied here to balance
the data: the first one is oversampling method, it stands on
creating a superset from the original dataset by replicating some
random instances to achieve the desired distribution. The second
one is undersampling method, it stands on creating a subset of
the original dataset by removing some records randomly. The
third is a hybrid approach, which combines the two previous
methods. Thus, it stands on removing some valueless records
and replicating another part of the training dataset to achieve a
fairer distribution of classes in the samples [105].

Actually, four metrics adopted in order to make a judgment about
the classifiers; the first one is the accuracy, which represents the
ability of the classifier to assign the correct class to each instance.
The second is the sensitivity, It represents the capacity of the
classifier regarding to assign the company to the bankruptcy
class (prediction) while it is actually bankrupt (real status). The
third metrics is the specificity. It represents the capacity of the
classifier to assign the companies to the succeed class (prediction)
while it is actually that (real status). The last metric is the false
positive rate (FPR), which represents the failure of the classifier
in assigning bankrupt companies to bankruptcy class (wrong
prediction), while their actual class is bankruptcy (real status),
this metric is a complement value of specificity, both of them have
the same Standard deviation value. In other words, the superior
classifier gives the maximum accuracy, sensitivity and specificity,
and the minimum false positive rate.

The experiments addressed in this section considered in a certain
sequence in order to figure out the most convenient to reliant
regarding the dataset circumstances; unbalanced dataset, and
achieve the required criteria.

The first experiment solves the problem of the balancing by parti-
tioning the dataset to several equally subsets under the coverage
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of the balancing techniques, i.e. (undersampling and oversam-
pling), to makes the subsets balanced (not exactly). in other hand,
the cross validation creates a problem regarding to the reliability;
in the case of existing mutual records in test and training folds.
To avoid the problem of the reliability, the need of the next exper-
iment arose, it’s based on splitting the original dataset to training
and test sets, but unfortunately the problem of the metrics values
inconsistency appeared due to the balancing problem in the train-
ing set; the classifier selects unrequired procedure. To improve
this technique the experiment 3 based on using the balancing
techniques in the training set of the previous experiment in order
to overcome the inconsistency problem. The performance of the
classifiers improved as expected but the problem of the inconsis-
tency still exist. The last experiment created as a combination of
the 2 previous ways to solve to problem, it stands on merging the
dataset partitioning technique and splitting a test set from each
partition, under the coverage of the balancing technique to make
the training sets balanced after splitting the test sets. The new
technique came as improvement of all the previous experiments’
techniques, while it solves the problem of the reliability and
eliminates the metrics inconsistency problem.

4.3.1 Experiment 1: Using a balanced dataset

In this experiment, the dataset has been split in 9 equal subsets,
ignoring 7 records as outliers in order to have an exact number
of samples in order to avoid the problem of balancing. Thus,
each subset contains 310 patterns labeled as healthy companies
class (i.e. bankruptcy = ’NO’). On the other hand, and in order
to obtain a more balanced amount of patterns labeled with class
bankruptcy (YES), the 62 originally available records have been
duplicated using an oversampling technique to obtain 124 (30% of
samples in every partial dataset). This technique aims to improve
the performance of the classifiers. After the subsets created each
classifier applied on each subset with 10-fold cross validation. For
each classifier the average of the accuracy, sensitivity, specificity
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Table 4.2: The performance measures values obtained in Experi-
ment 1

Classifier Accuracy Accu. SD Sensitivity Se. SD Specificity FPR Sp. & FPR SD
MLP 91.6538% ±0.0113 0.9058 ±0.0211 0.9207 0.0791 ±0.01411

Random Forest 96.7741% ±0.00669 0.9766 ±0.0110 0.9641 0.0358 ±0.0068

Naïve Bayes 58.8069% ±0.0825 0.9193 ±0.0237 0.4555 0.5443 ±0.1230

and false positive rate calculated. Table 4.2 shows the average
values and the standard deviation for each metric.

Random forest classifier gave the best results in this experiment,
with the maximum values of sensitivity and specificity, and the
minimum value of FPR. Thus, it obtains a high performance
in predicting the healthy states of the companies while their
in fact healthy. in other words, the rate of missing the healthy
companies prediction is very low. In addition, it obtain also the
maximum sensitivity comparing with the others classifiers.This
means, the it obtains a high performance in case of predicting the
bankrupt companies while their in fact bankrupt. Thus, the rate of
missing the bankrupt companies is very low. Also, the minimum
amount of accuracy, sensitivity and specificity standard deviation
makes it the most stable classifier for all the subsets in this
experiment; this values represents the oscillation of the metrics
values obtained by the classifier for each subset test. J48 ranked
as a second one with very good results, it have yielded not
much less accuracy, sensitivity and specificity than Random
forest, and not much more metrics standard deviation values,
makes it also stable for all of the subsets. Also, the metrics values
are consistent, that means J48 select the expected behavior to
solve the problem; it distribute the effort on all of the classes,
not just predict one class most the time. The lowest rank, as
expected, assigned to Naïve Bayes classifier with the minimum
accuracy and minimum specificity, and maximum FPR.Thus, it
obtains a low performance in predicting the healthy statuses of
the companies while their in fact healthy. in other words, the rate
of missing the healthy companies prediction is very high. The
value of sensitivity metric in Naïve Bayes still high, which means
it still predict failed companies in a high rate on the expense of
predicting the healthy companies(not optimum behavior). The
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Table 4.3: The performance measures values obtained in Experi-
ment 2

Classifier Accuracy Sensitivity Specificity FPR
J48 94.2207% 0.1666 0.9588 0.0411

Random Forest 97.7233 % 0.1666 0.9946 0.0053

Naïve Bayes 19.6147 % 1 0.1788 0.8211

values of metrics standard deviation is the biggest with Naïve
Bayes, proving that it is obviously unstable.

In this experiment, all the records of bankruptcy class have been
oversampled in each subset, in order to make them more bal-
anced. In addition cross validation have been used to test the
classifiers. This makes the results of all the classifier not very
reliable, as some patterns could be potentially located in training
folds and test folds at the same time, thus, ‘artificially’ improving
the accuracy and other metrics.

4.3.2 Experiment 2: Training and test sets

In this experiment, a subset of the original dataset has been
used for testing, while the remaining data has been used to
train the classifiers. In this case, data balancing techniques have
not been used. The test set contains a specific percentage of
the original dataset: 20% of random companies’ records labeled
as healthy (bankruptcy = ’NO’), i.e. 559 samples. and 20% of
random companies’ records labeled with bankruptcy class, i.e.
12 records samples.

Proposed classifiers have been used to classify the test set after
being trained using a dataset containing 2238 records labeled
with healthy class and 50 records labeled with bankruptcy class
(training data).

As shown in table 4.3 the accuracy of Random forest and J48 are
reasonable, values of specificity and FPR metrics are considerable.
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As mentioned before, the rate of missing the healthy companies
is low. The value of sensitivity contradicts the results of accuracy,
the reason is because the training dataset and the test set are
again extremely unbalanced. Therefore, in this experiment also
J48 and Random forest unfortunately selects the easiest behavior,
which is almost all of the time predicting healthy companies.
Even if the accuracy is quite high the behavior of both classifiers
make both of them inappropriate to solve the problem in this
experiment circumstances. Naïve Bayes has a different situation;
it predicts the bankruptcy case more than the reasonable, the
rate of missing the bankrupt companies is 0 in the expense of
predicting the healthy companies. This gave a poor accuracy
for the same reason made the other classifiers confused: the
unbalanced dataset.

4.3.3 Experiment 3: Training and test sets (applying oversampling)

As in previous experiment, a test set containing the 20% of the
samples have been created and the remaining 80% have been used
for training. However, in this experiment, a simple data balancing
technique has been used on the training set. Thus, the records
labeled with bankruptcy class have been replicated several times
up to reach a 30% of records from bankrupt companies. Therefore,
the training dataset contains totally 3197 records, 2238 records
for healthy companies and 959 records for the failed ones.

J48, Random forest and Naïve Bayes classifiers have been applied
on the test set, after being trained using the training dataset.
Table 4.4 shows the obtained results for each classifier in this
experiment.

The results of this experiment became worse than the previous
one a little in the case of accuracy, specificity and FPR. On the
other hand, sensitivity in this experiment is better than in the
previous one, J48 classifier yield a value higher than it with Ran-
dom forest, but the greatest one is given by Naïve Bayes classifier
due to the same problem appears in all previous experiments;
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Table 4.4: The performance measures values obtained in Experi-
ment 3

Classifier Accuracy Sensitivity Specificity FPR
J48 92.2942 % 0.3333 0.9355 0.0644

Random Forest 96.8476 % 0.2500 0.9838 0.0161

Naïve Bayes 18.0385 % 1 0.1627 0.8372

predicting the bankruptcy state more than reasonable. The im-
provement point in this experiment over the previous one is the
distribution of the effort in each classifier, while each one im-
proved the prediction of the bankrupt companies in the expense
of the healthy companies. In general, the classifiers made more
effort to predict the 2 cases of the financial status as expected,
this makes the overall results relatively better than the previous
experiment.

In addition, the main issue of previous experiments has been
repeated in this one; the unbalanced dataset with huge amount
of replications, which made the classifier confused.

As an outline, also in this experiment, all of the classifiers aren’t
completely appropriate to solve the problem.

4.3.4 Experiment 4: Several training and test subsets (using oversam-
pling)

In the last experiment, the dataset has been splitted into nine
equal subsets. Each of them contains 310 patterns labeled as
healthy companies, and 62 labeled as bankrupt. After this step,
every subset has been divided to create a test set containing 20%
of each class; 12 records labeled as bankrupt and 62 records la-
beled as healthy. Thus, every training subset contains 248 records
for succeed companies and 50 records for failed ones. Then, the
oversampling method was applied to all the training subsets to
make them more balanced; 70% of its records for the healthy
companies (248 records) and 30% for the failed ones (106 records).



58 4 analysing classical classification algorithms . .

Table 4.5: The performance measures values obtained in Experi-
ment 4

Classifier Accuracy Accu. SD Sensitivity Se. SD Specificity FPR Sp. & FPR SD
J48 84.9849 % ±0.04479 0.5462 ±0.2119 0.9085 0.0913 ±0.0252

Random Forest 91.2912 % ±0.0247 0.6018 ±0.2143 0.9659 0.0340 ±0.0221

Naïve Bayes 57.8078 % ±0.1409 0.8703 ±0.1761 0.5214 0.4784 ±0.1994

The three classifiers have been then used, and the obtained results
are shown in Table 4.5.

In this experiment there are no mutual records in each training
subset and its test set, also all the training subsets are balanced
(70-30%). This gave strength to the obtained results and made the
procedure more robust and reliable. In this case, all the classifiers
gave considerable results with relatively low amount of standard
deviation, being them equiponderant with regard to the consis-
tency of all the metrics values. Comparing the classifiers results
in this experiment, Random forest classifier results were the best
with the maximum values of accuracy and specificity, and the
lowest FPR value, and the lowest amounts of metrics standard
deviation, which makes it the most appropriate classifier to solve
the problem with the lowest missing the healthy and bankrupt
companies rate, and the lowest oscillatory metrics value which
makes it the most stable classifier. J48 ranked second with com-
parable results regarding to all the metrics, also it is convenient
to solve the problem but the preference is for Random forest.

The lowest ranked classifier is Naïve Bayes with the minimum
accuracy and specificity, and maximum FPR and standard devia-
tion amount for each metric. As expected the values of sensitivity
for Naïve Bayes was the biggest comparing with the others, but
unfortunately, its values are lopsided; due to the same reason
mentioned in all of the previous experiments, which means it is
also inappropriate and unstable in this experiment also.

As shown in all of the previous experiments, Random forest
achieved the most considerable results, makes it the ideal and
the most stable classifier to do this job. This does not mean that
J48 is not convenient or stable also. On the other hand, Naïve
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Bayes obtains a poor performance, which makes inappropriate
classifier to solve the problem addressed in this study. Using the
data balancing methods not always obtain good results regarding
the reliability. In fact, it is perfect to improve the performance
of the classifiers, but in the case of using cross validation the
replication of some records in the dataset represents a major
problem and makes the results imprecise.

4.4 final remarks

In this chapter, several experiments have been conducted using
different datasets from the original dataset (extremely unbal-
anced) and considered in a certain sequence in order to figure
out the convenient procedure to deal with the dataset to obtain
the ideal results in predicting Spanish companies financial status.
It started from partitioning the dataset into several subsets and
using the balancing techniques in order to solve the problem
of the balancing, this technique presents unreliable outcomes
while the cross validation is used also. Then, the procedure of
solving the problem changed to splitting the original dataset in
training and test set in order to avoid the reliability problem
on the expense of the metrics values consistency; the classifiers
select an inappropriate behavior to solve the problem while the
training set is extremely unbalanced. Thus, the last experiment
came with a perfect solution in order to avoid the disadvantages
of the previous procedures, it stands on integrating both of proce-
dure; partitioning the dataset to several equally subsets and split
test set for each partition with using the balancing techniques to
make the training dataset balanced. This integration yielded the
best results regarding the reliability and the consistency of the
metrics values and prove itself as the most proper style to solve
the problem. In addition, three well-knows classifiers devoted
to predict Spanish companies’ financial status in the aforemen-
tioned work stages, namely: J48, Random forest and Naïve Bayes
classifiers. Taking into account the obtained results, Random For-
est and J48 obtains considerable outcomes regarding the accuracy
of the prediction, sensitivity (recall), specificity, and false positive
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rate metrics. The outcomes provided by Naïve Bayes are not as
a required regarding to all of the metrics values. Random forest
outcomes regarding to the financial status prediction are the best.
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This chapter presents a study addressed in a manuscript pub-
lished in an international conference; "Empirical evaluation

of advanced oversampling methods for improving bankruptcy
prediction [106]". Accordingly, it is a further step from the previ-
ous chapter in predicting companies financial failure, providing
a comprehensive analysis about several existing balancing tech-
niques can be used to improve the performance of classifiers
prediction in an extremely imbalanced data, and concluding the
most appropriate one to solve the inconsistent data distribution
problem.
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5.1 background

Bankruptcy is a formal insolvency proceeding involving either
an individual or a company who have announced their inability
to pay the outstanding debts. As a result for this legal status,
the debtor’s assets are liquidated in order to repay part of the
distressed debts, and the remaining portion is discarded [107].
For this reason, the prediction of bankruptcy is a major concern
for different financial personnel such as managers, stakehold-
ers, creditors, investors and others who may be affected by the
consequences of the financial failure [108].

A successful forecasting for this problem will give a broader per-
spective about the healthy situation of the business and help the
decision makers to predict the events before they take place. For
these reasons, there has been an intensive effort in the literature
for developing statistical and artificial intelligence-based mod-
els to accurately forecast the financial status of the companies.
Generally, from machine learning perspective, the prior judging
for the company’s status either it is bankrupt or non-bankrupt is
considered as a binary classification problem.

Developing robust and accurate model for bankruptcy prediction
is a complex task. There are so many challenges and difficulties
that may negatively impact the model building process and badly
affect the generalization performance. Among these challenges
are the large number of variables that need to be studied, the
missing or unavailable information, or the non-stationary nature
of the bankruptcy conditions, which explains the difficulty of
adapting a single time period and the necessity to study the
company’s conditions during multiple periods to reduce the
time sensitivity of the model. Moreover, from a machine learning
point of view, bankruptcy datasets are imbalanced by nature.
This means that the classes are unevenly distributed where the
bankrupt class has rare occurrences compared with the normal
(i.e non-bankrupt) class. The essence of the problem is that stan-
dard classification algorithms deal with both classes as if they
would have the same importance, where in fact, the bankrupt
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class should have more attention for getting more successful
classification results. According to this consideration the gener-
ated models are biased towards the majority class, whereas the
minority class will be neglected in most cases [109, 110]. Hence
the model predictive power will be declined and the obtained
results may not be reliable anymore.

In literature, different approaches for handling the imbalanced
class distribution in datasets have been proposed. Among them,
the external approach is the most frequently used. In it, the
distribution of the class labels is altered by increasing the mi-
nority class patterns (i.e Oversampling) or by decreasing the
majority class ones (i.e Undersampling). For bankruptcy predic-
tion, most of the previous works that followed oversampling
approaches focused on few methods which are the simple Ran-
dom Oversampling (ROS) method [111] or the common Synthetic
Minority Over-sampling Technique (SMOTE) [112]. For instance,
Kim et al.[113] proposed Geometric Mean based Boosting (GM-
Boost) algorithm to predict the bankruptcy. Also, SMOTE had
used to solve the data balancing problem. They proved that
the proposed algorithm outperform Adaboost and Cost Sensi-
tive Boosting regarding balanced and imbalanced financial data
processing; SMOTE-GMBoost guaranteed equilibrium predic-
tion of bankruptcy and solvency status, it obtained sensitivity
from 74.5% to 78.5% and specificity from 77.5% to 82.0%. Also,
Zhou[114] made a comparison between Linear discriminant anal-
ysis, Logistic regression, Decision trees, Neural networks and
SVM classification models utilized to predict the financial sta-
tus of US firms. Furthermore, in his study, imbalanced US and
Japanese bankruptcy datasets were used. The author compared
the performance of several balancing techniques, namely: Ran-
dom oversampling with replication, SMOTE, Random Undersam-
pling, and undersampling based on clustering from Gaussian
mixture distribution. Also, the author conclude the ideal cir-
cumstances to use each balancing technique, and found that
SVM was the superior model compared with the other mod-
els used in his study. Later, Le et al.[41] discussed the impact
of using the balancing techniques on the Korean companies’
bankruptcy status prediction performance. Thus, four classifica-
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tion models were used to predict the financial status, namely; RF,
Decision tree, MLP and SVM. The dataset used was extremely
imbalanced, so 5 balancing techniques were utilized to solve this
problem; (SMOTE, BL-SMOTE, SMOTE-ENN, SMOTE-Tomek
and ADASYN). Furthermore, the classification models applied
on the data before and after balancing, RF outperform the other
models in both cases, but using RF with SMOTE-ENN obtained
the best results. More recently, Islam et al.[54] compared 13 clas-
sification models regarding predicting bankruptcy status using
extremely imbalanced dataset. SMOTE was utilized to resample
the data as a preprocessing stage, showing an improvement on
the performance of the classification algorithms according the
evaluation metrics.

Accordingly, this chapter presents a comprehensive analysis on
the classification performance improvements that gained from
wide amount of balancing techniques, and concludes the most ap-
propriate one to solve the data distribution problem in financial
datasets. In other words, the impact of 11 different advanced bal-
ancing techniques on the classifiers’ performance and reliability
are discussed in detail in order to figure out an ideal technique
in balancing companies datasets. Thus, the 11 balancing tech-
niques addressed in this study are: Random oversampling (ROS),
Synthetic Minority Oversampling TEchnique (SMOTE), SMOTE
with Tomek Links (SMOTE Tomek), SMOTE with Edited Nearest
Neighbor (SMOTE-ENN), Borderline SMOTE, Safe-Level SMOTE,
Adaptive Synthetic Sampling (ADASYN), ADOMS, SPIDER, SPI-
DER2 and Agglomerative Hierarchical Clustering (AHC).

5.2 advanced oversampling methods

In this section, several advanced oversampling techniques that
will be used for handling the problem of the inconsistent distri-
bution in the dataset have been described.

• ROS: Random oversampling is a non-heuristic technique,
that used to balance an imbalanced data set by increasing
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the number of minority class members, by simply randomly
replicating existing data points. While simple and powerful
this method is very sensitive to overfitting [111].

• SMOTE: Synthetic Minority Oversampling Technique, in-
troduces new examples in the training data to enrich the
data space and counter the scattered data points in the dis-
tribution. It creates new synthetic examples along the line
segments joining any or all of the k minority class nearest
neighbors, in order to achieve the amount of the oversam-
pling required it selects randomly the k nearest neighbors
and then takes the difference between the feature vector
(sample) for each minority class sample and its nearest
neighbor, and multiply that by a random number that is
between 0 and 1, then added it to the feature vector [112].

• SMOTE Tomek: Synthetic Minority Oversampling Tech-
nique and Tomek’s modification of Condensed Nearest
Neighbor, is an advanced oversampling algorithm intro-
duced to overcome the overfitting problem and to remove
noisy samples lying on the wrong side of the decision bor-
der. It applies a data cleaning method - Tomek links -. First,
minor class instances are replicated using SMOTE, then
Tomek links are identified and removed for both minor
and major classes instances. Tomek links can be defined as
follows: a pair of examples is considered a Tomek link if
both examples are from different classes and they are the
closest to each other, i.e given two examples Ei and Ej that
belong to different classes we define the distance between
them as d(Ei, Ej) while there is no other example Ek such
as d(Ei, Ek) < d(Ei, Ej) or d(Ej, Ek) < d(Ei, Ej) then the
pair (Ei, EJ) is considered a Tomek links. If two examples
form a Tomek link, then either one of these examples is
noise or both examples are borderline [111].

• SMOTE-ENN: Synthetic Minority Oversampling Technique
and Edited Nearest Neighbor(ENN), after applying SMOTE
oversampling method, this method cleans the dataset by
removing the noisy instances in order to increase the classi-
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fiers’ generalization ability. the cleanup process is defined
as follows: For each instance E, ENN will find its 3 nearest
neighbors ,if E belongs to the majority class and 2 or more
of the nearest neighbors are from minority class then E is
removed, and visa versa for instances from minority class
[111].

• Borderline SMOTE: During the training process most of
the classification algorithms tries to learn the borderline
of each class. The borderline examples are the ones that
usually misclassified, hence this method focuses on these
samples. Works as follows: for each instance E in the mi-
nority class it finds its k nearest neighbors, if all of them
are from the majority class then this instance is considered
noise and ignored. If the number of majority class in the k
nearest neighbor is less than the number of instances of the
minority class then this instance is considered safe and also
ignored. The rest which have more majority class neigh-
bors are considered in danger and these are the instances
synthetically replicated. [115].

• Safe-Level SMOTE: Aims to create synthetic instances in
safe regions only. Which works as follows: This method
assigns a safe level to each minor instance p, the safe level is
defined as the number of instances from the minority class
in the k nearest neighbor, and then calculates the safe level
ratio which is the safe level of p divided by the safe level
of the nearest neighbors n. which will result in 5 different
cases:

1. safe level ratio is ∞ and safe level of p is 0, then both
p and n are considered noise and ignored.

2. safe level ratio is ∞ and safe level of p is not zero,
which means n is noise so a synthetic instance is cre-
ated far from n.

3. safe level ratio is 1, then a synthetic instance is created
along the line between p and n.



5 .2 advanced oversampling methods 67

4. safe level ratio is greater than 1, then a synthetic in-
stance is created closer to p because obviously p is
safer than n.

5. safe level ratio is less than 1, then a synthetic instance
is created closer to n because n is safer than p [116].

• ADASYN: Adaptive Synthetic Sampling: uses weights to
evaluate minority class instances which are hard to predict.
For each instance in the minority class, k nearest neighbors
are found. Then the density distribution is calculated by
dividing the number of instances in the k nearest neigh-
bors that belong to the majority class by k. This value is a
measurement of the distribution of weights for different
minority class and it is used to determine the number of
needed synthetic samples. This helps to reduce the bias
and shifting the classification decision boundary to difficult
instances [117].

• ADOMS: Adjusting the Direction of the synthetic Minor-
ity class Samples, works by generating synthetic examples
to fit well in the actual data distribution of the data set,
depending solely on the Principal component analysis tech-
nique, which is focuses on the variations and patterns in
the data set. Synthetic examples will be created along the
first principal component axis (the linear combination of
the features that have the maximum variance among all lin-
ear combinations) of local data distribution which occupies
the maximal amount of total variance in the feature space.
Proved to be effective to reduce the drop of the classifica-
tion performance of the experimental classifier in the class
imbalance situations and helps to reduce drawbacks caused
by newly generated synthetic samples for the minority class
[118].

• SPIDER: Selective preprocessing of imbalanced data, this
approach uses the internal characteristic of examples to
drive their pre-processing, it classifies examples into two
types, safe and noisy. Safe examples will be correctly classi-
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fied by a constructed classifier, however any example that
is classified as noisy has a very high chance to get mis-
classified, hence require pre-processing. The example get
classified to be safe or noise by applying the NNR with
the heterogeneous value distance metric (HVDM). Then,
there is three techniques for pre-processing, they all involve
modification of the minority class, however, the degree and
scope of changes varies:

1. Weak amplification: amplifies the noisy examples from
the minority class by adding as many of their copies
as there are safe examples from the majority class in
their 3 nearest neighbors.

2. weak amplification and relabeling: Extends on the first
technique adding a labeling step: noisy examples from
the majority class is located in the 3 nearest neighbor
of noisy examples in the minority class are relabeled
by changing their assignment from majority class to
minority class.

3. strong amplification: Applies weak amplification on
safe examples from the minority class. But for noisy ex-
amples each example is reclassified using an 5 nearest
neighbor.

After that this technique pre-process examples according
to their type [119].

• SPIDER2: Similar to SPIDER this method distinguish be-
tween safe, borderline and noisy examples, and it claims
that the distribution of borderline and noisy examples
causes difficulties for learning algorithms. The difference
between SPIDER and SPIDER2, is that SPIDER2 method
applies a two phase pre-processing for the examples from
the majority and the minority classes, while SPIDER iden-
tifies the nature of the examples and then simultaneously
process the minority and the majority examples, which
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could result in too extensive modifications in some regions
of the Majority class examples [120].

• AHC: Agglomerative Hierarchical Clustering is a clustering
algorithm that is used in data mining, this algorithm starts
with each example as a cluster of one, and then finds min
distance between two clusters and merge them. Removes
the original clusters merged from the data set and add the
resulted cluster, then iteratively repeat the process until
reaches the required number of clusters. To overcome the
imbalance issue in the data set, those clusters are used as
a prototype to create synthetic examples. This techniques
helps in increasing sensitivity for different classifiers [121].

5.3 evaluation measurements

In order to evaluate the classifier performance together with the
oversampling methods, the confusion matrix which is shown in
Table 5.1 has been used.

Table 5.1: confusion matrix

Predict positive Predict negative
Actual Positive True Positive (TP) False Negative (FN)

Actual Negative False Positive (FP) True Negative (TN)

TP and TN are correctly classified positive and negative instances,
misclassified instances are represented by FP and FN [122], and
are used to calculate four performance measures Type I error,
Type II error, average Geometric Mean and Geometric Mean
Standard Deviation (Stdev):

• Type I error: Error rate represented by the false negative
rate

TypeIError = FN/(TP + FN) (1)
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• Type II error : Error rate represented by false positive rate
[123]

TypeI IError = FP/(FP + TN) (2)

• Geometric Mean : Popular Evaluation Measure [122]

GMean = TPrateXTNrat (3)

TPrate = TP/(TP + FN) (4)

TNrate = TN/(TN + FP) (5)

5.4 experiments and results

In all the experiments the C4.5 Decision Tree has been used as a
classification algorithm. C4.5 is very common classifier based on
ID3 algorithm with enhancements on handling missing values
and continuous attribute value ranges with the ability to choose
an appropriate attribute selection measure [124]. In general, de-
cision trees are preferable for this kind of applications because
they produce models that are interpretable and easy to explain
by the decision makers.

For training and testing different independent datasets have
been created, 5-folds cross validation is applied with stratified
sampling which stands on splitting the training dataset into
several equal (or almost equal) partitions, then use one of these
partitions as a test set and the remaining partitions uses to train
the classier, this procedure will be repeated for each partition. In
other words, each partition will be a test set at each single step of
cross validation. The final step of this technique is calculating the
average accuracy of test each partition. Also, Stratified sampling
is used to preserve the ratios of the two classes in the training
and testing partitions, and make them as close as possible to the
ratios in the all dataset.

We followed this approach: First, the bankruptcy data are nor-
malized, then, the Oversampling methods are applied to handle
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Table 5.2: The parameters used in the experiments
Algorithm Parameter Value

C4.5-C
Pruned true

Confidence 0.25

Instances Per Leaf 2

SMOTE-I Type of Interpolation standard
SMOTE TL-I Distance Function HVDM

SMOTE ENN-I Distance Function Euclidean
ADASYN Type of Interpolation standard
ADOMS-I Type of Interpolation standard
SPIDER-I Preprocessing Option WEAK

Safe Level SMOTE Type of Interpolation standard
SPIDER2-I Relabel true

Borderline SMOTE I Type of Borderline SMOTE 1

Common

Type of Interpolation standard
Alpha 0.5

Mu 0.5
Distance Function HVDM
Type of SMOTE both

Quantity of generated examples 1

imbalanced class distribution. Finally, the resulting data are pro-
cessed using the C4.5 Classifier.

For the oversampling methods that uses k nearest neighbors
algorithm to generate new instances for the minor class, different
values for k have been examined, starting from k = 3 up to 19

with a step of 2.

Table 5.2 shows the parameter settings for C4.5 classifier and all
oversampling methods. In the first step of the experiment, the
C4.5 Classifier is evaluated without applying any resampling
method. The results of this evaluation are shown in Table 5.3.
Due to the high imbalanced data distribution, the classifier shows
a poor performance in terms of Type I error.
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Table 5.3: Evaluation measures values obtained in the original
dataset

Classifier Type I Error Type II Error G-Mean
C4.5-C 77.4% 0.46 % 0.4583

Table 5.4: Evaluation measures values obtained by each combi-
nation of C4.5 with balancing techniques. The best k parameter
value for each approach is shown only.

Oversampling method Type I Error Type II Error G-Mean Accuracy
SMOTE (k=5) 24.19% 6.79% 0.838 92.82%

SMOTE TL (k=15) 17.74% 11.55% 0.853 88.32%
SMOTE ENN (k=13) 12.90% 12.37% 0.874 87.61%

Borderline SMOTE (k=19) 48.39% 2.86% 0.702 96.15%
Safe Level SMOTE (k=13) 27.41% 20.02% 0.757 79.81%

ROS 54.84% 2.00% 0.651 96.85%
ADASYN (k=5) 30.65% 6.76% 0.803 94.78%
ADOMS (k=5) 38.70% 4.76% 0.754 94.51%
SPIDER (k=3) 53.23% 2.03% 0.672 96.85%

SPIDER2 (k=11) 48.39% 1.82% 0.632 97.17%
AHC 48.38% 2.40% 0.699 96.53 %

The results in terms of Accuracy, Type I, Type II and G-mean are
shown in Table 5.4 for all the oversampling approaches. While
Type 2 error increased after applying all oversampling methods,
the main focus was on Type I error because it is much more
relevant in a bankruptcy prediction problem [125].

Figure 5.1 shows the changes in the evaluation measures for each
of the top 5 methods when changing the number of neighbors.
For example, k = 13 used with SMOTE ENN gave the lowest
value for Type I error and an adequate value for Type II error;
while k = 7 used with ADASYN gave the lowest value for type I
error and an acceptable value for Type II error.
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Figure 5.1: Impact of K parameter values (nearest neighbors) on
the superior five resampling methods.

Table 5.5: The complexity of C4.5 decision tree

Method Leafs Nodes Type I Error
C4.5 no Sampling 8.4 9.8 77.4%

SMOTE (k=5) 76 151.4 24.19%
SMOTE TL (k=15) 58.8 97.6 17.74%

SMOTE ENN (k=13) 54.2 79.8 12.90%

Finally, for each one of the previously mentioned methods, the
effect of oversampling on the decision tree complexity has been
studied.

Table 5.5 shows the tree characteristics after applying each sam-
pling method. Thus, the tree complexity for SMOTE ENN is the
best considering having the least number of leafs and nodes.
From the results of this experiment, SMOTE ENN proved that it
is the best oversampling technique to be used with decision tree
classifiers.
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5.5 final remarks

In this chapter, the performance and the impact of eleven differ-
ent oversampling options has been analysed with respect to using
them to solve the inconsistent distribution of a real financial data.
In addition, the impact of these different balancing techniques
on the classifiers during predicting companies financial failure
has been discussed as well. However, all oversampling methods
used lead to enhance results regarding type I error compared
with classifying the original dataset without using any oversam-
pling method. The noticeable enhancements achieved by SMOTE
methods might be due to the nature of this resampling technique,
which replicates instances of minor classes depending on their
neighbors. Nevertheless, SMOTE-ENN method obtained superior
outcomes with with respect to identifying the minority instances
(bankrupt companies).
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This chapter presents a study addressed in a manuscript pub-
lished in an international conference; "Forecasting Business

Failure in Highly Imbalanced Distribution based on Delay Line
Reservoir" [126]. This study aims to move one step further from
the previous chapter by improving the overall performance of
the classical classifiers in predicting companies financial failures.
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6.1 background

As mentioned along the previous chapters of this doctoral thesis,
predicting companies financial failure is a problem tradition-
ally approached heuristically, which requires a wide knowledge
about that companies, and usually is carried out by means of
accounting experts. Nowadays it has become a critical problem,
approached in the recent years by many researchers. The interest
in forecasting the financial status of companies is based on both
the management, who can thus count on information to correct
foreseeable financial distress, and the credit bureaus and other
potential investors, who need this information to evaluate their
investment [127]. Recently, several researchers developed and
applied wide amount of Artificial Neural Networks algorithms
to financial and bankruptcy prediction, and shows considerable
success. For instance, in [128], the authors adopted an ANN-
based method for financial prediction which reached results as
good or even better than a logit model. The authors reported
better results when using ANN models, compared to classical
statistical methods, as in [129, 130]. Moreover, Sung et al. [131]
proposed a data mining approach to predict bankruptcy and
financial distress. In [132], the authors devoted Back-Propagation
and Optimal Estimation Theory to train the Neural Networks in
predicting companies financial failure. They reported that using
a neural network trained utilizing Back-Propagation outperforms
several traditional statistical methods such as discriminant analy-
sis and logit. Lacher et al. [133] proposed using standard neural
network model to forecast the financial status of companies. In
addition, in [134] compared several neural networks model to
statistical methods in predicting firms financial status. More re-
cently, in [50], the authors proposed using SVM with flexible
kernel parameters values to predict bankruptcy in Korean indus-
try firms, then, they also compared the obtained results to some
standard statistical methods (i.e.,multiple discriminant analysis
and Logit).

On the other hand, many researchers found a way to improve
the performance of the machine learning classifiers. Thus, they
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approached more complex models by combining two or more
classifiers together, or combining classifier with some data mining
tool in order to improve the overall performance of the models in
predicting the financial status. However, three main techniques
could be used to combine classifiers and obtain hybrid models.
The first technique is cascading the classifiers [135–137], which
means using the classifiers sequentially, and use the output of
the first classifier as input for the second classifier. The second
technique based on clustering and classification [56, 138, 139],
which means using the clustering to identify the majority and
the minority instances and provide this facility to the classifier in
order to predict the financial status of the companies. The Third
technique based on integrating two or more classifier into one
high performance and complex classifier [140–142].

Accordingly, in this chapter, as a further step from the previous
chapters, the cascading technique has been used in order improve
the performance of three different classifiers (i.e., J48, KNN and
MLP) by combining each one of them with delay line reservoir
(DLR) [143]. The obtained hybrid classifiers have been used
to predict the financial status of Spanish companies. Also, it
is worthy noting that SMOTE balancing technique have been
devoted to solve the data inconsistency distribution problem.

Nevertheless, combining the classifier with DLR improved the
overall performance of them in the case of processing imbalanced
dataset, and even after balancing, the combinations shows better
performance than using the standalone classifiers.

6.2 implementation details

For the proposed models in this study, DLR with fully connected
input layer has been used, where all input connections have
equal weight values v > 0; the sign of each input weight is
generated from aperiodic pattern. In the reservoir layer, the units
are organized in a line, where only elements on the lower sub-
diagonal of the reservoir matrix W contains non-zero values
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Wi+1,i = r, for i = 1, 2, ..., N − 1, where r is the weight of all the
feed-forward connections and N is the reservoir size. DLR has
been driven with the input data and collect the reservoir states
Ẋ using the following equation.

Ẋ =
1
α

(
− ax + f (Vs + Wx + z)

)
, (6.1)

where f is the reservoir activation function (tanh in this study),
V is the input to reservoir weight matrix, s is the input data,
z is zero-mean noise, a ∈ [0, 1] is the leaking rate parameter,
and α > 0 is the time constant. The reservoir state Ẋ of DLR
will be used as an input to a classification model to produce a
classification readout. This can be expressed as follows:

Y = Model(Ẋ) (6.2)

where Model is a simple classification model. In this study, four
different models will be applied. The first three models are simple
well-known classification models, i.e., C4.5 decision tree algo-
rithm, k-NN and MLP. The fourth model is an ensemble major-
ity classification model. Therefore, combining DLR with these
classification models will produce four different hybrid models,
which will be mentioned as DLR-J48, DLR-k-NN, DLR-MLP, and
DLR-Vote, respectively. The general idea of DLR reservoir state
combined with classification models is shown in Figure 6.1.

6.3 experimental data

Actually, the dataset considered in this chapter is the same consid-
ered in the previous two chapters. It is an extremely imbalanced
data of Spanish companies, consists of 2797 instances (98%) be-
long to the majority class (Solvent companies) and the remaining
62 instance (2%) belong to the minority class (bankrupt compa-
nies). Each instance is comprising 27 numeric attributes , and 6

categorical ones. Full details about the Spanish companies dataset
financial and nonfinacial independent features addressed in 4.2.
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Figure 6.1: The graphical representation for the proposed hybrid
classification models.

6.4 experiments and results

The DLR part of the proposed framework is trained in a way that
the optimal parameters including input weight value v, reservoir
weight r, leaking rate a, zero-mean noise z, time constant α, and
reservoir size N to be chosen by minimising the mean square
error (MSE) values using linear regression based on the training
dataset. Regarding k-NN, the number of neighbours is set to 1.
For MLP, the number of hidden nodes is set to half the number
of input features, the learning rate is 0.3, the momentum is 0.2
and the number epochs is 500. For training and testing, strati-
fied sampling has been used to split the dataset, where 50% of
the data is used for training and the remaining 50% is used for
testing. Stratified sampling is important for imbalanced datasets
to preserve the original ratio of the class labels. Thus, several
following evaluation metrics calculated in order to evaluate the
performance of the proposed models, namely: Accuracy, Preci-
sion, Recall and the geometric mean of the recalls of both classes
(G-mean). In the experiments, two different scenarios have been
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followed:
Scenario I: Applying the hybrid model DLR model in combi-
nation with a majority voting scheme of heterogeneous base
classification algorithms (i.e k-NN, MLP, J48) independently. This
approach will be compared to DLR in combination with each
classifier independently, and it will be compared also with the
performance of the base classifiers as well. All these classification
methods will be trained using the original dataset; no oversam-
pling.
Scenario II: Same classification methods will be applied this
time on training datasets that are oversampled using Synthetic
Minority Over-sampling Technique (SMOTE) at different ratios
(i.e., 100%, 200%, 300%, 400%, and 500%). The goal of this sce-
nario is to study the performance of the proposed approach after
handling the imbalanced class distribution.
Results obtained using the original dataset: The evaluation re-
sults of all classification algorithms based on the training dataset
without oversampling are shown in Table 6.1. As it can be seen,
all classification methods shows very competitive classification
accuracy rate. However, since the dataset is highly imbalanced,
these ratios do not give a realistic indication of the performance
of the classifiers. For these reasons, the other measures are exam-
ined. Having a look at the Precision, Recall and G-mean ratios, it
can be seen that all DLR based models noticeably outperform the
basic classifiers. The best performing model is DLR-MLP with a
precision of 48.8%, recall of 64.5%, and a G-mean of 79.7%.
Results obtained using the balanced dataset: In an attempt to
improve the classification results obtained in scenario I, all clas-
sifiers are trained based on the training dataset oversampled at
different ratios (i.e., 100%, 200%, 300%, 400%, and 500%). The
results of this experiment are shown in Table 6.2. In general,
the results of all classification models have been significantly
improved after applying the oversampling step. Moreover, all
DLR based models still outperform the basic classifiers. Overall,
the best classifier is DLR-J48 at oversampling ratio of 300%. It
achieved a precision of 55.8%, recall of 93.5%, and G-mean of
95.9%.
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Table 6.1: Evaluation metrics values obtained from each single
and hybrid classifier applied to the original dataset.

Classifier Accuracy Precision Recall G-mean
J48 0.973 0.333 0.226 0.473

MLP 0.974 0.350 0.226 0.473

k-NN 0.968 0.143 0.097 0.309

Vote 0.977 0.417 0.161 0.401

DLR-J48 0.970 0.300 0.290 0.535

DLR-MLP 0.978 0.488 0.645 0.797

DLR-k-NN 0.971 0.273 0.194 0.437

DLR-Vote 0.974 0.385 0.323 0.565

6.5 final remarks

Along this chapter, the performance of three well-known classifi-
cation algorithms, i.e. J48, k-NN, and MLP solving the bankruptcy
prediction problem has been improved by using the reservoir
state of DLR as a preprocessing stage for each one of them. In
other words, the input point for the proposed three approaches
is the reservoir state of DLR, and then the data pass to train
the addressed classifiers. Accordingly, The proposed approach
has been evaluated on a real world dataset, including informa-
tion about both successful and failed Spanish companies during
six years sequentially. The efficiency of using DLR to improve
the classifiers performance demonstrated empirically. The use of
DLR reservoir state can lead to performance improvements in
Forecasting Business Failure over the normal ensemble voting or
other single classifier models including J48, k-NN, and MLP.
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Table 6.2: Evaluation metrics values obtained from applying each
single and hybrid classifier applied to the oversampled datasets
in different ratios.

Classifier Accuracy Precision Recall G-mean
SMOTE=100%

J48 0.977 0.444 0.258 0.506

MLP 0.969 0.276 0.258 0.504

k-NN 0.966 0.200 0.194 0.436

Vote 0.977 0.450 0.290 0.537

DLR-J48 0.974 0.432 0.613 0.776

DLR-MLP 0.985 0.656 0.677 0.820

DLR-k-NN 0.971 0.321 0.290 0.535

DLR-Vote 0.977 0.474 0.581 0.757

SMOTE=200%
J48 0.967 0.250 0.258 0.504

MLP 0.969 0.290 0.290 0.535

k-NN 0.967 0.214 0.194 0.436

Vote 0.973 0.316 0.194 0.438

DLR-J48 0.974 0.429 0.581 0.755

DLR-MLP 0.979 0.516 0.516 0.715

DLR-k-NN 0.971 0.310 0.290 0.535

DLR-Vote 0.978 0.500 0.484 0.692

SMOTE=300%
J48 0.971 0.351 0.419 0.642

MLP 0.969 0.259 0.226 0.472

k-NN 0.965 0.194 0.194 0.436

Vote 0.972 0.304 0.226 0.472

DLR-J48 0.983 0.558 0.935 0.959

DLR-MLP 0.971 0.378 0.548 0.733

DLR-k-NN 0.972 0.333 0.290 0.535

DLR-Vote 0.980 0.543 0.613 0.778

SMOTE=400%
J48 0.970 0.342 0.419 0.642

MLP 0.969 0.290 0.290 0.535

k-NN 0.964 0.161 0.161 0.398

Vote 0.978 0.474 0.290 0.537

DLR-J48 0.971 0.383 0.581 0.754

DLR-MLP 0.974 0.429 0.581 0.755

DLR-k-NN 0.972 0.364 0.387 0.617

DLR-Vote 0.979 0.514 0.581 0.757

SMOTE=500%
J48 0.971 0.292 0.226 0.472

MLP 0.969 0.276 0.258 0.504

k-NN 0.962 0.171 0.194 0.435

Vote 0.974 0.350 0.226 0.473

DLR-J48 0.979 0.511 0.774 0.873

DLR-MLP 0.980 0.529 0.581 0.758

DLR-k-NN 0.971 0.353 0.387 0.617

DLR-Vote 0.980 0.531 0.548 0.737
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This chapter presents a comprehensive study addressed in the
published manuscript "Comparing the Performance of Deep

Learning methods to predict companies’ Failures" [144]. And shows a
further step from the previous chapters in predicting companies’
financial failure.
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7.1 background

Deep-Learning (DL) is a subset of Machine Leaning (ML) [145],
heavily used in many fields such as Image Processing [146, 147],
Computer Vision [148, 149], Fraud Detection [150, 151], Self-
Driving Cars [152, 153], Speech Recognition [154, 155], Financial
Forecasting [156, 157], Cyber Security [158, 159], etc. Accordingly,
talking about the financial forecasting specifically , the problem
of financial forecasting or bankruptcy prediction has attracted
the attention of researchers since the Crash of 1929 [160]. The
effects of bankruptcy on a company are of great significance, as
they affect a large number of stakeholders, including workers,
creditors and suppliers, and eventually, even entire countries.

Therefore, Machine Learning (ML), and more recently Deep
Learning (DL) [161], have gained the interest of researchers in
the financial area. More organizations are interested in collect-
ing this important analytical information. For instance, in [43],
the authors predicted companies financial status using DBN,
the return of stock markets for solvent and bankrupt compa-
nies presented as binary images utilized in order to train the
models. Furthermore, In [162], the authors proposed a hybrid
model comprising DBN devoted to pre-train the data and SVM
utilized to classify the data, then the proposed model adopted
to predict French companies’ financial distress. Also, Hosaka
[44] proposed a method based on Convolutional Neural Net-
works (CNN) to predict bankruptcy using Japanese stock market
data represented as a grayscale image. Moreover, the proposed
method obtained the optimum results compared to classical and
other DL classification methods. However, the data related to
the companies’ financial status are inherently imbalanced, since
the bankruptcy is relatively uncommon in real life[163]. Several
studies have been focused on addressing the lack of patterns
of minority classes, such as bankrupt companies in the selected
problem, because it is dramatically affecting the classifiers, caus-
ing a decrease in their reliability and performance. The reason is
that those methods tend to build a model to predict the majority
class. Thus, many balancing techniques have been proposed in
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order to solve this problem, using their own criteria to balance
the data. For instance, Jang et al.[46] adopted LSTM to predict
the Business Failure relying on listed US construction contractors,
and then compared the results with others obtained utilizing
Feed-forward neural network and SVM. Nevertheless, SMOTE-
Tomek was used to solve the data balancing problem. In addition,
the same authors [47] also proposed a model based on LSTM to
predict the business failure probability from 1 to 3 years using
accounting, construction market and macroeconomic variables.
Moreover, SMOTE-Tomek balancing technique was used as a data
preprocessing stage. Zięba et al. [39], compared several classifiers
performance with a novel approach that applies EXtreme Gradi-
ant Boosting (EXGB) for learning an ensemble of decision trees
in order to predict companies’ financial status in extremely im-
balanced polish companies dataset. In addition, In [41] discussed
the impact of using the balancing techniques on the Korean com-
panies’ bankruptcy status prediction performance. Thus, four
classification models were used to predict the financial status,
namely; RF, Decision tree, MLP and SVM. The dataset used was
extremely imbalanced, so 6 balancing techniques were utilized to
solve this problem; (SMOTE, BL-SMOTE, SMOTE-ENN, SMOTE-
Tomek and ADASYN). Furthermore, the classification models
applied on the data before and after balancing, RF outperform
the other models in both cases, but using RF with SMOTE-ENN
obtained the best results.

Consequently, this chapter conducts a complete analysis on op-
timize the configuration of DL methods in order to improve
their performance in predicting companies financial failure, and
considers them as solid alternatives outperforming several ML
methods utilized to solve the same problem in the state of the
art. Thus, several different DL methods, i.e., Deep Belief Network
(DBN) [93], Multilayer Perceptron model of 6 Layers (MLP-6L)
[97] and Long-Short Term Memory (LSTM)[95], have been con-
sidered in this chapter to predict companies’ financial failure
and compared with other standard machine learning algorithms.
Each of the selected DL classifiers belongs to a different type
of neural network, specifically, MLP-6L is a feed-forward neu-
ral network, LSTM is a recurrent neural network, and DBN is
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a greedily learning stochastic neural network comprised of di-
rected and undirected layers. Moreover, three bagging[82] based
ensemble methods, i.e, Random Forest (RF)[75], Support Vector
Machine (SVM)[77] and K-Nearest Neighbor (KNN)[83], as well
as two boosting based ensemble methods, i.e, Adaptive Boosting
(AdaBoost)[87] and eXtreme Gradient Boosting (XGBoost)[91]
have been applied also to solve the same problem and used as
benchmark to evaluate the performance f the DL methods. Nev-
ertheless, SVM and KNN, considered as ensemble models using
the bagging technique in order to improve their performance,
whereas RF is an ensemble of decision trees based on bagging.
Also, AdaBoost and XGBoost are boosting-based ensemble meth-
ods.

Accordingly, the performance of all the aforementioned classifi-
cation algorithm have been evaluated with respect to predicting
the financial failure into 3 different and complicated financial
datasets , consisting of real data with a highly imbalanced ratio
will be tested. Thus, real Spanish, Taiwanese and Polish com-
panies’ datasets have been considered in order to evaluate the
efficiency of the methods to predict the companies’ financial fail-
ure. As previously mentioned, bankruptcy is rare in the real data,
so the datasets that have been used are extremely imbalanced.
The major differences between these datasets are the complex-
ity level and the data type’s diversity. The Spanish companies’
dataset is a combination of nominal and numerical attributes
values, and contains financial and non-financial data. On the
other hand, the Taiwanese and Polish companies’ datasets are
more complicated according to the number of attributes and
records. The Taiwanese dataset contains the largest number of
attributes, while the Polish dataset contains the largest number
of samples. Both of them contain only numerical financial at-
tributes. These major differences could affect the behavior of the
classifiers and the results. In addition, it might lead to making
more accurate decisions about the most appropriate classifier to
predict companies’ financial failure.

To handle the data inconsistent distribution problem, eight ad-
vanced balancing techniques from the literature have been ap-
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plied in the preprocessing stage, namely, SMOTE (Synthetic
Minority Oversampling TEchnique) [112], BL-SMOTE (Border-
line SMOTE) [164], SMOTE-ENN [111], K-means SMOTE[165],
SMOTE-NC (SMOTE Nominal-Continuous)[112], SMOTE-Tomek
(SMOTE with Tomek links)[111], SVM-SMOTE (Support Vector
Machine with SMOTE)[166] and ADASYN (ADaptive SYNthetic
sampling approach)[117]. These resampling techniques signifi-
cantly enhance the behavior of the classifiers, i.e., they dramati-
cally decrease the classifiers’ minority class misclassification.

7.2 experimental datasets considered

As stated, in this chapter, the performance of DL methods to
solve real-world complex problem have been discussed. In other
word, the impact and the efficiency of using DL algorithm to
predict companies financial failure as a well-know example of
real-world problem have been studied. Thus, the same dataset
used in the previous chapters (4,5 and 6) to train several standard
ML and DL algorithms (i.e., Spanish companies’ dataset) has
been considered in this chapter as well.

However, limiting this study to a single dataset may not be suffi-
cient to evaluate the impact of the standard ML and DL in solving
real-world problems (i.e., predicting companies financial failures).
That’s why the Taiwanese and Polish companies datasets have
been considered to predict bankruptcy, given their differences
with the Spanish companies’ dataset, particularly, the complexity
level and data types. The Taiwanese dataset is more complex
than the Spanish one, and the Polish dataset is the most complex
of them all. The Taiwanese companies’ dataset was collected from
the Taiwan Economic Journal over 10 years (1999 to 2009) and it
contains 6819 records in total: 6599 records of solvent companies
(97%), and the rest corresponding to bankrupt companies (220

records). Besides, it is comprised of 95 financial attributes. How-
ever, the companies in this dataset were selected according to
two conditions, i.e., the information of each company should be
available three years before the decision about its financial status,
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and the size of each company should match with quite enough
companies to compare. On the other hand, the decision about
each company’s financial status is based mainly on Taiwan’s
stock exchange business regulations. Further information about
this dataset is available in [38].

With respect to the Polish companies’ dataset, it contains real data
collected from Emerging Markets Information Service (EMIS),
but focused on enterprises of that country. EMIS is a database
comprised of information about emerging markets around the
world. It is important to note that the bankrupt Polish companies’
data was collected from 2007 to 2013, and the solvent companies’
data refer to 2007 to 2012.

This dataset is also extremely imbalanced; the total amount of
samples is 10,000, of which 203 are bankrupt (2.03%) and 9797

samples belong to solvent companies (97.97%). In addition, it has
64 numerical financial attributes, and there are not categorical
values. More information about this dataset is available in [39]. It
can be downloaded from the Kaggle ML community web 1.

7.3 experimental setup details

As stated before, this study aims to predict companies’ financial
failure considering it as a classification problem. Accordingly, due
to the high attainment of DL algorithms regarding classification,
the performance of three different types of DL methods, i.e., DBN,
MLP-6L and LSTM, and five well-known (and very effective)
ensemble classification methods, i.e., RF, SVM, KNN, AdaBoost
and XGBoost have been compared; in order to find the best
classifier with respect to the problem addressed.

The methods are compared by considering a set of evaluation
metrics rather than just computing the usual ‘accuracy’ measure,

1 https://www.kaggle.com/c/companies-bankruptcy-forecast
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due to the high imbalance existing in the datasets. These are
described in Subsection 7.3.1.

In this regard, and previously to the application of the algo-
rithms, it is mandatory to address the existing data inconsistency
problem, in order to improve the classification performance. To
this end, several advanced data resampling techniques have been
applied to balance the datasets considered. They aim to enhance
the classification performance by increasing the minority class
instances and decreasing the majority class instances (depend-
ing on each balancing technique procedure). Table 7.1 presents
the majority and the minority classes’ distribution in the three
datasets before and after the data balancing step.

Table 7.1: The amount of the records belong to the bankrupt and
solvent companies in the three considered datasets (i.e., Spanish,
Taiwanese and Polish data). Noteworthy, SMOTE-NC is not used
to balance the Taiwanese and Polish datasets because it contain
numerical data only.

Spanish companies’ data Taiwanese companies’ data Polish companies’ data
Balancing techniques Bankrupt Solvent Bankrupt Solvent Bankrupt Solvent

Original dataset 62 2797 220 6599 203 9797

SMOTE 2797 2797 6599 6599 9797 9797

BL-SMOTE 2797 2797 6599 6599 9797 9797

SVM-SMOTE 1346 2797 2308 6599 4708 9797

ADASYN 2806 2797 6523 6599 9860 9797

SMOTE-NC 2797 2797 - - - -
SMOTE-Tomek 2765 2765 6565 6565 9794 9794

SMOTE-ENN 2651 2494 6260 5433 9757 8546

K-means SMOTE 2797 2797 6599 6599 9797 9797

As shown in the table, the oversampling and the clustering-
based techniques, i.e., SMOTE, BL-SMOTE, ADASYN, SMOTE-
NC and K-Means SMOTE, generated balanced datasets that
contain almost the same percentage for both classes (50% of
samples of the majority class and 50% of minority class instances).
ADASYN generated more minority class instances compared to
the other oversampling methods, depending on the minority
data distribution density. Therefore, it generates more synthetic
samples in the case of low data distribution density. On the other



7 .3 experimental setup details 91

hand, SVM-SMOTE generated less balanced datasets (32% of the
minority class and 68% of the majority class instances), so, this
will model a more realistic situation for the problem (with less
‘artificial’ information added), this could have a negative effect
on the results obtained by the classifiers.

The hybrid oversampling-undersampling techniques, i.e., SMOTE-
ENN and SMOTE-Tomek, first oversample the minority class to
achieve a very close amount to the majority class instances, then
the majority class instances are undersampled depending on
their cleaning procedure: ENN and Tomek Links. Thus, they gen-
erated datasets with variant balancing proportions, even turning
the ratio to have more samples of the minority class than those
of the majority class.

Specifically, the number of Tomek links in the Spanish companies’
dataset (after SMOTE oversampling) was 32, so, after removing
those links, the generated balanced dataset contains 2765 in-
stances for each class. In the Taiwanese dataset the number of
links was 34, thus, the generated dataset after balancing contains
6565 records for each class, whereas in the Polish dataset the
number of links was just three, so, the data distribution among
classes remains almost the same. On the other hand, SMOTE-
ENN conducts a deeper data cleaning than SMOTE-Tomek. So,
after oversampling, it removes the instances belonging to differ-
ent classes when compared with at least two of their neighbors,
that is why there is a considerable difference in the final data
distribution.

Moreover, SMOTE-NC is devoted to balancing datasets including
nominal and continuous attributes, thus, given the data types in
the Spanish, Taiwanese and Polish companies’ datasets, SMOTE-
NC has only been used to balance the Spanish one, since it
contains a mix of categorical and numerical variables, whereas
all the variables in the other datasets are numerical.
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7.3.1 The Evaluation Metrics Considered

Several metrics can be used to measure the performance of any
classifier, computed by combining the results obtained in the con-
fusion matrix (see Table 7.2) [167]. Four categories are composing
this matrix:

1. True Positives (TP): amount of samples correctly classified
as bankrupt.

2. False Positives (FP): amount of samples incorrectly classified
as bankrupt.

3. True Negatives (TN): amount of samples correctly classified
as solvent.

4. False Negatives (FN): amount of samples incorrectly classi-
fied as solvent.

Table 7.2: Confusion matrix.
Actual

Bankrupt Solvent

Classified
Bankrupt TP FN
Solvent FP TN

Thus, since the binary classification accuracy results are not re-
liable while the data considered is extremely imbalanced (the
classifiers always tend to predict the majority class and ignore
the minority class), several metrics have been computed to make
a better judgment about each classifier’s performance and relia-
bility. These metrics are:

• Accuracy [168]: Performance of the classifier in terms of
assigning the correct class to each instance.

Accuracy =
TP + TN

TP + TN + FP + FN
(7.1)
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• Recall (Sensitivity) [169]: Performance of the classifier re-
garding assigning each sample/company to the ‘bankrupt’
class (prediction) while it is actually bankrupt (real status).

Recall =
TP

TP + FN
(7.2)

• Specificity [169]: Represents the performance of the classi-
fier assigning every company to the ‘solvent’ class (predic-
tion) while it is actually solvent (real status).

Speci f icity =
TN

TN + FP
(7.3)

• Precision [169]: Performance of the classifier regarding the
ratio of assigning the correct class to each sample.

Precision =
TP

TP + FP
(7.4)

• Type I error [168]: Also known as False Positive Rate (FPR).
It represents the failure of the classifier to assign bankrupt
companies to the ‘bankrupt’ class (wrong prediction), while
its actual class is ‘bankrupt’ (real status).

Type I error =
FP

TN + FP
= 1− Speci f icity (7.5)

• Type II error [168]: Also known as False Negative Rate
(FNR), represents the failure of the classifier in assigning
solvent companies to ‘solvent’ class (wrong prediction),
while its actual class is ‘solvent’ (real status).

Type I I error =
FN

TP + FN
= 1− Recall (7.6)
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Moreover, while the aim of this study is to predict the companies’
failure, recall and Type II error are the most important metrics; they
evaluate the performance of the classifiers regarding classifying
and misclassifying the bankrupt companies. On the other hand,
wholly focusing on the prediction of bankruptcy does not de-
scribe the real effectiveness of the classifiers, thus, the remaining
metrics are important also to evaluate their overall performance.

7.3.2 Implementation details

In order to implement the DL methods in this study, tensorflow
[98] has been used, which is a software library introduced by
Google mainly for DL processing. Also, tensorflow has been used
as a back end for Keras [98], which is an open-source library
framework written in Python adopted to implement some DL
methods. On the other hand, RF, ensemble SVM, ensemble KNN
and AdaBoost have been applied using scikit-learn module[170];
it is a package in Python programming language comprising
implementations of several supervised and unsupervised ML
algorithms. Furthermore, XGBoost algorithm has been imple-
mented using xgboost 2 package.

To achieve the highest performance and obtain more reliable
results from each classifier used in this study, 10-fold cross-
validation has been considered in the datasets. That is, the data
are split randomly into 10 partitions, nine partitions are used
to train the classifier in each iteration, and the remaining parti-
tion is used to test the obtained model. Thus, 10 iterations are
performed, using in each of them a different test partition [171].

2 https://xgboost.readthedocs.io/en/latest/
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7.3.3 Main Hyperparameters considered to the DL and Ensemble
classifier

Generally, the performance of any DL or ensemble method is
tightly linked to the appropriate selection of its hyperparameters
values, since some of them have a big effect on the method learn-
ing behavior. Selecting the ideal values of the hyperparameters
highly depend on the problem to solve, so, they are normally set
after an exhaustive experimentation process. Thus, some of the
hyperparameters considered in the methods are:

1. Learning rate: it is the most important DL method hyper-
parameter used to adapt the model to the problem. It is in
the range [0.0, 1.0]. Selecting an appropriate value to obtain
the optimum results is critical: a large learning rate leads
the model to suboptimal solutions, whereas a too small
learning rate extremely increases the probability of model
stagnation.

2. Epoch: is a complete learning cycle of the training data in
the model.

3. Batch size: normally used in artificial neural networks (NNs),
is the number of instances that pass through the NN in
each epoch, and used to train the model before updating
its internal configuration (the weights).

4. Sigmoid activation function: is a popular function associated
with each neuron in the neural networks, adopted to trans-
form its input data between 0.0 and 1.0 (model output).

5. Dropout: is a regulation technique able to improve the accu-
racy (reducing the overfitting problem) by ‘removing’ some
visible or hidden neurons [172].

6. Softmax activation function: it is a function that transforms
the outputs in a vector of probabilities, the sum of these
probabilities must be up to one. In addition, it improves
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the accuracy of the classifiers by increasing the probability
of the selected class at the expense of the others. Equation
7.7 presents the softmax formula [173]

f (xi) =
exp(xi)

∑
j

exp(xj)
(7.7)

where xi is an input vector, xj is an output vector and exp
is a standard exponential function.

7. Categorical cross-entropy loss function: it is a function that
reduces the wrong predictions by calculating the difference
between the classes probabilities generated by the softmax
activation function and the desired output probability (0,1),
this allows the model to minimize its deficiencies by adjust-
ing the weights.

8. Adam optimizer: is a fast gradient descent optimization algo-
rithm [174] applied in deep NNs. It also guarantees more
accurate results by updating the model weights and learn-
ing rate during the training.

9. Rectified Linear Unit (ReLU) activation function: it is a fast
nearly linear function associated normally with each hidden
layer or with the output layer for certain types of applica-
tions, it is used to solve the vanishing gradient problem
during the backpropagation learning by returning 0 if the
input value is less than 0 and the same value if it is 0 or
more, equation 7.8 shows the formula of ReLU [173].

f (x) = max(0, x) =

{
xi, i f xi ≥ 0

0, i f xi < 0
(7.8)

10. Kernel Function: It is a mathematical operator used to trans-
form the data into a required form in order to avoid some
complex calculations in the classifiers, and to improve their
performance. Several kernel functions could be used to en-
hance the performance of SVM such as Linear, Polynomial,
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Sigmoid and Radial Based Function (RBF) depending on
the data distribution[81]. In this study, the RBF has been
used is described by the following formula:

K(x, xi) = exp(−γ||x− xi||2), γ > 0 (7.9)

Where x and xi are input samples, and γ is a kernel function
parameter.

11. Number of Estimators (N_estimators): defines the number of
base estimators constructing the ensemble model.

12. Number of Samples (Max_Samples): is the number of samples
to select from the dataset to train in each estimator, it could
be set as a float number in the range of 0.0 to 1.0 (represent-
ing a percentage amount of samples), or an integer value in
the range of 1 to the total number of samples in the dataset
(representing the exact number of samples to fit in each
ensemble’s estimator).

13. Number of Features (Max_Features): is the number of features
to select from the dataset to train in each estimator, also
it could be set as a float number in the range of 0.0 to 1.0
(representing a percentage amount of features), or an inte-
ger value in the range of 1 to the total number of features
in the dataset.

14. Nearest neighbors parameter (K): it is a parameter associated
with the KNN method, representing the number of nearest
neighbors to select for each sample in the dataset.

15. BallTree algorithm: is an algorithm used to search for the
nearest neighbors; it organizes the data according to dis-
tance metric values defined using two points[175].

16. Minkowski distance: is a metric that measures the similarity
(distance) between two points in the data according to the
following formula:

D(x, y) =
( n

∑
i=1
|xi − yi|

1
p

)p

, (7.10)
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where xi and yi are data points, and p is an integer. The
value of p could make Minkowski metric equal to other
metrics, if p = 1 (City block distance), p = 2 (Euclidean
distance) and p = ∞ (Chebyshev distance) [86].

17. Entropy criterion: is an impurity measure used to evaluate
the quality of the data splitting during building the decision
trees, less entropy (impurity) more information gain (pure
data).

It is important to note that not all these parameters are consid-
ered in every DL and ensemble method applied in this study.
Tables 7.3 and 7.4 enumerate the usage and considered value for
each hyperparameter in the DL and in the Ensemble methods
respectively.

Table 7.3: Hyperparameters types and values have been used for
each DL method, where DLM is DL method, LRA is Learning
RAte, AO is Adam optimizer, BS is Batch Size and CCE is Cat-
egorical Cross-Entropy. In addition, ’X’ or a value refers to the
use of the hyperparameter, and ’-’ refers to the unused.

DLM LRA AO BS Epochs Sigmoid Softmax ReLU CCE Dropout
DBN 0.005, 0.1 - 40 150 X - - - 0.2

LSTM - X 15 200 - X - X -
MLP-6L - X 15 200 - X X X 0.2

Table 7.4: Hyperparameters types and values have been used for
each ensemble method, where EM is Ensemble Method, KF is Ker-
nel Function, BTA is BallTree algorithm and MDI is Minkowski
distance. In addition, ’X’ or a value refers to the use of the
hyperparameter, and ’-’ refers to the unused.

EM KF N_estimators Max_Samples Max_Features K BTA MDI Entropy
RF - 100 1.0 1.0 - - - X

SVM RBF 40 1.0 1.0 - - - -
KNN - 40 1.0 1.0 5 X X -

AdaBoost - 50 1.0 1.0 - - - X
XGBoost - 50 1.0 1.0 - - - X
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7.4 analytical results

As aforementioned, in binary classification problems, the per-
formance and the reliability of any classifier are dramatically
affected by the data balancing ratio. Furthermore, in case the
data is extremely imbalanced, the classifier tends always to pre-
dict the majority class and somehow ‘ignore’ the minority class.
This behavior gains significant results with respect to the accu-
racy, but it yields poor performance regarding the prediction
of the minority class. In other words, the model obtains high
accuracy at the expense of the reliability [41, 100].

Therefore, due to the sensitivity of the DL methods to the data
distribution inconsistency, eight advanced balancing techniques
have been previously applied in this study.

Thus, different datasets have been generated from the Spanish,
Taiwanese and Polish datasets - one per each balancing method -.
Therefore, every classification algorithm has been tested consid-
ering each of the produced datasets.

The following sections present and discuss the results obtained,
analyzing specifically the behavior of each DL and ensemble
method regarding bankruptcy and solvency misclassification, as
well as the effects of each balancing technique on their outcomes.

7.4.1 Applying DBN with each balancing technique

DBN with 10-folds cross-validation was applied to each dataset
generated using the balancing techniques. Thus, after several tri-
als of DBN application on the three datasets, the most appropriate
RBM and fine-tuning learning rates must be set respectively to
0.005 and 0.1 (See Table 7.3), also the optimum value of batch
size is 40. The activation function for DBN obtaining the best
results in this study is sigmoid, while dropout was set to 0.2.
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Table 7.5: The performance indicators (metrics) values obtained
by applying DBN to each balanced dataset returned by the bal-
ancing techniques. The first best indicators values are highlighted
in gray and bold, whereas the second best are highlighted in bold
only.

Spanish companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9174 0.9640 0.8707 0.8819 0.1293 0.0360

BL-SMOTE 0.9175 0.9462 0.8888 0.8953 0.1112 0.0538

SVM-SMOTE 0.9095 0.9094 0.9096 0.8516 0.0904 0.0906

ADASYN 0.9409 0.9783 0.9011 0.9136 0.0989 0.0217
SMOTE-NC 0.9232 0.9615 0.8849 0.8934 0.1151 0.0385

SMOTE-Tomek 0.9180 0.9677 0.8683 0.8806 0.1317 0.0323

SMOTE-ENN 0.9414 0.9854 0.8946 0.9092 0.1054 0.0146
K-means SMOTE 0.9080 0.9687 0.8472 0.8638 0.1528 0.0313

Taiwanese companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.8538 0.8861 0.8216 0.8339 0.1784 0.1139

BL-SMOTE 0.8728 0.9204 0.8251 0.8414 0.1749 0.0796
SVM-SMOTE 0.8714 0.8673 0.8729 0.7062 0.1271 0.1327

ADASYN 0.8543 0.8532 0.8555 0.8578 0.1445 0.1468

SMOTE-Tomek 0.8821 0.9173 0.8468 0.8589 0.1532 0.0827

SMOTE-ENN 0.8809 0.9465 0.8153 0.8367 0.1847 0.0535
K-means SMOTE 0.8485 0.8742 0.8227 0.8314 0.1773 0.1258

Polish companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.7557 0.8398 0.6716 0.7191 0.3284 0.1602
BL-SMOTE 0.7638 0.7909 0.7368 0.7536 0.2632 0.2091

SVM-SMOTE 0.8075 0.6654 0.8758 0.7290 0.1242 0.3346

ADASYN 0.7353 0.7732 0.6973 0.7217 0.3027 0.2268

SMOTE-Tomek 0.7434 0.8230 0.6637 0.7103 0.3363 0.1770

SMOTE-ENN 0.8151 0.8531 0.7718 0.8115 0.2282 0.1469
K-means SMOTE 0.7463 0.7868 0.7057 0.7287 0.2943 0.2132

The results obtained by DBN applied to the balanced datasets are
shown in Table 7.5. These are approximately divergent according
to the metrics used in this study to evaluate the performance of
all DL and ensemble methods. As it can be seen, DBN shows
higher performance with the simplest data (i.e., Spanish dataset)
than the other dataset used in this study; more complex data
leads to less accuracy, recall and precision metrics values. The re-
sults on the Spanish dataset are better overall than the results on
the Taiwanese and Polish data, given that the first dataset is ‘the
simplest’ one. For the Polish companies’ dataset (the most com-
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plex), DBN moderately misses predicting solvent and bankrupt
companies as stated in recall and specificity metrics. Looking at
the Spanish companies’ dataset, the use of SMOTE-ENN yields
the best results in combination with DBN regarding accuracy,
recall and type II error, also getting this approach the second-best
precision value. On the other hand, SVM-SMOTE obtained the
complementary best results, i.e., the best specificity, and type I
error. Moreover, ADASYN obtains the best precision, also gets the
second-best in the remaining metrics. In other words, SMOTE-
ENN shows the optimum performance in the classification of
bankrupt companies, whereas SVM-SMOTE is the best in classi-
fying solvent ones in this dataset.

With respect to the Taiwanese companies’ dataset, again the com-
bination of SMOTE-ENN and DBN yields the lowest bankruptcy
misprediction. It obtains the best recall and type II error, while
BL-SMOTE is the second-best technique according to the same
two metrics. On the other hand, SVM-SMOTE yields the lowest
solvency misprediction as stated in specificity and type I error,
being ADASYN the second-best technique. SMOTE-Tomek can
be also remarked, as it obtains the best accuracy and precision, but
very close to SMOTE-ENN and ADASYN methods, respectively.

Regarding the Polish companies’ dataset, SMOTE-ENN leads
DBN to obtain the optimum accuracy, recall, precision and type II
error, and the second-best specificity and type I error. Thus, this is
the best approach overall. However, again SVM-SMOTE obtains
the best results according to the specificity and type I error.

Generally, the performance of any ML algorithm depends mainly
on the data fitting. Over-fitting yields excellent training results
but poor validation ones, whereas under-fitting obtains poor
training and validation results [176]. Good-fitting yields relatively
close training and validation values. So, discovering if the DBN
model learns adequately is quite tricky [177]; since the model’s
input is just training data. Figure 7.1 illustrates the training loss
in the DBN fine-tuning stage. It specifically shows the loss of the
superior combination of DBN with balancing techniques with
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respect to bankruptcy prediction on the three datasets (i.e., DBN
+ SMOTE-ENN).

The loss of the DBN on the Spanish and Polish data starts from
0.6, and decreases until epoch 100, then they are stabilized at
around 0.13 and 0.38, respectively. The loss on the Polish data
starts at around 0.5 and stabilizes after epoch 40 at around 0.22
of loss value. From these curves the main conclusion is that the
model is not over-fitted, given that the model they show is not
training perfectly (loss values are not very low). On the other
hand, while the input of DBN model is just training data (no
validation curves) it is hard to determine if the model was under-
fitted. To solve this issue, extracted 20 subsets of different sizes
have been extracted from each balanced dataset generated in
this study. For each subset, DBN was trained and tested using
10-fold cross-validation to trace the model’s performance with
respect to the training and validation data sizes. Thus, Figure
7.2 illustrates the DBN model’s training and validation curves
obtained using the best data balancing technique for predicting
bankrupt companies (i.e., SMOTE-ENN). As it is shown in the
figure, each training curve is relatively close to the validation
curve (both belong to the same dataset), which shows good-
fitting of the Spanish, Taiwanese and Polish data to the DBN
model.

Thus, the firm conclusion extracted from the DBN results is
that utilizing SMOTE-ENN to balance the datasets helps the DL
method to reach the lowest bankruptcy misclassification, which
is the most relevant prediction in the problem addressed in this
study.

7.4.2 Applying LSTM with each balancing technique

In this experiment, four stacked layers of LSTM has been applied
on the datasets generated by the balancing techniques in order to
improve the accuracy of the model outcomes. Moreover, so f tmax
activation function has been considered in the output layer, so the
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Figure 7.1: The illustration of the loss curves returned by training
DBN model using balanced datasets generated by SMOTE-ENN
from the three datasets; the best approach in predicting compa-
nies financial failure.

Figure 7.2: The illustration of the training and validation curves
that returned from DBN and SMOTE-ENN; the best approach in
predicting companies financial failure. The size of each dataset
are determined by the vertical lines.

class attribute previously transformed into two attributes, since
using this function gets extremely better results than considering
sigmoid one. In addition, considering that the class attribute trans-
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formed into two attributes, categorical cross− entropy applied
as a loss function. Moreover, after intensive experimentation on
LSTM model with the three datasets, setting the batch size to 15

yielded the best results.

Besides, Adam optimizer was used to reduce the loss and to
obtain more accurate outcomes by updating the model weights
and learning rate during the training phase.

Looking at the obtained results presented in Table 7.6, it can
be seen the substantial improvement compared to the previous
experiment with regard to the Polish companies’ dataset. Thus,
applying SMOTE-ENN previously to LSTM, leads to outperform-
ing the rest of the balancing techniques with the hardest dataset.
This combination obtains the best values for all the metrics, so,
it is the most adequate for classifying both bankrupt and sol-
vent companies in this dataset. SMOTE-Tomek gets very close
results for accuracy, recall, and type II error metrics (related to
bankruptcy prediction), whereas BL-SMOTE is the second-best
regarding specificity, precision, and type I error (focused on healthy
companies prediction).
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Table 7.6: The performance indicators (metrics) values obtained
by applying LSTM to each balanced dataset returned by the bal-
ancing techniques. The first best indicators values are highlighted
in gray and bold, whereas the second best are highlighted in bold
only.

Spanish companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9929 0.9996 0.9861 0.9863 0.0139 0.0004

BL-SMOTE 0.9925 0.9982 0.9868 0.9869 0.0132 0.0018

SVM-SMOTE 0.9923 0.9964 0.9882 0.9884 0.0118 0.0036

ADASYN 0.9939 1.0 0.9878 0.9881 0.0122 0.0
SMOTE-NC 0.9887 0.9925 0.9850 0.9852 0.0150 0.0075

SMOTE-Tomek 0.9955 1.0 0.9908 0.9914 0.0092 0.0
SMOTE-ENN 0.9942 1.0 0.9880 0.9889 0.0120 0.0
K-means SMOTE 0.9948 1.0 0.9896 0.9898 0.0104 0.0

Taiwanese companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9891 0.9998 0.9783 0.9788 0.0217 0.0002
BL-SMOTE 0.9884 0.9955 0.9814 0.9816 0.0186 0.0045

SVM-SMOTE 0.9788 0.9809 0.9780 0.9399 0.0220 0.0191

ADASYN 0.9897 1.0 0.9795 0.9797 0.0205 0.0
SMOTE-Tomek 0.9879 0.9995 0.9762 0.9768 0.0238 0.0005

SMOTE-ENN 0.9905 0.9997 0.9799 0.9829 0.0201 0.0003

K-means SMOTE 0.9789 0.9758 0.9821 0.9820 0.0179 0.0242

Polish companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9896 0.9985 0.9808 0.9812 0.0192 0.0015
BL-SMOTE 0.9891 0.9921 0.9860 0.9861 0.0140 0.0079

SVM-SMOTE 0.9851 0.9847 0.9700 0.9700 0.0300 0.0153

ADASYN 0.9898 0.9969 0.9827 0.9830 0.0173 0.0031

SMOTE-Tomek 0.9904 0.9985 0.9823 0.9826 0.0177 0.0015
SMOTE-ENN 0.9931 0.9988 0.9866 0.9884 0.0134 0.0012
K-means SMOTE 0.9902 0.9955 0.9849 0.9851 0.0151 0.0045

In the case of the Spanish companies’ dataset, the roles are in-
verted, and SMOTE-Tomek together with LSTM yielded the best
outcomes according to all the metrics. This time K-Means SMOTE
is the second-best also in all the metrics, however, SMOTE-ENN
gets very close results to these approaches, even reaching a per-
fect value for recall and type II error, as it is also obtained by the
two aforementioned methods.

Regarding the Taiwanese companies’ dataset, the combination
of ADASYN with LSTM shows perfect performance regarding
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predicting the bankrupt companies according to recall and type II
error, whereas SMOTE obtains the second-best results in the same
case. On the other hand, the combination of K-means SMOTE
with LSTM yields the best results in the metrics related to the
prediction of the solvent companies, while BL-SMOTE is the
second-best. SMOTE-ENN obtains the best accuracy and precision
values.

Moreover, differently than in the previous experiment, LSTM
inputs are training and validation data. Figure 7.3 illustrates the
curves of LSTM training and validation accuracy/loss in each
epoch, obtained from the best combinations in bankruptcy pre-
diction in the three datasets. The best fusions of LSTM are with
SMOTE-Tomek, ADASYN and SMOTE-ENN. Thus, the training
shows higher accuracy and lower loss than the validation in all
curves, but very close values showing good-fitting of the LSTM
model to the Spanish, Taiwanese and Polish data. It is important
to note that LSTM results are much better than DBN ones, ob-
taining great indicators for all the metrics in almost all the cases
(all the balancing techniques) and in the three datasets. Thus,
for every balanced dataset, LSTM tends to predict the correct
status of the companies accurately whether they are bankrupt or
solvent, with values mostly above 0.98 and errors close to 0 for
almost all the approaches.

7.4.3 Applying MLP-6L with each balancing technique

Following the process of previous experiments, a deep learn-
ing MLP approach with 6 layers, called MLP-6L, has been ap-
plied to the eight datasets built after applying each one of the
balancing methods. In this case, after exhaustive experimenta-
tion on the MLP-6L model, setting the batch size to 15, and
using Adam optimizer yielded the best results. Again, in this
experiment, the class attribute has been transformed into two
attributes in order to use so f tmax in the output layer, as it was
compared with sigmoid in preliminary tests yielding much bet-
ter outputs. However, in the hidden layers, Rectified Linear Unit
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Figure 7.3: The illustration of the training and validation curves
that returned from the LSTM and SMOTE-Tomek, ADASYN and
SMOTE-ENN that applied invidiously to Spanish, Taiwanese
and Polish data ,respectively. These approaches are the best in
predicting companies financial failure. The size of each dataset
are determined by the vertical lines.

(ReLU) has been considered as the activation function. In addition,
because the class attribute was transformed into two attributes,
categorical cross− entropy was used as loss function.
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Table 7.7: The performance indicators (metrics) values obtained
by applying MLP-6L to each balanced dataset returned by the
balancing techniques. The first best indicators values are high-
lighted in gray and bold, whereas the second best are highlighted
in bold only.

Spanish companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9980 1.0 0.9961 0.9961 0.0039 0.0
BL-SMOTE 0.9959 0.9975 0.9943 0.9943 0.0057 0.0025

SVM-SMOTE 0.9952 0.9963 0.9946 0.9890 0.0054 0.0037

ADASYN 0.9975 1.0 0.9950 0.9951 0.0050 0.0
SMOTE-NC 0.9936 0.9939 0.9932 0.9933 0.0068 0.0061

SMOTE-Tomek 0.9973 1.0 0.9944 0.9948 0.0056 0.0
SMOTE-ENN 0.9986 1.0 0.9972 0.9974 0.0028 0.0
K-means SMOTE 0.9964 0.9989 0.9939 0.9940 0.0061 0.0011

Taiwanese companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9910 1.0 0.9820 0.9823 0.0180 0.0
BL-SMOTE 0.9900 0.9939 0.9861 0.9862 0.0139 0.0061

SVM-SMOTE 0.9839 0.9753 0.9870 0.9633 0.0130 0.0247

ADASYN 0.9905 1.0 0.9813 0.9813 0.0187 0.0
SMOTE-Tomek 0.9912 0.9998 0.9826 0.9830 0.0174 0.0002

SMOTE-ENN 0.9963 1.0 0.9921 0.9931 0.0079 0.00
K-means SMOTE 0.9832 0.9736 0.9927 0.9926 0.0073 0.0264

Polish companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9945 0.9991 0.9899 0.9900 0.0101 0.0009

BL-SMOTE 0.9936 0.9950 0.9922 0.9923 0.0078 0.0050

SVM-SMOTE 0.9921 0.9911 0.9932 0.9859 0.0068 0.0089

ADASYN 0.9953 0.9996 0.9909 0.9911 0.0091 0.0004
SMOTE-Tomek 0.9947 0.9995 0.9899 0.9900 0.0101 0.0005

SMOTE-ENN 0.9967 0.9999 0.9930 0.9939 0.0070 0.0001
K-means SMOTE 0.9915 0.9994 0.9826 0.9850 0.0174 0.0006

As it can be seen in Table 7.7, the results obtained by the MLP-6L
model applied on all the generated datasets are excellent. Being
precise, SMOTE-ENN obtains the best outcomes for almost all the
metrics in all the datasets, just getting the second-best for solvent-
related metrics (specificity and type I error) in the Taiwanese and
Polish companies’ datasets.

In summary, SMOTE-ENN leads the MLP-6L model to obtain
the highest accuracy and lowest bankrupt companies misclassifi-
cation rate according to recall and type II error metrics. Also, the
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combination of MLP-6L with SMOTE-ENN obtains the second-
best solvent companies classification and misclassification rates
as stated in specificity and type I error. Again, it can be seen the
complexity of each dataset, since four approaches are able to
obtain the highest scores (1.0) for some metrics and the lowest
errors (0) with the Spanish dataset, and three approaches with
Taiwanese dataset, whereas they are close to the maximum and
minimum values, but did not reach them with the Polish data.

Furthermore, Figure 7.4 illustrates the curves of training and
validation accuracy/loss obtained from the best MLP-6L combi-
nations in predicting the companies failure (MLP-6L + SMOTE-
ENN) in the three datasets. As it is shown in the figure, the
validation accuracy and loss are better than the training ones. On
the other hand, the validation loss shows relatively better perfor-
mance than in the previous experiment. Also in this experiment,
the training and validation accuracy/loss curves are very close,
which shows good-fitting of the three datasets to the MLP-6L
model.

Figure 7.4: The illustration of the training and validation curves
that returned from MLP-6L and SMOTE-ENN; the best approach
in predicting companies financial failure. The size of each dataset
are determined by the vertical lines.
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7.4.4 Applying RF with each balancing technique

This section presents the results on the application of RF, which
is a very effective classifier based on ensembles. As previously
told, this is not a DL approach, but it has been extensively used
in many difficult classification problems in the literature and
obtained excellent results. Thus, after an exhaustive experimenta-
tion process with the three datasets, the most appropriate number
of ensemble model estimators (N_Estimators) is 100; a larger num-
ber causes an increment in the computation time and obtains the
same results, whereas a smaller number of estimators does not
obtain results as good as 100. In the other hand, to fit an entire
bootstrap in each estimator, Max_features and Max_Samples are
set to 1.0. Besides, the trees splitting criterion is entropy while
it yields better results than the other criteria in this work. Thus,
this method has been combined with the same eight balancing
techniques as the DL approaches and tested it on the same three
datasets.
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Table 7.8: The performance indicators (metrics) values obtained
by applying RF to each balanced dataset returned by the balanc-
ing techniques. The first best indicators values are highlighted in
gray and bold, whereas the second best are highlighted in bold
only.

Spanish companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9968 0.9979 0.9957 0.9957 0.0043 0.0021

BL-SMOTE 0.9964 0.9961 0.9968 0.9968 0.0032 0.0039

SVM-SMOTE 0.9947 0.9930 0.9957 0.9924 0.0043 0.0070

ADASYN 0.9971 0.9989 0.9952 0.9955 0.0048 0.0011
SMOTE-NC 0.9955 0.9982 0.9928 0.9929 0.0072 0.0018

SMOTE-Tomek 0.9967 0.9986 0.9949 0.9950 0.0051 0.0014

SMOTE-ENN 0.9979 0.9989 0.9968 0.9970 0.0032 0.0011
K-means SMOTE 0.9921 0.9850 0.9993 0.9993 0.0007 0.0150

Taiwanese companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9796 0.9950 0.9642 0.9653 0.0358 0.0050

BL-SMOTE 0.9841 0.9918 0.9764 0.9768 0.0236 0.0082

SVM-SMOTE 0.9745 0.9584 0.9801 0.9443 0.0199 0.0416

ADASYN 0.9796 0.9966 0.9627 0.9636 0.0373 0.0034

SMOTE-Tomek 0.9807 0.9968 0.9647 0.9658 0.0353 0.0032
SMOTE-ENN 0.9906 0.9970 0.9834 0.9857 0.0166 0.0030
K-means SMOTE 0.9844 0.9724 0.9964 0.9963 0.0036 0.0276

Polish companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9932 0.9984 0.9880 0.9881 0.0120 0.0016

BL-SMOTE 0.9935 0.9949 0.9920 0.9921 0.0080 0.0051

SVM-SMOTE 0.9919 0.9858 0.9948 0.9891 0.0052 0.0142

ADASYN 0.9930 0.9986 0.9874 0.9877 0.0126 0.0014

SMOTE-Tomek 0.9933 0.9988 0.9878 0.9879 0.0122 0.0012
SMOTE-ENN 0.9926 0.9992 0.9852 0.9871 0.0148 0.0008
K-means SMOTE 0.9892 0.9797 0.9988 0.9988 0.0012 0.0203

Table 7.8 shows the obtained results for RF in conjunction with
the data balancing methods. Thus, the combination of the classi-
fier with SMOTE-ENN outperforms the rest of the approaches
concerning the prediction of the bankrupt companies in all the
datasets, getting the best recall and type II error, and also it obtains
the best accuracy and the second-best values for the remaining
metrics in the Spanish and Taiwanese datasets. On the other
hand, the combination of the classifier and K-means SMOTE
yields the best results in predicting the solvent companies in
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all the datasets, obtaining the best specificity, precision and type I
error.

Furthermore, to trace the performance of the RF model with
respect to the training and validation data sizes, the same pro-
cedure addressed in experiment (7.4.1) has been conducted in
this experiment as well. In other words, also in this experiment,
from each balanced dataset generated in this study, 20 subsets of
different sizes were extracted, and then each subset was adopted
to train and test RF using 10-fold cross-validation. Figure 7.5
shows the training and validation accuracy curves obtained by
the best approaches regarding bankruptcy prediction in the three
datasets (RF + SMOTE-ENN). The best three combinations’ train-
ing accuracy is equal to 1.0, whereas each validation accuracy
curve is increasing being close to the training curves and showing
that the three datasets good-fitted to RF.

Figure 7.5: The illustration of the training and testing curves
that returned from RF and SMOTE-ENN; the best approach in
predicting companies’ financial failure in all of the datasets (i.e.,
Spanish dataset (SD), Taiwanese dataset (TD) and Polish dataset
(PD)). The size of each dataset is determined through the vertical
lines.

7.4.5 Applying ensemble SVM model with each balancing technique

In this experiment, SVM has been to the generated datasets after
balancing. Thus, in order to improve the performance of this
algorithm, it has been proposed as an ensemble model using
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the bagging technique. The SVM kernel function that have been
used is RBF because it yielded better performance compared
to the other well-known kernel functions (Linear and Sigmoid)
in the problem addressed in this study. Moreover, the most ap-
propriate number of estimators (N_Estimators) is 40, whereas
the Max_features and Max_Samples are set as in the previous
experiment.

Table 7.9: The performance indicators (metrics) values obtained
by applying SVM to each balanced dataset returned by the bal-
ancing techniques.The first best indicators values are highlighted
in gray and bold, whereas the second best are highlighted in bold
only.

Spanish companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9694 0.9796 0.9592 0.9602 0.0408 0.0204

BL-SMOTE 0.9726 0.9782 0.9671 0.9675 0.0329 0.0218

SVM-SMOTE 0.9697 0.9630 0.9735 0.9539 0.0265 0.0370

ADASYN 0.9806 0.9913 0.9691 0.9716 0.0309 0.0087

SMOTE-NC 0.9680 0.9864 0.9496 0.9515 0.0504 0.0136

SMOTE-Tomek 0.9697 0.9791 0.9603 0.9611 0.0397 0.0209

SMOTE-ENN 0.9825 0.9940 0.9703 0.9729 0.0297 0.0060
K-means SMOTE 0.9884 0.9800 0.9968 0.9967 0.0032 0.0200

Taiwanese companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9560 0.9848 0.9271 0.9311 0.0729 0.0152

BL-SMOTE 0.9639 0.9851 0.9426 0.9450 0.0574 0.0149
SVM-SMOTE 0.9498 0.9125 0.9629 0.8958 0.0371 0.0875

ADASYN 0.9885 0.9784 0.9987 0.9986 0.0013 0.0216

SMOTE-Tomek 0.9543 0.9837 0.9249 0.9291 0.0751 0.0163

SMOTE-ENN 0.9741 0.9921 0.9535 0.9605 0.0465 0.0079
K-means SMOTE 0.9836 0.9677 0.9994 0.9994 0.0006 0.0323

Polish companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.8660 0.9694 0.7626 0.8034 0.2374 0.0306

BL-SMOTE 0.9136 0.9824 0.8447 0.8636 0.1553 0.0176
SVM-SMOTE 0.9056 0.9023 0.9072 0.8240 0.0928 0.0977

ADASYN 0.8629 0.9686 0.7567 0.8004 0.2433 0.0314

SMOTE-Tomek 0.8655 0.9692 0.7618 0.8029 0.2382 0.0308

SMOTE-ENN 0.9018 0.9846 0.8074 0.8536 0.1926 0.0154
K-means SMOTE 0.9885 0.9784 0.9987 0.9986 0.0013 0.0216

As it can be seen in Table 7.9, the combination of the ensemble
SVM and SMOTE-ENN yields the best performance regarding
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predicting and mispredicting bankrupt companies in the three
datasets according to recall and type II error values, whereas apply-
ing K-means SMOTE obtains the second-best values for the same
metrics in the Spanish data, and the application of BL-SMOTE to
the Taiwanese and Polish companies’ datasets yields the second-
best values as well. On the other hand, K-means SMOTE shows
the best performance with respect to predicting and mispredict-
ing the solvent companies in all datasets. It obtains the best
values of specificity, precision and type I error. In addition, K-means
SMOTE obtains the highest accuracy values in the Spanish and
Polish companies’ datasets and the second-best for the Taiwanese
one, whereas ADASYN obtains the best accuracy value on the
Taiwanese data. In addition, also in this experiment, the same
procedure addressed in the previous experiment used to trace
the performance of the ensemble SVM model.

Figure 7.6 illustrates the training and validation curves obtained
by the best approaches in predicting bankrupt companies in the
three datasets (i.e., SVM + SMOTE-ENN). Thus, different from
the previous experiments, the training and validation values
increase along with each other simultaneously; the validation
curves are very close to the training ones for each approach,
which makes us conclude that the three datasets are good-fitted
by the ensemble SVM model.

7.4.6 Applying ensemble KNN model with each balancing technique

This subsection presents the results obtained by the application
of KNN to the balanced datasets generated by the eight balancing
techniques. In this experiment, again KNN has been proposed
as an ensemble model using the bagging technique as was the
case in the previous experiment. Thus, the most proper value of
K in the KNN was 5; a lower value increases the impact of the
noise on the classifier’s results, whereas a higher value increases
the computation time and obtained worse results. In addition,
BallTree algorithm has been used to find the nearest neighbors;
it obtains better results than the other searching algorithms in
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Figure 7.6: The illustration of the training and testing curves
that returned from ensemble SVM and SMOTE-ENN; the best
approach in predicting companies financial failure in all of the
datasets (i.e., Spanish dataset (SD), Taiwanese dataset (TD) and
Polish dataset (PD)). The size of each dataset is determined
through the vertical lines.

the considered datasets. The distance metric used is Minkowski.
Moreover, the N_Estimators parameter was set to 40; a larger
number causes an increment in the computation time and obtains
the same results. Also in this experiment, in order to fit an entire
bootstrap in each estimator, Max_features and Max_Samples are set
to 1.0.
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Table 7.10: The performance indicators (metrics) values obtained
by applying KNN to each balanced dataset returned by the bal-
ancing techniques. The first best indicators values are highlighted
in gray and bold, whereas the second best are highlighted in bold
only.

Spanish companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9753 1.0 0.9507 0.9531 0.0493 0.0
BL-SMOTE 0.9793 0.9986 0.9600 0.9617 0.0400 0.0014

SVM-SMOTE 0.9704 0.9955 0.9564 0.9277 0.0436 0.0045

ADASYN 0.9833 1.0 0.9655 0.9687 0.0345 0.0
SMOTE-NC 0.9703 0.9950 0.9456 0.9484 0.0544 0.0050

SMOTE-Tomek 0.9762 1.0 0.9523 0.9547 0.0477 0.0
SMOTE-ENN 0.9835 1.0 0.9659 0.9691 0.0341 0.0
K-means SMOTE 0.9739 0.9996 0.9482 0.9508 0.0518 0.0004

Taiwanese companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9478 1.0 0.8956 0.9056 0.1044 0.0
BL-SMOTE 0.9565 0.9965 0.9165 0.9227 0.0835 0.0035

SVM-SMOTE 0.9512 0.9783 0.9417 0.8547 0.0583 0.0217

ADASYN 0.9467 0.9998 0.8941 0.9032 0.1059 0.0002

SMOTE-Tomek 0.9481 1.0 0.8963 0.9060 0.1037 0.0
SMOTE-ENN 0.9843 1.0 0.9665 0.9714 0.0335 0.0
K-means SMOTE 0.9833 0.9709 0.9958 0.9957 0.0042 0.0291

Polish companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9455 0.9997 0.8914 0.9020 0.1086 0.0003
BL-SMOTE 0.9649 0.9959 0.9340 0.9379 0.0660 0.0041

SVM-SMOTE 0.9566 0.9904 0.9403 0.8886 0.0597 0.0096

ADASYN 0.9448 0.9997 0.8895 0.9011 0.1105 0.0003
SMOTE-Tomek 0.9453 0.9992 0.8915 0.9022 0.1085 0.0008

SMOTE-ENN 0.9788 0.9999 0.9546 0.9618 0.0454 0.0001
K-means SMOTE 0.9895 0.9798 0.9993 0.9993 0.0007 0.0202

As it is shown in Table 7.10, and as in the previous set of experi-
ments, the combination of the ensemble KNN and SMOTE-ENN
obtained the best recall and type II error values for the three
datasets, i.e., a good bankrupt classification performance.

Paying attention to each dataset, SMOTE-ENN leads the ensem-
ble KNN to obtain the best values of all evaluation metrics in the
Spanish companies’ dataset showing that it is the ideal combi-
nation in order to predict the bankrupt and solvent companies,
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while the combination with ADASYN yields very close results
proving that it could be an adequate alternative.

Regarding the Taiwanese companies’ dataset, SMOTE-ENN ob-
tains the best values of accuracy, recall and type II error, and also
the second-best values of the remaining metrics. K-means SMOTE
shows a great performance regarding predicting the solvent com-
panies compared to the other balancing techniques, as it obtains
the best specificity, precision and type I error, and the second-best
accuracy.

For the Polish companies’ dataset, again the combination of en-
semble KNN with SMOTE-ENN yields the best results regarding
predicting the bankrupt companies, and shows that it is the
second-best combination to predict the solvent companies. On
the other hand, K-means SMOTE this time also shows a big
improvement in the prediction of solvent companies.

Furthermore, as explained in the previous experiment, Figure
7.7 illustrates the training and validation curves obtained from
the best ensemble KNN and balancing techniques in predicting
bankrupt companies in the three datasets (KNN + SMOTE-ENN).
Thus, in this experiment, the training and validation values also
increase along with each other simultaneously for each approach,
thus, the Spanish, Taiwanese and Polish data are good-fitted to
the ensemble KNN.

7.4.7 Applying AdaBoost with each balancing technique

AdaBoost is an ensemble method based on the boosting technique
that showed better performance than bagging and standard classi-
fiers in the classification using imbalanced datasets. In a previous
study considered the Spanish companies’ dataset [63], applying
AdaBoost on the dataset without resampling or Feature Selec-
tion obtained the highest recall value (0.6) compared to the other
classifiers. That value is still relatively low, but it significantly
improved later after applying the balancing techniques. In this
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Figure 7.7: The illustration of the training and testing curves that
returned from ensemble ensemble KNN and SMOTE-ENN; the
best approach in predicting companies financial failure in all of
the datasets (i.e., Spanish dataset (SD), Taiwanese dataset (TD)
and Polish dataset (PD)). The size of each dataset is determined
through the vertical lines.

subsection, the results obtained by AdaBoost method applied
to the generated datasets after balancing are presented. Thus,
in this experiment, the most appropriate number of estimators
(N_Estimators) is 50, whereas Max_features and Max_Samples are
set to 1.0 in order to fit the entire data in each estimator. In
addition, Entropy has been used to measure the quality of data
splitting during building the decision trees.
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Table 7.11: The performance indicators (metrics) values obtained
by applying AdaBoost to each balanced dataset returned by the
balancing techniques. The first best indicators values are high-
lighted in gray and bold, whereas the second best are highlighted
in bold only.

Spanish companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9873 0.9946 0.9800 0.9803 0.0200 0.0054

BL-SMOTE 0.9864 0.9954 0.9775 0.9779 0.0225 0.0046

SVM-SMOTE 0.9828 0.9879 0.9800 0.9651 0.0200 0.0121

ADASYN 0.9911 0.9970 0.9847 0.9859 0.0153 0.0030
SMOTE-NC 0.9828 0.9946 0.9710 0.9718 0.0290 0.0054

SMOTE-Tomek 0.9886 0.9957 0.9816 0.9819 0.0184 0.0043

SMOTE-ENN 0.9916 0.9962 0.9867 0.9877 0.0133 0.0038
K-means SMOTE 0.9900 0.9875 0.9925 0.9925 0.0075 0.0125

Taiwanese companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9343 0.9454 0.9232 0.9250 0.0768 0.0546

BL-SMOTE 0.9545 0.9645 0.9445 0.9457 0.0555 0.0355

SVM-SMOTE 0.9449 0.9016 0.9600 0.8878 0.0400 0.0984

ADASYN 0.9417 0.9528 0.9307 0.9316 0.0693 0.0472

SMOTE-Tomek 0.9440 0.9538 0.9342 0.9355 0.0658 0.0462

SMOTE-ENN 0.9600 0.9697 0.9491 0.9559 0.0509 0.0303
K-means SMOTE 0.9817 0.9750 0.9883 0.9882 0.0117 0.0250

Polish companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.8976 0.9288 0.8664 0.8743 0.1336 0.0712

BL-SMOTE 0.9359 0.9650 0.9068 0.9120 0.0932 0.0350
SVM-SMOTE 0.9327 0.9157 0.9409 0.8818 0.0591 0.0843

ADASYN 0.8972 0.9275 0.8667 0.8751 0.1333 0.0725

SMOTE-Tomek 0.8933 0.9232 0.8633 0.8711 0.1367 0.0768

SMOTE-ENN 0.9203 0.9513 0.8849 0.9040 0.1151 0.0487

K-means SMOTE 0.9895 0.9822 0.9968 0.9968 0.0032 0.0178

In Table 7.11, it can be seen the significant impact of K-means
SMOTE on the AdaBoost regarding predicting the bankrupt and
solvent companies in the Taiwanese and Polish datasets. It shows
a considerable improvement in the metrics values compared to
the rest of the balancing techniques. In the Taiwanese dataset, the
second-best results in predicting bankrupt companies have been
obtained by using SMOTE-ENN, and BL-SMOTE in the Polish
companies’ dataset.
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Regarding the Spanish companies’ dataset, ADASYN leads Ad-
aBoost to the minimum bankruptcy misclassification; it obtains
the best recall and type II error, and the second-best accuracy. On
the other hand, in the Spanish dataset also, K-means SMOTE
shows the optimum performance with respect to predicting the
solvent companies; it obtains the best specificity, precision and type
I error values. Furthermore, SMOTE-ENN produces close values
to the best results, it obtains the best accuracy and the second-best
values for the rest of the metrics. Figure 7.8 shows the training
and validation curves obtained by the best approaches concern-
ing bankruptcy prediction in all datasets, which are AdaBoost in
conjunction with ADASYN for the Spanish data, and AdaBoost
in conjunction with K-means SMOTE for the Taiwanese and Pol-
ish data. The figure shows that AdaBoost fits small training data
better than larger one; there is an inverse correlation between the
training accuracy and the data size. On the other hand, the valida-
tion accuracy is relatively the same for all data sizes, specifically,
with the Taiwanese and Polish data. Also in this experiment, the
training curves are close to the validation ones, showing that the
datasets are well-fitted by AdaBoost.

Figure 7.8: The illustration of the training and testing curves
that returned from AdaBoost in conjunction with ADASYN and
K-means SMOTE; ADASYN is the best to balance the Spanish
data (SD), whereas K-means SMOTE is the best to balance the
Taiwanese dataset (TD) and Polish dataset (PD). The size of each
dataset is determined through the vertical lines.

In the other hand, using K-means SMOTE as a preprocessing
stage for the AdaBoost method incredibly improves its perfor-
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mance regarding predicting both classes, i.e., bankruptcy and
solvency, in the numeric datasets (Taiwanese and Polish datasets).

7.4.8 Applying XGBoost with each balancing technique

This subsection presents the last experiment, carried out to find
the most appropriate combination of classification algorithm
XGBoost which is another boosting-based ensemble method, with
the balancing approaches. XGBoost has also shown a higher
performance in the imbalanced data classification compared to
the other standard and ensemble methods[178], but as in the
case of AdaBoost, using the balancing techniques significantly
improves the classification performance. Thus, as in the previous
experiment, the optimum number of estimators (N_Estimators) is
50, and also the entire data was fitted in each estimator by setting
Max_features and Max_Samples to 1.0.
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Table 7.12: The performance indicators (metrics) values obtained
by applying XGBoost to each balanced dataset returned by the
balancing techniques. The first best indicators values are high-
lighted in gray and bold, whereas the second best are highlighted
in bold only.

Spanish companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9950 0.9989 0.9911 0.9912 0.0089 0.0011

BL-SMOTE 0.9948 0.9968 0.9929 0.9929 0.0071 0.0032

SVM-SMOTE 0.9931 0.9955 0.9918 0.9855 0.0082 0.0045

ADASYN 0.9941 0.9982 0.9900 0.9901 0.0100 0.0018

SMOTE-NC 0.9941 0.9993 0.9889 0.9891 0.0111 0.0007
SMOTE-Tomek 0.9944 0.9993 0.9895 0.9897 0.0105 0.0007
SMOTE-ENN 0.9955 0.9996 0.9912 0.9918 0.0088 0.0004
K-means SMOTE 0.9916 0.9864 0.9968 0.9968 0.0032 0.0136

Taiwanese companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9870 0.9979 0.9762 0.9768 0.0238 0.0021

BL-SMOTE 0.9858 0.9927 0.9788 0.9791 0.0212 0.0073

SVM-SMOTE 0.9800 0.9692 0.9838 0.9546 0.0162 0.0308

ADASYN 0.9872 0.9974 0.9771 0.9774 0.0229 0.0026
SMOTE-Tomek 0.9867 0.9974 0.9761 0.9766 0.0239 0.0026
SMOTE-ENN 0.9923 0.9991 0.9846 0.9867 0.0154 0.0009
K-means SMOTE 0.9845 0.9741 0.9948 0.9947 0.0052 0.0259

Polish companies’ dataset
Balancing technique Accuracy Recall Specificity Precision Type I error Type II error
SMOTE 0.9942 0.9996 0.9889 0.9890 0.0111 0.0004
BL-SMOTE 0.9941 0.9956 0.9925 0.9926 0.0075 0.0044

SVM-SMOTE 0.9932 0.9887 0.9954 0.9905 0.0046 0.0113

ADASYN 0.9941 0.9994 0.9889 0.9891 0.0111 0.0006

SMOTE-Tomek 0.9943 0.9993 0.9894 0.9895 0.0106 0.0007

SMOTE-ENN 0.9936 0.9998 0.9864 0.9883 0.0136 0.0002
K-means SMOTE 0.9918 0.9846 0.9990 0.9990 0.0010 0.0154

Table 7.12 shows the results achieved by the XGBoost method
with each balancing technique. SMOTE-ENN surpassed the rest
of the techniques in predicting the bankrupt companies (on the
three datasets), while K-means SMOTE is the optimum to predict
the solvent companies in all datasets also. Paying attention to
the Spanish companies’ dataset, as before, the conjunction of
SMOTE-ENN with XGBoost gets the best accuracy, recall and
type II error, whereas SMOTE-NC and SMOTE-Tomek obtain
the second-best recall and type II error. In addition, again K-
means SMOTE yields the best specificity, precision and type I
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error, while BL-SMOTE achieves the second-best values for the
same metrics. Also, in the Taiwanese companies’ dataset, the
conjunction with SMOTE-ENN leads the XGBoost model to make
the best bankrupt companies prediction in comparison with the
other balancing techniques. Thus, it gets the best accuracy, recall
and type II error, and the second-best values for the remaining
metrics.

In addition, the outperforming balancing techniques applied to
the Polish companies’ dataset are the same used with Spanish
and Taiwanese ones (SMOTE-ENN and K-means SMOTE), the
second-best recall and type II error are obtained by SMOTE, while
SVM-SMOTE yields the second-best specificity and type I error.
In other words, SMOTE-ENN could be considered as the more
adequate preprocessing stage before applying XGBoost aiming
to predict the bankruptcy situation, whereas K-means SMOTE is
the best to predict the solvent companies.

Furthermore, Figure 7.9 illustrates the training and validation ac-
curacy curves obtained by the superiors XGBoost and balancing
techniques combinations concerning bankruptcy prediction in
all datasets (XGBoost + SMOTE-ENN). Thus, the same as experi-
ment (7.4.4) curves, all approaches training curves are equal to
1.0, and the validation curves are less, but increasing being close
to the training ones. Also in this experiment, the three datasets
good-fitted to the XGBoost model.

7.4.9 Results Summary

This section aims to clarify the findings of the experiments con-
ducted.

Firstly, a visual representation of all metrics values obtained by
each combination of classifier and balancing technique addressed
in this study, and applied to the Spanish, Taiwanese and Polish
companies’ datasets is presented in the Figures 7.10, 7.11 and
7.12, respectively, where it can be seen the high values reached
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Figure 7.9: The illustration of the training and testing curves that
returned from ensemble XGBoost model and SMOTE-ENN; the
best approach in predicting companies financial failure in all of
the datasets (i.e., Spanish dataset (SD), Taiwanese dataset (TD)
and Polish dataset (PD)). The size of each dataset is determined
through the vertical lines.

by almost all the methods in most of the metrics (very low
errors also). Just DBN shows a lower performance overall, with a
noticeable variation of the metrics values obtained.

Figure 7.10: Graphical representation for every evaluation metric
values returned by each classifier applied to the Spanish compa-
nies’ dataset.

The reason is DBN was designed mainly to process a different
type of data than those considered in this study, i.e., images;
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Figure 7.11: Graphical representation for every evaluation met-
ric values returned by each classifier applied to the Taiwanese
companies’ dataset.

Figure 7.12: Graphical representation for every evaluation met-
ric values returned by each classifier applied to the Taiwanese
companies’ dataset.

since it was focused on image and pattern classification [43, 179,
180].
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MLP-6L, LSTM, RF and XGBoost in conjunction with every bal-
ancing technique stand out with high efficiency regarding pre-
dicting companies’ financial status. In other words, the evaluation
metrics values obtained by these algorithms applied on the Span-
ish companies’ dataset are excellent: accuracy and recall metric
values exceeded 0.99, while type I error is around 0.01, and type II
error is very close to 0.0 most of times. Thus, these methods yield
very low bankruptcy and solvency misclassification.

Moreover, ensemble SVM, ensemble KNN and AdaBoost show
good performance regarding predicting the bankrupt companies
in the Spanish dataset, ensemble SVM achieved accuracy and recall
metric values exceeded 0.96. Ensemble KNN shows significant
performance in predicting the bankrupt companies, it obtains
recall around 1.0 for all the balancing techniques, but not high
specificity as much as the other classifiers. Also, AdaBoost proved
that it could be a competitor in predicting bankruptcy with
accuracy and recall exceeded 0.98.

In order to select the best approach to address the bankruptcy
prediction problem, now a comparison of all the best combi-
nations between classifiers with data balancing techniques is
presented, according to the obtained results for each of them
previously described in Sections 7.4.1 to 7.4.8. These are summa-
rized in Table 7.13, which shows the evaluation metrics values
obtained by the best approaches.
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Table 7.13: Results obtained from the superior combinations
of classifiers and balancing techniques in predicting companies
financial’ failure (minority instances) in the three datasets. The
best values highlighted in gray and bold, whereas the second
best are highlighted in bold only.

Dataset Combinations Accuracy Recall Specificity Precision Type I error Type II error
DBN + SMOTE-ENN 0.9414 0.9854 0.8946 0.9092 0.1054 0.0146

LSTM + SMOTE-Tomek 0.9955 1.0 0.9908 0.9914 0.0092 0.0
Spanish MLP-6L + SMOTE-ENN 0.9986 1.0 0.9972 0.9974 0.0028 0.0

companies’ RF + SMOTE-ENN 0.9979 0.9989 0.9968 0.9970 0.0032 0.0011

dataset SVM + SMOTE-ENN 0.9825 0.9940 0.9703 0.9729 0.0297 0.0060

KNN +SMOTE-ENN 0.9835 1.0 0.9659 0.9691 0.0341 0.0
AdaBoost + ADASYN 0.9911 0.9970 0.9847 0.9859 0.0153 0.0030

XGBoost + SMOTE-ENN 0.9955 0.9996 0.9912 0.9918 0.0088 0.0004

DBN + SMOTE-ENN 0.8809 0.9465 0.8153 0.8367 0.1847 0.0535

LSTM + ADASYN 0.9897 1.0 0.9795 0.9797 0.0205 0.0
MLP + SMOTE-ENN 0.9963 1.0 0.9921 0.9931 0.0079 0.0

Taiwanese RF + SMOTE-ENN 0.9906 0.9970 0.9834 0.9857 0.0166 0.0030

companies’ SVM + SMOTE-ENN 0.9741 0.9921 0.9535 0.9605 0.0465 0.0079

dataset KNN + SMOTE-ENN 0.9843 1.0 0.9665 0.9714 0.0335 0.0
AdaBoost + K-means SMOTE 0.9817 0.9750 0.9883 0.9882 0.0117 0.0250

XGBoost + SMOTE-ENN 0.9923 0.9991 0.9846 0.9867 0.0154 0.0009

DBN +SMOTE-ENN 0.8151 0.8531 0.7718 0.8115 0.2282 0.1469

LSTM + SMOTE-ENN 0.9931 0.9988 0.9866 0.9884 0.0134 0.0012

Polish MLP-6L + SMOTE-ENN 0.9967 0.9999 0.9930 0.9939 0.007 0.0001
companies’ RF +SMOTE-ENN 0.9926 0.9992 0.9852 0.9871 0.0148 0.0008

dataset SVM +K-means SMOTE 0.9885 0.9784 0.9987 0.9986 0.0013 0.0216

KNN +SMOTE-ENN 0.9788 0.9999 0.9546 0.9618 0.0454 0.0001
AdaBoost + K-means SMOTE 0.9895 0.9822 0.9968 0.9968 0.0032 0.0178

XGBoost + SMOTE-ENN 0.9936 0.9998 0.9864 0.9883 0.0136 0.0002

As it can be seen in the table, SMOTE-ENN is the best data balanc-
ing method applied to the Spanish companies’ dataset, and just
in two cases other algorithms reach better results: SMOTE-Tomek
and ADASYN. The combination of MLP-6L with SMOTE-ENN
shows the highest performance in predicting both the bankrupt
and solvent companies, but the combination of RF and SMOTE-
ENN obtains very close results.

With respect to the Taiwanese companies’ dataset, due to the
increment of its complexity compared to the Spanish one, it is
expected that the extra load on the classifier could affect its perfor-
mance whether decrease bankruptcy, solvency prediction or both.
Thus, the increase of the complexity nearly imperceptibly affected
the performance of MLP-6L and XGBoost concerning the esti-
mation of bankrupt companies, and shows a noticeable affection
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in all metrics of the remaining classifiers. Furthermore, also in
this dataset, the combination of MLP-6L with SMOTE-ENN out-
performs the other combinations in predicting the bankrupt and
solvent companies with the best values of all metrics. The combi-
nations of LSTM + ADASYN and ensemble KNN + SMOTE-ENN
obtain the best results concerning predict the bankrupt compa-
nies, both combinations got the same values of recall and type II
error obtained by the superior combination (MLP-6L + SMOTE-
ENN).

Regarding the Polish companies’ dataset, it is the most complex
one in this study, with this data also, MLP-6L with a data prepro-
cessing stage using SMOTE-ENN is the best approach to classify
the bankrupt companies reaching the best accuracy, recall and
type II error, whereas the combination of ensemble SVM with
K-means SMOTE shows the optimum performance in predicting
the solvent companies.

However, as a conclusion, SMOTE-ENN shows significant perfor-
mance with most of the classifiers no matter the data complexity.
The combination of MLP-6L with SMOTE-ENN obtains the best
bankrupt companies classification in all the datasets according
to the accuracy, recall and type II error. Also, yields the best sol-
vent companies prediction in the Spanish and Polish companies,
whereas ensemble SVM with K-means SMOTE were the best in
the Polish one.

Furthermore, the aforementioned summary is based mainly on
the outperforming combinations of classifiers and balancing tech-
niques in predicting bankruptcy (the aim of this study). The real
superior combinations in predicting the solvent companies are
K-means SMOTE with RF, ensemble SVM and ensemble KNN in
the Spanish, Taiwanese and Polish datasets, respectively.
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7.5 comparison with approaches addressed in the

state of the art

Once the DL and ensemble methods have been tested together
with the data balancing techniques, this section aims to compare
the most effective ones with previous algorithms/results of the
state of the art working with the same datasets considered in this
study.

First, focusing on the Spanish companies’ dataset, Table 7.14

presents a comparison between the best approach selected in
this work (MLP-6L + SMOTE-ENN) and the best algorithms or
combinations found in five previous works, namely: [62, 63, 100,
106, 181]. In [100], the superior classifier was RF applied to the
Spanish dataset balanced using a technique based on dividing
the dataset into subsets, which were balanced using a simple
oversampling approach. In [106], several balancing techniques
were utilized in order to solve the data inconstancy problem as a
preprocessing stage before applying C4.5 classifier. SMOTE-ENN
balancing technique outperformed all the rest of the balancing
techniques. In addition, in [181], combining simple DLR status
space with MLP obtained the best results compared with other
classifiers. Just SMOTE was applied to solve the data inconsis-
tency problem. Whereas, in [63], the combination of SMOTE and
AdaBoost ensemble methods utilizing Reduced Error Pruning
Tree (REPT), yielded the best results compared with other basic
and ensemble classifiers. It also outperformed the results of using
this combination with five different Feature Selection approaches.
Finally, in [62], the combination of RF with a Cost-Sensitive Clas-
sification (CSC) method outperformed many other ensemble and
cost-sensitive methods.

Common metrics computed in all the studies are considered in
Table 7.14. As it can be seen in the table, the outputs obtained
by MLP-6L + SMOTE-ENN clearly outperform the rest of the re-
sults obtained by previous approaches, regarding the bankruptcy
prediction and misprediction, according to accuracy, recall and
type II error metrics.
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Table 7.14: Best evaluation metrics (i.e., accuracy, recall and type
II error) values yielded by the best approach in this and previous
studies on the Spanish data. The superior values are highlighted
in gray and bold.

Metric MLP-6L+ SMOTE-ENN In [100] In [106] In [181] In [63] In [62]
Accuracy 0.9986 0.9129 0.8761 0.985 0.983 0.9117

Recall 1.0 0.6018 0.8763 0.677 0.55 0.912

Type II error 0.0 0.3982 0.1237 0.323 0.45 0.088

Table 7.15: Best evaluation metrics (i.e., accuracy, recall, speci-
ficity, type I and type II error) values yielded by the best approach
in this and previous studies on the Taiwanese data. The superior
values are highlighted in gray and bold.
Combination Accuracy Recall Specificity Type I error Type II error

MLP-6L + SMOTE-ENN 0.9963 1.0 0.9921 0.0079 0.0
SVM + SDA-FC [38] 0.815 0.792 0.837 0.163 0.208

Table 7.16: Best evaluation metric (i.e., AUC) values yielded by
all of the approaches in this and a previous study on the Polish
data. The superior values are highlighted in gray and bold.

Balancing Technique DBN LSTM MLP-6L RF SVM KNN AdaBoost XGBoost EXGB [39]
SMOTE 0.7557 0.9897 0.9945 0.9932 0.8660 0.9456 0.8976 0.9942 0.959
BL-SMOTE 0.7639 0.9890 0.9936 0.9934 0.9136 0.9649 0.9359 0.9941 0.944

SVM-SMOTE 0.7706 0.9773 0.9921 0.9903 0.9047 0.9653 0.9283 0.9920 0.940

ADASYN 0.7352 0.9898 0.9952 0.9930 0.8627 0.9446 0.8971 0.9941 0.941

SMOTE-Tomek 0.7433 0.9904 0.9947 0.9933 0.8655 0.9453 0.8932 0.9943 0.955

SMOTE-ENN 0.8125 0.9927 0.9965 0.9922 0.8960 0.9772 0.9181 0.9931

K-means SMOTE 0.7463 0.9902 0.9910 0.9892 0.9886 0.9895 0.9895 0.9918

The second comparison will be focused on the Taiwanese dataset,
which is more complicated than the Spanish one. Here the per-
formance of the superior combination of classifier and balancing
techniques applied to the Taiwanese dataset in this study with
the best approach addressed in [38] have been compared. In that
work, the authors proved that combining the Financial Ratios
(FRs) and Corporate Governance Indicators (CGIs) improves the
classifiers’ performance in predicting Taiwanese companies’ fi-
nancial status. Moreover, five Feature Selection approaches were
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compared for reducing data dimensionality after this combina-
tion. Thus, SVM with Stepwise Discriminant Analysis (SDA)
Feature Selection method to the combination of FRs and CGIs
(FC) obtained the best results. Table 7.15 shows the results of
SVM + SDA-FC applied to the Taiwanese dataset, and the best ap-
proach used in this study. As it can be seen in the table, MLP-6L
+ SMOTE-ENN yields much better results than the best approach
in the previous study.

The final comparison is focused on the Polish companies’ dataset.
The best results obtained by all the approaches tested here with
the algorithm proposed in [39] have been compared, where the
authors compared the performance of several classifiers and
regression methods with a novel approach that utilizes Extreme
Gradient Boosting (EXGB) for learning an ensemble of decision
trees in order to predict companies’ financial status. Moreover,
EXGB is widely used in Kaggle competitions3 on classification
problems. Thus, the results found in [39] outperformed all the
referenced methods there, regarding the prediction of companies’
financial status. In their study, they divided the dataset into five
subsets depending on the years.

Area Under ROC Curve (AUC) is the only metric used to evaluate
the classification and regression models’ performance. Receiver
Operating Characteristics (ROC) curve [182] is a graph showing
the performance of classifiers and regression models by means
of a series of thresholds. In the case of binary classification, there
is only one threshold value. Equation 7.11 represents the AUC
formula:

AUC =
1
2

(
TP

TP + FN
+

TN
TN + FP

)
(7.11)

Thus, in order to compare the methods, the AUC value have
been computed for all the DL and RF methods considered in this
study together with the data balancing techniques. Table 7.16

3 https://www.kaggle.com/competitions
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shows the results of this metric for all the approaches and the
one in [39].

As it can be seen, LSTM, MLP-6L, RF and XGBoost, combined
with all the balancing techniques, and ensemble SVM, ensemble
KNN and AdaBoost in conjunction with just K-means SMOTE,
get better results than the EXGB algorithm. Thus, again MLP-6L
+ SMOTE-ENN reaches the best metric performance beating in
almost four points the state of the art method.

Accordingly, the firm conclusion extracted from the comparison
results is that the superior approach adopted to predict compa-
nies’ financial failure in this study (i.e., MLP-6L + SMOTE-ENN)
outperformed the other approaches addressed in the state of the
art with the same Spanish, Taiwanese, and Polish companies’
datasets.

7.6 final remarks

This chapter has addressed companies’ financial status classifica-
tion problem using three DL algorithms, three bagging ensemble
and two boosting ensemble classification methods. As DL algo-
rithms, the Deep Belief Network (DBN), Multi-Layer Perceptron
with 6 layers (MLP-6L), and Long-Short Term Memory (LSTM)
have been chosen. The bagging ensemble classifiers are Random
Forest (RF), Support Vector Machine (SVM) and K-Nearest Neigh-
bor (KNN); and the boosting ensemble classifiers are ADaptive
boost (AdaBoost) and Extreme Gradient Boosting (XGBoost).

A difficult and very imbalanced problem is faced in this work,
using three different datasets: A Spanish companies’ dataset,
which was provided by Infotel company, a Taiwanese companies’
dataset, collected from Taiwan economic journal, and a Polish
companies’ dataset, collected from the Emerging Markets In-
formation Service (EMIS). In order to cope with this problem,
three types of balancing techniques have been utilized, namely:
oversampling (SMOTE, Borderline SMOTE, SMOTE-NC, SVM-
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SMOTE and ADAYSN), oversampling+undersampling (SMOTE-
ENN and SMOTE-Tomek); and clustering-based balancing (K-
means SMOTE), so eight data resampling methods have been
combined with the classifiers.

Several metrics have been considered (in addition to the classical
accuracy) to properly measure the performance of each classifi-
cation method applied to each balanced dataset. After extensive
experiments were done, and according to the evaluation metrics,
MLP-6L applied to the datasets generated using SMOTE-ENN
balancing technique obtained the best results regarding predict-
ing companies’ financial failure.

Indeed SMOTE-ENN was the mutual superior balancing tech-
nique for all DL methods leading them to reach the lowest
bankruptcy misclassification. The best DL approaches have been
compared with state of the art methods applied by other au-
thors to the same datasets, outperforming the results previously
obtained.
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In this chapter, as a novel part of this thesis, and never pub-
lished before, a novel data balancing technique named Distance-

Based Border Instances SMOTE (DBBI-SMOTE) is presented.
Nevertheless, this chapter is a further step of the previous chap-
ters of this doctoral thesis. It produces a novel data balancing
technique having enhancements on some existing data balanc-
ing methods, and shows high performance in improving the
reliability of the results obtained by the classifiers.
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8.1 background

The inconsistent distribution of the instances in the data space
mostly becomes an obstacle in supervised learning. Generally, the
data with inconsistent instances distribution is called imbalanced
datasets, and it can be recognized depending on the number
of instances that belong to each class in the dataset. Thus, the
dataset can be defined as imbalanced if it contains a number of
instances belonging to a certain class that severely exceed the
number of instances that belong to the other classes [183, 184].
Due to the scarcity of certain important observations in the real
world, such as some rare medical cases, aircraft accidents and
bankrupt companies, the data balancing problem usually occurs
with the real data. Moreover, the data balancing problem presents
a significant challenge for the classifiers. The machine learning
classifiers tend always to determine the instances as majority
instances. This means that the accuracy obtained from the classi-
fiers will be extremely high, but the overall accuracy is definitely
unreliable. In other words, during the classification procedure,
the most important instances to predict are the minority instances,
because they represent the rare cases that the concerned parties
are normally interested in. But, in the case of the imbalanced data
distributions, the classifiers ignore the minority instances (rare
observations) and keep predicting the majority instances (com-
mon observations). Accordingly, many researchers have tried to
solve this problem in order to improve the performance of the
classification. The first and the easiest approaches addressed in
the literature to solve the balancing problem are Random Over-
sampling and Random Undersampling. Random Oversampling
is the approach of increasing the number of the minority in-
stances in the dataset by replicating them several times to achieve
a certainly required balancing ratio. Random Undersampling
is the approach used to balance the dataset by decreasing the
number of the majority instances by random eliminating until
achieving a certainly required balancing ratio. Besides, Random
Oversampling and Random Undersampling are not convenient
to solve the balancing problem in most of the cases, because
Random oversampling most probably will cause an overfitting
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situation in the classifiers, whereas Random Undersampling is
a waste for definitely important data. Accordingly, several re-
searchers pay more attention to further solutions that could avoid
the major drawbacks of the Random Oversampling and Random
Undersampling [185–188]. One of the other approaches used in
the literature to avoid data balancing problems is Cost-sensitive
learning [189] which is not modifying the original imbalanced
dataset directly, instead, it adopted a cost-matrix for the instances
that belong to different classes to improve the classification using
imbalanced data. On the other hand, many other researchers
proposed balancing approaches based on creating new synthetics
having the same characteristics of the minority instances and
labeled with the same class. Thus, Synthetic Minority Oversam-
pling TEchnique (SMOTE) [112], is the most known method that
follows the procedure of creating new minority synthetics to
fill the balancing gap in the dataset and avoid overfitting. Later,
many other researchers paid more effort regarding improving the
performance of SMOTE and avoiding the drawbacks that could
happen in some data distribution circumstances [190–193]. Thus,
the balancing techniques based on SMOTE could be grouped
into 3 categories: 1- Oversampling methods [117, 164, 186] 2-
Hybrid methods (Oversampling-undersampling) [111, 194, 195]
3- Clustering-based methods [196, 197].

Thus, along with this chapter, a novel data balancing method
named "Distance-Based Minority Instances SMOTE (DBBI-SMOTE)"
proposed to fill the gap in the existing SMOTE variations and
avoid some drawbacks in their procedure. Mainly, DBBI-SMOTE
has been constructed based on the procedures of SMOTE and Bor-
derline SMOTE balancing methods. In addition, DBBI-SMOTE
has been evaluated comprehensively using 4 different compa-
nies’ datasets concerning the data types and the complexity level.
The considered datasets are of Spanish, Taiwanese, Polish and
US companies, all of these datasets are extremely imbalanced
and represent an ideal environment to evaluate the feasibility
of any resampling method in the literature. Nevertheless, the
performance of the new proposed method compared to other
34 SMOTE variations belong to the 3 aforementioned categories.
The full distribution of the novel balancing method is addressed
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in Section 8.3. Also, full details about the compared 34 SMOTE
variations are described in the next section 8.2, and finally, the
comparison with the other methods proposed in the literature is
explained in Section 8.4.

8.2 the compared data balancing techniques

This section presents in detail the procedures of the compared
SMOTE variants to the new proposed one (DBBI-SMOTE). Basi-
cally, SMOTE variants are grouped into 3 categories: Oversam-
pling methods, Hybrid methods (oversampling-undersampling)
and Clustering-Based methods. Thus, the following subsections
identify the category and explain the procedure of each one of
the compared SMOTE variants.

8.2.1 Oversampling methods

Actually, many balancing techniques are based mainly in their
procedures on increasing the amount of the minority instances
to balance the dataset and ignore the majority instances. The
following balancing techniques are only oversampling-based
techniques.

8.2.1.1 Synthetic Minority Oversampling TEchnique (SMOTE)

SMOTE is a more advanced technique than random oversam-
pling with replacement. Instead, in order to improve the reality
of the oversampled data and prevent replicating the minority
class instances, SMOTE generates new synthetics belonging to
the minority class depending on the nearest neighbors of each in-
stance in the same class. Moreover, the new synthetics are similar
to the minority instances but not the same. [112].
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The main procedure of SMOTE data balancing technique com-
prised of several steps:

• Explore the dataset to determine the minority class in-
stances.

• Select randomly one minority class instance and find its
five nearest neighbors that belong to the same class.

• Depending on the oversampling ratio, a certain number
of nearest neighbors will be selected in order to generate
the new synthetics; if the oversampling ratio set to 200%,
only two of the selected instance nearest neighbors will be
selected to generate the new synthetics.

• The creation of each new synthetic is mainly done by find-
ing the difference between the randomly selected minority
instance and one of its nearest neighbors, multiplying the
difference with a random number between 0 and 1, and
then adding the new value to the minority instance.

Furthermore, Equation 8.1 presents the formula of generating
new synthetics depending on two minority instances [198].

s = x + u . (xr − x), 0 ≤ u ≤ 1 (8.1)

where, s is a new generated synthetic, xR is a randomly selected
instance from the five nearest neighbors of the minority instance
x. In addition, several measurements could be used to calcu-
late the distance between each minority instance and the other
instances that belong to the same class. Actually, all of the mea-
surements are based mainly on subtracting each feature in the
instance features’ vector from its corresponding feature in the
features’ vectors of the other minority instance. The most com-
mon distance measurements used are Euclidean distance and
Manhattan distance. Equation 8.2 represents the formula of the
Euclidean distances [199].

d(p, q) = d(q, p) =
√
(p1 − q1)

2 + (p2 − q2)
2 + ... + (pn − qn)

2

(8.2)
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Where d is the distance between the instances p and q, and n is
the number of features in the instance features’ vector.

8.2.1.2 Borderline SMOTE

It is another oversampling technique based on the standard
SMOTE, but targeting only the borderline minority class in-
stances, that is, the ones closer to the line separating the data
of two classes [164]. In other words, Borderline SMOTE is an
advanced version of SMOTE balancing technique, it targets the
instances with a high probability to be misclassified, and then
uses those instances to generate new synthetics. Thus, the output
of the Borderline SMOTE concretely improves the performance
of the classification.

Accordingly, the following steps comprising the procedure of
Borderline SMOTE [115]:

• Identify the minority and the majority classes instances

• Find the 5 nearest neighbors of each instance that belongs
to the minority class.

• Depending on the variety of the class labels of the nearest
neighbors, the minority instance is intended into 3 cate-
gories:

1. If all of the nearest neighbors of the selected minority
instance are belong to the majority class, then the
selected minority instance is a noise instance and it
will be ignored due to the definite chance of being
misclassified.

2. If the amount of the minority neighbors is more than
the majority neighbors, then the selected minority
instance is safe; it will be classified correctly.
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3. If the amount of the majority neighbors are more than
the minority ones, then the selected minority instance
will be on the borderline (dangerous).

• For each instance in the dangerous category, the five nearest
instances that belong to the same class (minority) will be
found.

• Randomly select one of the nearest minority instances to
generate the new instances.

Moreover, the Equation 8.3 represent the formula of the Border-
line SMOTE that used to generate a new synthetic.

sj = P
′
i + rj ∗ di f j (8.3)

where is sj is a new synthetic, P
′
i is a dangerous instance, rj is

a random number between 0 and 1, and di f j is the difference
between the dangerous instance and the selected positive nearest
neighbors to generate a new synthetic [115].

8.2.1.3 Support Vector Machine with SMOTE (SVM-SMOTE)

In this case, SVM is applied in order to approximate the decision
boundary and borderline. Then, for the instances far away from
the borderline, an extrapolation technique is used to generate
minority class instances. On the other hand, for the instances
closer to the borderline an interpolation technique similar to
SMOTE is used to generate the minority instances [166]. In other
words, the main stages of the SVM-SMOTE procedure are listed
as follows:

• Training Support Vector Machine (SVM) in order to find
the borderline instances in the dataset.

• Depending on the density of the majority class instances
around the borderline instances, the new synthetic will
be generated using interpolations and extrapolation as ex-
plained in the follows:
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– If more than the half of nearest neighbors are majority
instances, the new synthetics will be generated using
extrapolation.

– If If more than half of nearest neighbors are minority
instances, the new synthetics will be generated using
interpolation.

8.2.1.4 ADaptive SYNthetic sampling approach (ADASYN)

ADASYN uses a weighted distribution for different samples of
the minority class according to their level of learning difficulty.
That is, more synthetic data is generated for the samples of mi-
nority classes that are more difficult to learn [117]. Furthermore,
the procedure’s stages of ADASYN are listed as follows:

• Explore the data to determine the minority and majority
instances, and calculate the balancing ratio.

• Depending on the balancing ratio, define the number of the
new instances to be generated.

• Find the nearest neighbors for each instance that belongs
to the minority class.

• Normalize the data.

• Generate new synthetics depending on the density of the
data distribution; more density less new synthetics, whereas
less density more new synthetics.

Furthermore, Equation 8.4 shows the formula to generate a new
synthetic by ADASYN [117].

si = xi + (xzi − xi) ∗ λ (8.4)

where si is a new synthetic, (xzi − xi) is the difference vector in n
dimensional spaces, and λ is a random number between 0 and 1.
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8.2.1.5 Modified SMOTE (MSMOTE)

This is another powerful balancing technique developed as an
enhancement of SMOTE by Hu et al. in 2009 [185]. Moreover,
in order to enhance the quality of the obtained balanced data
and improve the classification performance, MSMOTE groups
the data instances into 3 categories, namely:

• Security samples: which improve the performance of the
classifiers (easy to classify)

• Noise samples: which extremely decrease the performance
of the classifier (very hard to classify)

• Border instances: which affect the performance of the classi-
fication depending on how the usage of it to generate new
synthetics.

Moreover, the main difference between MSMOTE and SMOTE
is the criterion of finding each instance’s nearest neighbors de-
pending on the three categories aforementioned. Accordingly, for
each randomly selected instance from the minority class:

• If all of the instance’s neighbors are belong to the same
class (minority), then the selected instance is secured. Thus,
MSMOTE finds the five nearest neighbors for the instance,
and generates new synthetics using SMOTE formula.

• If all of the instance’s neighbors are belong to the other
class (majority), then the selected instance is noise and it
will be ignored.

• If the neighbors of the selected instance are separated be-
tween two classes (majority and minority), then the selected
instance is on the borderline. Thus, MSMOTE finds the
nearest neighbor to the selected instance, and uses this
neighbor with the selected minority instance to generate
new synthetics.
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8.2.1.6 Safe Level-Synthetic Minority Oversampling TEchnique (Safe
Level SMOTE

It is another advanced balancing technique based on SMOTE in
its procedure. Basically, it finds the safe level for each minority
instance in the dataset in order to allocate a more convenient
place to generate the new synthetics. The safe level of the minority
instance is the number of its minority neighbors on k, whereas the
safe level ratio is the result of dividing the safe level of the selected
minority instance on the safe level of its minority neighbors [116].
Accordingly, safe level and safe level ratio are used to allocate the
new synthetics very close to the largest safe level, which means
that all of the new synthetics are located in safe regions. Moreover,
let us consider that p is the randomly selected minority instance,
n is a selected nearest neighbor of p. Safe Level SMOTE in its
procedure follows one out of five cases, which are [116]:

1. If safe level ratio = ∞ and the safe level of p = 0, this means
that both p and n are noise instances, then no new synthet-
ics will be generated.

2. If safe level ratio = ∞ and the safe level of p 6= 0, this means
that only n is noise, then the new synthetics will be gener-
ated by duplicating p to guarantee that it would be as far
as possible from the noise instance n.

3. If safe level ratio = 1 and the safe level of p and n is same,
then the new synthetics will be generated along the line
between p and n (p and n are both safe as same as each
other).

4. If the safe level ratio > 1, means that the safe level of p is
greater than the safe level of n, thus, the new synthetics will
be generated near p because it is safer than n.

5. If the safe level ratio < 1, means that the safe level of p is
less than the safe level of n, thus, the new synthetics will be
generated near n because it is safer than p.
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8.2.1.7 SMOTE-OUT

It is an advanced balancing technique proposed by Koto in 2014

[186]. The main idea of SMOTE-Cousin is to avoid the major
drawback of SMOTE. In other words, considering that there are
two minority instances that are very close to each other, then the
line that is supposed to be used to create the new synthetics will
be very short, and some minority instances would be duplicated
as it is. This case might cause overfitting of the data to the
classifiers. Thus, SMOTE-OUT generate the new synthetics out
of the line between a pair of very close minority instances, but
as far as possible from the nearest majority instance. Let u is a
minority instance and the center of the circle that SMOTE-OUT
will generate the new synthetics in, a is the distance of between u
and the nearest minority class neighbor x, and b is the difference
between u and the nearest majority class instance v (b = u− v),
then:

• In the case of a is greater than or equals b, the distance
between u and x will be considered as the radius of the
circle that will be used to create the new synthetics in.

• In the case of a is less than b, b will be considered as the
radius of the circle that will be used to create the new
synthetics.

.

8.2.1.8 SMOTE-Cousin

It is an extension of the previously mentioned balancing method
(SMOTE-OUT), and proposed by the same author in [186]. The
main difference between SMOTE-Cousin and SMOTE-OUT is
the criteria to find the similarity between the minority instances
and its nearest majority neighbor instance. In other words, the
author proposed a new algorithm enhancing the performance
of the euclidean distance in order to find the similarity between
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instances. Equation 8.5 shows the formula of the proposed simi-
larity algorithm.

sim(u, v) = ∑ u.v√
∑ u2 ∗

√
∑ v2

(8.5)

8.2.1.9 Selected-SMOTE

As in the previous subsection, Selected-SMOTE is also an exten-
sion of the previously mentioned balancing method (SMOTE-
OUT), and proposed by the same author in [186]. The main idea
of Selected-SMOTE is to select the most efficient attributes to
be synthesized and avoid meaningless attributes. For instance,
Selected-SMOTE synthesizes the attributes that could affect (pos-
itively) the performance of the classifiers and ignores the at-
tributes that might lead to meaningless extra calculations.

8.2.1.10 Gaussian-SMOTE

It is a resampling approach proposed by Lee et al. [187] in order
to avoid a major common drawback that could happen in several
balancing techniques such as SMOTE, Borderline SMOTE and
Safe Level SMOTE. In other words, the other balancing tech-
niques in their procedures could have a drawback called the
"over-generation" problem, in which the balancing technique
might generate many synthetics between the minority instance
and only one of its K neighbors. Thus, Gaussian-SMOTE solves
this problem by using the Gaussian algorithm to increase the
variate of the generated synthetics.

8.2.1.11 Surrounding Neighborhood-based SMOTE (SN-SMOTE)

This is another variant of SMOTE proposed by Garcìa et al. in
2012 [200]. The main enhancement carried out by SN-SMOTE
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over SMOTE method is the way to select the nearest neighbors of
the minority instances in the dataset. In other words, instead of
using the normal Euclidean distance to find the nearest neighbors
as happens in SMOTE, SN-SMOTE proposed an alternative to
find the nearest neighbors, and might extend the region to create
the new synthetics. Thus, the alternative used to find the nearest
neighbors that considered by SN-SMOTE is Nearest Centroid
Neighborhood (NCN) [201] which is a concept to select the
nearest neighbor of a certain minority instance. The output K
nearest neighbors of NCN are as close to the selected minority
instance as possible, and the centroid of it is also close as possible
to the minority instance.

8.2.1.12 Locally Linear Embedding SMOTE (LLE-SMOTE)

It is an advanced sampling technique proposed by Wang et al.
[202]. On the contrary to SMOTE, LLE-SMOTE guarantees that
the generated new synthetics will be located as far as possible
from the majority instances in the dataset. The main difference be-
tween SMOTE and LLE-SMOTE procedures is using the Locally
Linear Embedding (LLE) in LLE-SMOTE to reduce the dimen-
sionality of the data by mapping it into linearly separable one,
and then using the normal SMOTE to oversample the minority
class instances.

8.2.1.13 Deterministic Version of SMOTE (SMOTE-D)

As aforementioned in its name, it is a deterministic version of
SMOTE proposed by Torres et al. in 2016 [203]. The main steps
of SMOTE-D procedure are summarized as follows:

• Explore the dataset, and calculate the amount of the minor-
ity and majority class instances.

• Calculate the number of synthetics to be generated de-
pending on the required balancing ratio (e.g., 50% of the
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balanced dataset belong to the minority instance and the
other 50% belong to the other class).

• Find K nearest neighbors for each minority instance, and
then find the distances between the selected minority in-
stance and its neighbors.

• Calculate the standard deviation of the distances between
each minority instance and its neighbors.

• Calculate the fraction of the standard deviation of each
minority instance from the total standard deviation.

• Calculate the fraction of each distance between the selected
minority instance and its K neighbors from the sum of the
instances between the same minority instance and all of its
K neighbors.

• Find the number of instances that suppose to be gener-
ated between the minority instance and each one of its
neighbors.

• Divide the feature difference between each minority in-
stance and each one of its neighbors by the number of syn-
thetic instances to be generated from those two instances,
and then add 1 to the yielded number.

• Finally, add the results calculated in the previous step to
the selected minority instance as many as generating new
synthetics.

8.2.1.14 Automatic Neighborhood size Determination in SMOTE
(AND-SMOTE)

It is a modification of SMOTE balancing technique proposed by
Yun et al. in 2016 [204]. However, in AND-SMOTE the Automatic
Neighborhood size Determination (AND) is used to determine
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the ideal minority instances nearest neighbors that increase the
effectiveness of the generated synthetics during the classification
even if the dataset contains noises.

8.2.1.15 SMOTE with Local Neighbourhood Extension (LN-SMOTE)

It is a modification of SMOTE proposed by Maciejewski and
Stefanowski in 2011 [205]. The main idea of the LN-SMOTE is to
avoid some drawbacks in the other existing balancing methods
in that time such as SMOTE and Safe Level SMOTE procedures.
However, in the contrary of SMOTE and Safe Level SMOTE
methods, LN-SMOTE pays more attention to the distribution
of the majority instances in the dataset set by using the Local
Neighbourhood (LN) extension. Thus, the LN-SMOTE method
avoid the long distant neighbors exploring by looking for the
local neighbors of the selected minority instance regardless to the
class labels of them, and then create the new synthetics between
the minority instance and its minority and majority neighbors.

8.2.1.16 Combination of SMOTE and Particle Swarm Optimization
(SMOTE-PSO)

It is another enhancement of SMOTE method, proposed in 2017

by Cervantes et al. [206]. SMOTE-PSO is developed in order to im-
prove the performance of Support vector machine in classifying
extremely imbalanced dataset. Thus, depending on the density
of the minority class instances, SMOTE-PSO generates the new
synthetics in the regions that have less minority instances density.

8.2.1.17 Neighborhood Triangular SMOTE (NT-SMOTE)

It is an improved version of SMOTE proposed by Xu et al. [207] in
2014. Thus, NT-SMOTE improves the performance of SMOTE by
considering using k nearest neighbors and triangular area sam-
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pling approaches in its procedure. The steps of the NT-SMOTE
procedure are listed as follows:

• For each minority instance belongs to the minority class,
find two nearest neighbors.

• Randomly select a data point in the triangle and consider
it as a new instance.

• Randomly select a minority instance and calculate the dis-
tance between it and the whole instances in the dataset.

• Select the two nearest instances to the data point found in
the second step, and generate new synthetics between these
two instances by linear interpolation algorithm.

8.2.1.18 Distance-SMOTE

It is a modification of SMOTE balancing technique proposed by
Calleja and Fuentes [208]. Distance-SMOTE is based on the fea-
ture space instead of the data space as occurs in SMOTE method.
Thus, the steps of the Distance-SMOTE method in handling the
data inconsistent distribution problem are listed as follows:

• Explore the dataset to recognize the minority and the ma-
jority instances.

• Find the k nearest minority neighbors to each minority
instance in the dataset; the instance and the neighbors are
belong only to the minority class.

• For each minority instance, calculate the mean of its minor-
ity instances in order to generate mean instance.

• Calculate the difference between the selected minority in-
stance and the mean instance, and then multiply the results
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by a random number between 0 and 1 to generate a new
synthetic.

• Add the new generated synthetics to the dataset.

8.2.1.19 Majority Weighted Minority Oversampling TEchnique (MW-
MOTE)

It is another modification of SMOTE proposed by Barua et al.
[209] in 2012. However, the main motivation of MWMOTE is to
improve the performance of the existing balancing techniques at
that time by identifying the hard-to-classify minority instances,
and assigning a certain weight to each of them depending on
the euclidean distances with the nearest majority instances. MW-
MOTE uses the weighted minority instances to generate new
synthetics in the minority class region. Accordingly, the main
procedure steps of MWMOTE are summarized as follows:

• Explore the dataset to identify the minority and majority
classes instances.

• Set the number of the new synthetics to be generated with
respect to the required balancing ratio.

• Find the k nearest neighbors for each minority instance in
the dataset.

• Eliminate the minority instances that don’t have any minor-
ity instance in their nearest neighbors (noise).

• For each minority instance (after eliminating the noises),
find the nearest majority instances using the euclidean
distance.

• Set importance weights to each minority instance depend-
ing on the distance with the nearest majority instances.
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• Use the minority instances with the highest importance
weights to generate new synthetics to guarantee that the
new synthetics will be located in the minority class cluster.

• Insert the new generated synthetics in the dataset version
obtained after eliminating the noises.

8.2.1.20 Learning Vector Quantization based SMOTE (LVQ-SMOTE)

This balancing technique was proposed by Nakamura et al. [210]
in order to improve the performance of the existing oversampling
methods. Basically, LVQ-SMOTE devoted using Learning Vector
Quantization (LVQ) which is a supervised version of k-means
algorithm to find several centroids (codebooks) for each feature
constructing the instances in the dataset, then generating new
synthetics according to the similarity of the codebooks with the
minority instances in the dataset.

8.2.1.21 Adjusting the Direction Of the synthetic Minority clasS
isntances (ADOMS)

It is a modification on the SMOTE method proposed by Tang
and Chen [118] in 2008. However, ADOMS uses Principal Com-
ponents Analysis (PCA) technique to explore the data structure
variance in order to improve the quality of the generated synthet-
ics. Thus, the main steps of ADOMS in solving the data balancing
problem are listed as follows:

1. Explore the dataset in order to identify the majority and
minority classes instances.

2. Randomly select one of the minority instances.

3. Find k neighbors to the selected minority instance.
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4. Calculate the variance between the selected minority in-
stance and its k neighbors using PCA.

5. Calculate the euclidean distance between the minority in-
stance and one of its neighbors.

6. Generate new synthetics along the line between the mi-
nority instance and the randomly selected neighbor with
respect to the variance value obtained in step (3).

8.2.2 Hybrid balancing methods (oversampling-undersampling)

Basically, Several hybrids (oversampling-Undersampling) have
proven their performance in the literature in solving the data
balancing problem. Those classifiers are based mainly in their
procedure on oversampling the minority instances by creating
new synthetics that belong to the same class, and undersampling
the majority instances. The compared hybrid balancing methods
are described as follows:

8.2.2.1 SMOTE with Edited Nearest Neighbor (SMOTE-ENN)

It is one of the most powerful balancing methods. SMOET-ENN
combines the oversampling using SMOTE and the undersam-
pling using ENN. The ENN step calculates the nearest k neigh-
bors of each instance, and if most neighbors are of a different
class, it eliminates the instance [111]. In other words, the proce-
dure of the SMOTE-ENN stands mainly on 2 steps:

• Use SMOTE to balance the dataset.

• Use the Edited Nearest Neighbor (ENN) to undersample
the dataset by finding the five nearest neighbors of each in-
stance in the balanced dataset (minority and majority), and
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then eliminate the instances that have 3 or more neighbors
that belong to the other class.

8.2.2.2 SMOTE with Tomek links (SMOTE-Tomek)

It is another hybrid (oversampling-undersampling) high perfor-
mance balancing technique. The first stage of the SMOTE-Tomek
procedure is oversampling the minority class instances to be
equal to the majority ones, the next stage is the data cleaning
(undersampling) by eliminating Tomek Links. Tomek Links repre-
sent pairs of data instances, each instance in those pairs belongs
to a different class (i.e., one instance belongs to minority class,
and the other instance belongs to the other class) [111]. Moreover,
the main conditions to select the instances to construct the Tomek
Link are:

• Each instance belongs to a different class; one minority
instance and one majority instance.

• Both instances are very close to each other; the distance
between the instances in each Tomek Link suppose to be
the lowest compared to the distance between any instance
in the Link and the remaining instances in the dataset.

8.2.2.3 Improved SMOTE (ISMOTE)

It is a hybrid balancing technique(oversampling-undersampling)
proposed as an enhancement on SMOTE. In other words, IS-
MOTE in its procedure based on oversampling the minority in-
stances and undersampling the majority instances using Distance-
Based Undersampling method. Furthermore, during generating
the new synthetics, SMOTE normally assigned the same weights
for all of the neighbors of each minority instance in the dataset,
whereas ISMOTE assigns a certain weight for each neighbor
depending on the class labels; minority neighbors take higher
weights, while the majority neighbors take lower weights [211].
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Accordingly, the main stages of ISMOTE procedure are described
as follows [211]:

• Oversampling:

– Explore the dataset in order to determine the minority
instances.

– Find the distance between each minority instance and
the whole instances in the dataset.

– Select the nearest neighbors for each minority instance.

– Generate new synthetics between each minority in-
stance and its nearest neighbors using the follow-
ing formula: S = xi + Random(0, 1) ∗ (yi − xi) ∗ w(yi),
where xi is the randomly selected minority instance, yi
is the randomly selected neighbor, and w is the weight
set for the neighbor yi.

– Insert the new generated instances into the dataset.

• Undersampling:

– Explore the dataset and find the instances that belong
to the majority class.

– Calculate the distance between each majority instance
and the whole minority instances in the dataset.

– Compute the average of the distances between each
majority instance and the minority instances.

– If the found average is higher than a predefined thresh-
old, then the selected majority instance will be elimi-
nated.
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8.2.2.4 Improved SMOTE method based on Support Degree (SDSMOTE)

It is a hybrid (oversampling-undersampling) balancing technique
proposed by Li et al. in 2014 [194]. Moreover, SDSMOTE uses
normal SMOTE for oversampling the minority instances, and
Neighbor Cleaning Rule (NCR) [212] for undersampling. Thus,
the procedure of SDSMOTE is explained as follows:

• Set the amount of minority synthetics that should be gener-
ated.

• Select a minority instance randomly, find the distances
between the selected instance and every majority instance
in the dataset, and then calculate the sum of those distances
(S).

• Find the summation of all sums (S) that calculated in the
previous step.

• Calculate the average distance between the minority in-
stances with the minority instances.

• Find the support degree by drawing a circle covering the
selected minority instance and a certain distance as the
center and the radius, then count the number of minority
instances that covered by the drawn circle and consider
it as the support degree of the minority instance; larger
support degree higher probability that the instance will be
determined as a boundary instance.

• The instances with the highest probability to be determined
as boundary instances will be used to generate more new
synthetics compared to the instances with the lowest prob-
ability.

• Insert the new generated instances to the dataset.
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8.2.2.5 Partially guided hybrid sampling approach (G-SMOTE)

It is another enhanced version of SMOTE balancing technique,
proposed by Sandhan and Choi in 2014 [213]. In their approach,
they devoted the bootstrapping method to concurrently oversam-
pling the minority instances and undersampling the majority
instances, and creating an ensemble of classifiers.

8.2.2.6 SMOTE with Iterative-Partitioning Filter (SMOTE-IPF)

It is an extension of SMOTE balancing technique, proposed by
Sáez et al. in 2015 [214]. Basically, SMOTE-IPF uses SMOTE to
generate new minority synthetics in order to balance the dataset,
and then uses Iterative-Partitioning Filter (IPF) to eliminate the
noise that already exists in the original dataset before oversam-
pling, and also the noise synthetics generated by SMOTE. More-
over, the procedure’s steps of the IPF cleaning technique are
listed as follows:

• Split the balanced dataset into several equal-size partitions.

• Apply C4.5 classifier to each partition, and use the results
to evaluate the whole balanced dataset.

• Find the noise instances identified in the previous step
using a voting scheme.

• Eliminate the noise instances found in the previous step.

8.2.2.7 SMOTE with Rough Sets theory (SMOTE-RSB∗)

It is an extension of SMOTE, proposed by Ramentol et. al [215] to
solve the overgeneralization problem that happens during balanc-
ing the dataset using SMOTE. The overgeneralization problem
can be defined as generating the new minority synthetics in
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the region of the minority instances. Accordingly, the stages of
SMOTE-RSB∗ procedure are summarised as follows:

• Balancing the dataset by generating new synthetics belong-
ing to the minority class using SMOTE technique.

• Improving the quality of the generated minority synthetics
in the previous stage using editing techniques based on the
Rough Set Theory (RST)[216].

8.2.2.8 Adaptive Neighbor Synthetic minority oversampling tech-
nique under 1NN outcast handling (ANS)

It is an oversampling technique based on the consist of SMOTE
method, proposed by Siriseriwan and Sinapiromsaran [195] to
handle some drawbacks of several existing sampling methods.
However, the main enhancement held by ANS was selecting op-
timally the value of the k parameter during finding the nearest
neighbors; inappropriate selection of the nearest neighbor pa-
rameter may lead to locating the new synthetics in the majority
class region, because the nearest neighbor might be located far
away from the minority instance (In the majority class region). In
other words, ANS selects only the nearest minority instance to
generate the new synthetics. On the other hand, ANS eliminates
the minority instances outliers from the original dataset, which
are the minority instances surrounded by majority instances and
might cause locating the new synthetics in the majority region.

8.2.2.9 SPY

It is an advanced balancing technique proposed by Dang et
al. [217] in 2015. As with all of the aforementioned balancing
techniques, SPY also provides improvements on some existing
balancing methods in certain cases. The main idea of SPY is to
revert the class labels of some majority instances depending on
its place in the minority instances region, which is defined by a
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threshold of the number of majority neighbors to each minority
ones. Thus, the steps of SPY during balancing the dataset is listed
as follows:

• Identify the majority and minority classes instances in the
dataset.

• Find the k nearest neighbors for each instance minority
instance.

• If the number of the majority neighbors is less than the
predefined threshold of the neighboring majority instances,
revert the class of the majority neighbors to be minority
ones.

8.2.3 Clustering-based balancing methods

Other balancing techniques based in their procedures on cluster-
ing to identify the majority and the minority instances regions
before oversampling. The compared clustering-based balancing
techniques are described as follows:

8.2.3.1 Cluster Ensemble Synthetic Minority Oversampling TEch-
nique (CE-SMOTE)

It is another variant of SMOTE, proposed by Chen et al. in 2010

[196]. Basically, CE-SMOTE in its procedure creates an ensemble
of clusters to allocate the boundary to generate the new synthetics.
The steps of the CE-SMOTE are listed as follows:

• In the first step, select the features that will be used to create
clusters, randomly select the centers of the clusters, and
use K-means method to create partition from the training
dataset (unsupervised learning).
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• Match the created clusters.

• For each instance in the training dataset (class attribute is
excluded), compute the cluster consistency index.

• Find the minority instances that have cluster consistency
index less than a predefined threshold, and put those in-
stances into a certain set named P-Boundary.

• Oversampling the minority instances that located in P-
Boundary with respect to the predefined sampling rate.

• Insert the new generated samples into the training dataset.

8.2.3.2 Clustering-Based Implementation of SMOTE (Cluster-SMOTE)

Cluster-SMOTE is an oversampling approach proposed by Cies-
lak et al. [197]. Normally, the imbalanced dataset contains a very
low amount of minority instances, this situation increases the
difficulty of finding the minority-majority classes’ borders, then
leads the oversampling methods, such as SMOTE, to locate the
new synthetics in an inappropriate distribution. Thus, Cluster-
SMOTE solves this problem by using k-means clustering to find
the minority instances in the dataset, and then applying SMOTE
to each cluster to generate the new synthetics.

8.2.3.3 Cure-SMOTE

It is a clustering-based SMOTE variant proposed by Ma and Fan
in 2017 [188]. CURE-SMOTE clusters the dataset using CURE
(Clustering Using Representatives), which is a hierarchical clus-
tering algorithm that can be used with different data shapes, and
efficient for large datasets. Thus, the steps of CURE-SMOTE are
described as follows:
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• Normalize the dataset and determine the minority class
instances.

• Calculate the distance between each minority instance and
the other instances that belong to the same class.

• Consider each minority instance as an individual cluster.

• Merge the clusters depending on the distance between
each pair of clusters, and then update the center and the
representative points.

• Generate new synthetics between the center point and the
representative points.

8.2.3.4 Agglomerative Hierarchical Clustering (AHC)

It is another variant of SMOTE method proposed by Cohen
et al. [121]. AHC is a clustering algorithm used to handle the
data inconsistent distribution problem. In other words, AHC
considers each minority instance as an individual cluster, and
then calculates the distances between each cluster and the rest
clusters, after that, merge the clusters that are located very close
to each other (minimum distance). Removes the original clusters
merged from the data set and add the resulted cluster, then
iteratively repeat the process until reaches the required number
of clusters. To overcome the imbalance issue in the data set, those
clusters are used as a prototype to create synthetic examples.

8.3 distance-based border instances smote (dbbi-
smote)

Basically, DBBI-SMOTE method is proposed to handle the in-
consistent data distribution problem. Similar to SMOTE method
and all of its variants, DBBI-SMOTE method generates new syn-
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thetics from the minority data instances to obtain a balanced
version of the original dataset in order to improve the perfor-
mance of the classifiers. SMOTE method is a powerful advanced
balancing technique, proved its feasibility in wide research ar-
eas regarding improving the performance of the ML classifiers,
but that does not preclude the occurrence of some hiccups in
its procedure depending of the original data distribution states.
In other words, SMOTE in its procedure randomly selected a
minority instance from the dataset, find the k neatest neighbors
for this instance, and then generates the new synthetics in the
hyperplane between the selected minority instance and its neigh-
bors. Moreover, the procedure of SMOTE might lead to creating
some of the new synthetics in the region of the majority class
in case the selected minority instance is located in that region.
Figure 8.1 illustrates the case of SMOTE in which creating the
new synthetics in the majority region. Furthermore, Borderline

Figure 8.1: The data distribution case that leads SMOTE to create
new synthetics in the region of the majority class.

SMOTE is another well-known balancing technique used widely
in the literature to solve the data distribution problem [218–220].
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Thus, Borderline SMOTE enhances the procedure of SMOTE by
focusing on the instances that are hard to classify and use only
them to generate the new synthetics which will be in charge to
improve the performance of the classifier more than SMOTE. The
hard-to-classify instances are called "borderline instances", which
are located in the borderline between the minority and the mi-
nority region. Technically, borderline instances are defined as the
instances that have one or more instances belonging to the other
class joining their nearest neighbors. Furthermore, the procedure
of Borderline SMOTE does not cope with all of the data distri-
butions, which creates a major drawback and challenge to the
balancing method. For example, if the minority instances region
is far from the majority one (see figure 8.2), which means that all
of the minority instances are safe (no borderline instances). This
case pretty definitely cause a major failure in borderline SMOTE.

Figure 8.2: The data distribution case which causes a failure in
Borderline SMOTE procedure.

Thus, we propose the Distance-Based Border Instances SMOTE
(DBBI-SMOTE) to avoid the drawbacks of some existing balanc-
ing techniques (i.e., SMOTE, Borderline SMOTE and MSMOTE),
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and improve the overall quality of the generated synthetics. Ac-
tually, DBBI-SMOTE avoids the major drawback of SMOTE by
taking into consideration the location of the majority instances in
the data distribution. It analyses the data in order to find the near-
est majority instance to each minority instance in the dataset, and
try to locate the new synthetics as far as possible from the neigh-
bor majority instance. Accordingly, this procedure guarantees
versatility of the generated new synthetics, but with retaining the
essential properties of the minority class instances. On the other
hand, DBBI-SMOTE avoids the drawback of Borderline SMOTE
as well. Unlike Borderline SMOTE, Due to the limitation of the
minority instances in the imbalanced data, each one of the mi-
nority instances presents valuable information for the classifiers,
thus, DBBI-SMOTE gives the same important factor to all of them,
and use them all to generate new synthetics. In addition, drawing
on the fact of the importance of each single minority instance in
the dataset, and taking into consideration that a large portion of
the minority instances might be noise, DBBI-SMOTE pays more
attention to the noise samples that belong to the minority class,
by increasing the number of its nearest neighbors to look for
in order to reduce the probability to discard that instances and
waste probably important information to the classifier. Table 8.1
shows the amount of the majority, minority and noise instances
in the Spanish, Taiwanese, Polish and US companies’ datasets
considering that the k parameter set as the default of several
balancing techniques (k = 5), and after extending the amount of
the nearest neighbors (k = 10). Accordingly, as it can be seen in
the table, a large portion of the minority instances in the four
datasets are noise, thus, discarding those instances may lead to
lost important information for the classifiers.

Table 8.1: The data distribution in the companies datasets
adopted to evaluate the performance of DBBI-SMOTE.

Dataset Majority Minority Safe Borderline Noise (k = 5) Noise (k = 10)
Spanish Companies 2797 62 0 39 23 12

Taiwanese Companies 6599 220 0 66 154 81

Polish Companies 9797 203 32 130 41 14

US Companies 92314 558 2 217 339 244
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The procedure of DBBI-SMOTE comprises several scenarios to
handle the data balancing problem depending on the distribution
of the majority class instances and how they are close to each
minority instance. The first scenario: if the k nearest neighbors
of a randomly selected minority instance belongs to the same
class, then use SMOTE to generate new synthetics between the
selected instance and a random one of its neighbors. The second
scenario: if the nearest neighbors of the selected minority instance
are a mixture of minority and majority instances, calculate the
euclidean distance between the selected minority instance and
each one of its neighbors, recognize the location of the nearest
majority instance, then use the minority instances that closer to
the selected minority instance than the majority one to generate
the new synthetics. Figure 8.3 illustrate the behavior of DBBI-
SMOTE to create the synthetics between the minority instances
depending on the location of the nearest majority neighbor. On
the other hand, if the majority instance is the nearest neighbor to
the selected minority instance, then use one of the minority neigh-
bors to generate the new synthetics with the selected minority
instance taking into account placing the new instances as far as
possible from the majority instance; very close to the selected mi-
nority instance or to the minority neighbor depending on which
one of them is farther from the majority neighbor. Figure 8.4
illustrate the behavior of DBBI-SMOTE in case the nearest neigh-
bor belongs to the majority class. The third scenario: if all of the k
nearest neighbors of the selected minority instance belong to the
majority class, which means that the selected minority instance
is noise, then DBBI-SMOTE gives that selected minority instance
more chance to avoid losing probably important information.
DBBI-SMOTE increases the value of the nearest parameter k up
to 10 for the noise instances, then if one new extended neighbor
belongs to the minority class, that minority neighbor will be used
with the selected minority instance will be used to generate new
synthetics, but with taking care to locate the new synthetics as
close as possible to the selected minority instance or neighbor. On
the other hand, if all of the neighbors still belong to the majority
class after increasing the nearest neighbors parameter k, then the
selected minority instance will be discarded.
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Figure 8.3: The procedure of DBBI-SMOTE in locating the new
synthetics with respect to the nearest majority neighbor.

Suppose the training dataset T comprising of X minority and Y
majority instances, and

X = {x1, x2, x3, ..., xxnum}, Y = {y1, y2, y3, ..., yynum} (8.6)

where xnum is the number of the minority instances, and ynum
is the number of majority instances. Thus, the detailed procedure
of DBBI-SMOTE is as follows:

• Explore the training dataset to identify X and Y.

• Depending on the balancing ratio of T, find the amount of
new synthetics to be generated.

• Randomly select xi from X, and find the k nearest neighbors
Ni of it, where Ni = {n1, n2, .., nk}.
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Figure 8.4: The procedure of DBBI-SMOTE in locating the new
synthetics if the nearest neighbor of the selected minority instance
belongs to the majority class.

• If Ni contains only minority instances, then use SMOTE to
generate new synthetics in the hyperplanes between xi and
randomly selected instances from Ni.

• If Ni is a mixture of minority and majority instances, iden-
tify the location of the nearest majority neighbor yi to xi,
and then one of the following procedures will be imple-
mented:

– If Ni contains one or more instances belongs to X,
and closer to xi than yi, then those minority instances
will be used with xi to generate new synthetics with
attention to place it as far as possible from yi.

– If yi is the nearest neighbor to xi, then select one mi-
nority instance from Ni and use it with xi to generate
new synthetics with attention to place it very close
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xi or to the selected instance from Ni to be as far as
possible from yi.

• If all of the instances in Ni belong to Y, increase the nearest
neighbor parameter k up to 10, then:

– If the new added instances to Ni including minority
instances, then select one of those minority instances
and use it with xi to generate new synthetics with
attention to place it very close to xi, or to the selected
minority neighbor to be as far as possible from the
majority neighbors.

– If Ni including only majority instances after the size
extension, then discard xi.

• Insert the new generated synthetics into T.

8.4 experiments and analysis

In this section, we present the performance evaluation require-
ments in detail. The main procedure to evaluate the performance
of the proposed balancing method (DBBI-SMOTE) is to apply
it as a preprocessing stage of classification using several well-
known classifiers, namely: Decision trees, Naive bayes, KNN,
SVM, RF, AdaBoost and XGBoost. In addition, the obtained re-
sults from DBBI-SMOTE are compared to the results yielded
by 34 other balancing techniques have used as preprocessing
stage to the same classifiers. However, the main reason to choose
these classifiers to evaluate the performance of all balancing tech-
niques is the variety in their behaviors during classification. In
other words, we select these classifiers particularly to cover all of
the machine learning classifiers categories which are: standard
classifiers (Naive bays, Decision trees), Bagging-based ensemble
classifiers (KNN,SVM, RF) and boosting-based ensemble classi-
fiers (AdaBoost and XGBoost). In addition, several evaluation
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metrics have been adopted to evaluate the performance of each
combination of a classifier and balancing method.

8.4.1 Experimental Datasets

Actually, to evaluate the performance and the feasibility of the
new DBBI-SMOTE method comprehensively, several extremely
imbalanced companies’ datasets used to be processed by DBBI-
SMOTE and the other balancing method as a preprocessing stage
to the classifiers. Accordingly, four companies’ datasets were se-
lected carefully respecting the data type variate, balancing ratios,
and the data distribution in each one of them. Thus, the first
dataset is for Spanish companies, consisting of 2797 instances
(98%) belonging to the majority class and the remaining 62 in-
stances (2%) belonging to the minority class. Each instance is
comprising 27 numeric attributes , and 6 categorical ones. The
second dataset is for Taiwanese companies, consisting of 6599

instances (98%) belonging to the majority class and the rest corre-
sponding to the minority class (220 instances). In addition, Each
instance in the Taiwanese companies dataset is comprising 95

numerical financial attributes. The third dataset is for Polish com-
panies, containing 9797 belonging to the majority class (97.97%),
and 203 are minority instances (2.03%). Each instance is com-
prising 64 numerical financial attributes. More details about the
Spanish, Taiwanese and Polish companies’ datasets are addressed
in the previous chapter, specifically, in section 7.2. Moreover, to
increase the challenge for the balancing techniques and classifiers,
we consider using a dataset much more complicated than the
aforementioned datasets. The fourth dataset is for US companies,
contains 92314 instances belonging to the majority class (99.3%),
and 585 instances belonging to the minority one (0.7%). Each
instance is comprised of 14 numeric financial attributes. Thus,
regarding the complexity, the US companies dataset is a very
complex dataset; it is approximately 10 times the size of the



8 .4 experiments and analysis 173

polish companies dataset, and it is extremely imbalanced. It can
be downloaded from the Kaggle ML community web 1.

8.4.2 Performance Measure

Also in this chapter, based on the fact that the accuracy mea-
sure is not enough to evaluate the performance of the classifiers
in the case of imbalanced data distribution, we have used the
same evaluations measures (metrics) that devoted in the previous
chapter to evaluate the performance of the Machine Learning
and Deep-Learning algorithm in solving real-world problem (i.e.,
predicting companies financial failure). Thus, the main measures
based on the confusion matrix and used in this chapter to eval-
uate the performance of DBBI-SMOTE and the other balancing
techniques are summarized as follows:

• Accuracy [168]: Performance of the classifier in assigning
the correct class to each instance.

• Recall [169]: Performance of the classifier in assigning each
instance to the minority class (prediction) while it is actually
minority (real status).

• Specificity [169]: Performance of the classifier in assigning
every instance to the majority class (prediction) while it is
actually majority (real status).

• Precision [169]: Performance of the classifier in assigning
the correct class to each instance, whether majority or mi-
nority.

• Type I error [168]: The failure of the classifier to assign
minority instance to the minority class (wrong prediction),
while it actually belongs to the minority class (real status).

1 https://www.kaggle.com/shuvamjoy34/us-bankruptcy-prediction-data-set-19712017
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• Type II error [168]: The failure of the classifier in assigning
majority instances to the majority class (wrong prediction),
while it actually belongs to the majority class (real status).

• Area Under ROC Curve (AUC) [182]: This is a metric
adopted to evaluate the classification and regression mod-
els’ performance. Receiver Operating Characteristics (ROC)
curve is a graph showing the performance of classifiers and
regression models by means of a series of thresholds.

However, more details about the adopted evaluation metrics are
discussed in the previous chapter, specifically, in 7.3.1.

8.4.3 Experimental Results analysis

In this subsection, the impact of the proposed balancing method
(DBBI-SMOTE) on several classifiers’ behaviors will be discussed,
and compared with several sampling methods covering all cate-
gories of the resampling approaches that existed in the literature
[112, 185, 188, 194, 196, 214, 217]. However, as the balancing
methods are considered as preprocessing stage for the data be-
fore training the classifier, we have applied DBBI-SMOTE and
the other balancing technique to the datasets considered in this
chapter. Table 8.2 shows the distribution of the majority and
minority classes instances in the original Spanish, Taiwanese,
Polish, and US companies’ datasets, and also in the generated
balanced dataset that obtained by each balancing method. Thus,
as it can be seen in the table, the data distribution in the balanced
dataset depends mainly on the type of balancing method, some
balancing methods such as SMOTE, BL-SMOTE and MSMOTE
are following the oversampling approach, increasing the minority
instances to be equal to the majority ones; 50% of each balanced
dataset is minority instances, and the other 50% is majority ones.
On the other hand, it is obvious the difference of the majority
and minority instances distribution in the balanced datasets ob-
tained by the hybrid (oversampling-undersampling) approaches.
Each hybrid approach has its own criteria in oversampling and
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undersampling, and it is not mandatory for the generated bal-
anced datasets to be divided equally between the two classes
(i.e., 50% minority and the other 50% majority). In addition, the
clustering-based balancing methods such as Cluster-SMOTE and
CURE-SMOTE follow only the oversampling approach to gener-
ate a balanced dataset divided equally between the two classes.
Furthermore, it is important to note that two of the compared
balanced methods didn’t succeed in solving the data inconsistent
distribution problem. SPY method failed to balance all of the
considered companies’ datasets. This means that the procedure
of SPY is not suitable for such kind of data. On the other hand,
CE-SMOTE failed to set a cluster boundary in the Polish and
US companies’ datasets, which means that CE-SMOTE is not
convenient to process large datasets.

However, The obtained balanced dataset from each balancing
technique was used individually to train several classifiers cover-
ing all of the classification methods categories, namely: standard
classifiers (i.e., DT and NB), bagging-based ensemble classifiers
(i.e., KNN, SVM and RF), and boosting-based ensemble classifiers
(i.e., AdaBoost and XGBoost).
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Table 8.2: The distribution of the majority and minority classes
instances in the four datasets considered in this chapter (i.e.,
Spanish companies, Taiwanese companies, Polish companies and
US companies datasets), and used to evaluate the performance
of DBBI-SMOTE and the other resampling methods.

Spanish companies’ data Taiwanese companies’ data Polish companies’ data US companies’ data
Balancing techniques Bankrupt Solvent Bankrupt Solvent Bankrupt Solvent Bankrupt Solvent

Original dataset 62 2797 220 6599 203 9797 558 92314

Oversampling

DBBI-SMOTE 2797 2797 6599 6599 9797 9797 92314 92314

SMOTE 2797 2797 6599 6599 9797 9797 92314 92314

BL-SMOTE 2797 2797 6599 6599 9797 9797 92314 92314

SVM-SMOTE 1346 2797 2308 6599 4708 9797 48224 92314

ADASYN 2806 2797 6523 6599 9860 9797 92314 92314

SL-SMOTE 2797 184 6599 1468 9797 1418 92314 2074

AND-SMOTE 2797 2797 6599 6599 9797 9797 92314 92314

Distance-SMOTE 2797 2797 6599 6599 9797 9797 92314 92314

Gaussian-SMOTE 2797 2797 6599 6599 9797 9797 92314 92314

LLE-SMOTE 2797 2797 6599 6599 9797 9797 92314 92314

LN-SMOTE 2797 2797 6599 220 9797 9797 92314 92314

LVQ-SMOTE 2797 2797 6599 6599 9797 9797 92314 92314

MSMOTE 2797 2797 6599 6599 9797 9797 92314 92314

MWMOTE 2797 2797 6599 6599 9797 9797 92314 92314

NT-SMOTE 2797 2797 6599 6599 9797 9797 92314 92314

Selected-SMOTE 2797 2797 6599 6599 9797 9797 92314 92314

SMOTE-Cosine 2797 2797 6599 6599 9797 9797 92314 92314

SMOTE-D 2797 2797 6599 6605 9797 9798 92314 92323

SMOTE-OUT 2797 2797 6599 6599 9797 9797 92314 92314

SMOTE-PSO 2797 2797 6599 880 9797 812 92314 1887

SN-SMOTE 2797 2797 6599 6599 9797 9797 92314 92314

ADOMS 2797 2797 6599 6599 9797 9797 92314 92314

Oversampling
-Undersampling

SMOTE-Tomek 2765 2765 6565 6565 9794 9794 92209 92209

SMOTE-ENN 2651 2494 6260 5433 9757 8546 88719 91941

ISMOTE 1429 1430 3409 3410 5000 5000 46436 46436

SDSMOTE 2797 2797 6599 6599 9797 9797 92314 92314

G-SMOTE 2797 2797 6599 6599 9797 9797 92314 92314

SMOTE-IPF 2797 2797 6599 6599 9797 9797 92314 92314

SMOTE-RSB∗ 2797 2797 6599 224 9797 211 - -
ANS 2797 2797 6599 6599 9797 9797 92314 92314

SPY 2792 67 6596 223 9797 203 92281 591

Clustering
based

Oversampling

Cluster-SMOTE 2797 2797 6599 6599 9797 9797 92314 92314

CE-SMOTE 2797 2797 6599 6599 9797 203 92314 558

CURE-SMOTE 2797 2797 6599 6599 9797 9797 92314 92314

AHC 2797 2797 6599 439 9797 405 92314 1115
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8.4.3.1 Evaluate the Performance of DBBI-SMOTE compared to sev-
eral balancing methods using DT classifier.

In this experiment, in order to evaluate the performance of DBBI-
SMOTE and compare it with the other balancing techniques
comprehensively, we have balanced four datasets using DBBI-
SMOTE and the other 34 balancing methods. Then, the generated
balanced datasets are used to train DT classifier. In addition, the
main differences between the datasets are the data type and the
complexity level; the complexity level of the datasets increases
gradually, respectively, the Spanish, the Taiwanese, the Polish
and the US companies datasets. However, regarding the Spanish
companies dataset, as shown in Table 8.3, DBBI-SMOTE leads
the DT classifier to obtain the highest value of the accuracy, recall,
specificity, precision and AUC, and the lowest values of Type I
and error compared to the other balancing methods. In other
words, the combination of DT and DBBI-SMOTE outperforms
the other combinations between DT and the other 34 balancing
methods regarding predicting the minority instances and the
majority instances. This means that DBBI-SMOTE represents the
ideal method to balance the Spanish companies dataset before
using it to train the DT classifier. In addition, with respect to the
Taiwanese companies dataset, as addressed in Table 8.4, DBBI-
SMOTE leads DT to obtain the highest accuracy, recall and AUC,
whereas the combination of DT with SMOTE-D obtained the
highest precision and specificity. In other words, DT classifier with
conjunction with DBBI-SMOTE is the superior approach to pre-
dict the minority instances compared to the other approaches.
The combination DT and SMOTE-D is the best approach to deter-
mine the majority instances in the Taiwanese companies dataset.
Moreover, as shown in Table 8.5, DBBI-SMOTE in conjunction
with DT is the optimum approach to predict the minority in-
stances in the Polish companies’ dataset, it obtains the highest
accuracy, recall and AUC, and the lowest Type II error. The combi-
nation of DT with CE-SMOTE represents the best combination in
predicting the majority class in the Polish companies dataset. This
approach obtained the lowest Type I error and the best specificity.
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With respect to the US companies’ dataset, as stated in Table 8.6,
DBBI-SMOTE leads DT classifier to the lowest minority instances
misprediction according to the Type II error metric value obtained
by this approach. In addition, the combination of DBBI-SMOTE
with DT yielded the highest accuracy, recall, precision and AUC
metrics values compared to the other 34 balancing methods. On
the other hand, CE-SMOTE yields the best results with respect to
the majority class mispredicting; it obtains the lowest Type I error.

Accordingly, in summary, DBBI-SMOTE in conjunction with DT
classifier obtains the best results regarding predicting the minor-
ity class instances (bankrupt companies) in all of the considered
datasets to evaluate the feasibility of the new proposed method
(i.e., DBBI-SMOTE).
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Table 8.3: The performance metrics values obtained by DT clas-
sifier applied to the Spanish companies’ dataset after balancing
using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9896 0.9921 0.9871 0.9872 0.0129 0.0079 0.9896
SMOTE 0.9830 0.9886 0.9775 0.9778 0.0225 0.0114 0.9830

BL-SMOTE 0.9836 0.9886 0.9786 0.9788 0.0214 0.0114 0.9836

SMOTEENN 0.9854 0.9913 0.9791 0.9807 0.0209 0.0087 0.9852

SMOTE-Tomek 0.9819 0.9884 0.9754 0.9759 0.0246 0.0116 0.9819

SVM-SMOTE 0.9773 0.9789 0.9764 0.9592 0.0236 0.0211 0.9777

ADASYN 0.9815 0.9913 0.9711 0.9734 0.0289 0.0087 0.9812

MSMOTE 0.9814 0.9864 0.9764 0.9767 0.0236 0.0136 0.9814

ISMOTE 0.9748 0.9832 0.9664 0.9671 0.0336 0.0168 0.9748

SL-SMOTE 0.9658 0.7602 0.9793 0.7081 0.0207 0.2398 0.8698

CE-SMOTE 0.9855 0.9875 0.9836 0.9837 0.0164 0.0125 0.9856

CURE-SMOTE 0.9861 0.9861 0.9861 0.9861 0.0139 0.0139 0.9861

SMOTE-D 0.9859 0.9868 0.9850 0.9851 0.0150 0.0132 0.9859

SDSMOTE 0.9837 0.9886 0.9789 0.9792 0.0211 0.0114 0.9838

G-SMOTE 0.9843 0.9903 0.9782 0.9785 0.0218 0.0097 0.9842

SMOTE-Cosine 0.9787 0.9853 0.9721 0.9726 0.0279 0.0147 0.9787

SMOTE-OUT 0.9793 0.9843 0.9743 0.9746 0.0257 0.0157 0.9793

Selected-SMOTE 0.9812 0.9882 0.9743 0.9747 0.0257 0.0118 0.9812

Gaussian-SMOTE 0.9852 0.9864 0.9839 0.9840 0.0161 0.0136 0.9851

SN-SMOTE 0.9821 0.9875 0.9768 0.9770 0.0232 0.0125 0.9822

LLE-SMOTE 0.9836 0.9846 0.9825 0.9826 0.0175 0.0154 0.9836

Cluster-SMOTE 0.9868 0.9918 0.9818 0.9820 0.0182 0.0082 0.9868

SMOTE-IPF 0.9825 0.9889 0.9760 0.9764 0.0240 0.0111 0.9825

AND-SMOTE 0.9868 0.9918 0.9818 0.9820 0.0182 0.0082 0.9868

LN-SMOTE 0.9839 0.9903 0.9775 0.9778 0.0225 0.0097 0.9839

SMOTE-PSO 0.9727 0.8458 0.9839 0.8246 0.0161 0.1542 0.9148

NT-SMOTE 0.9807 0.9857 0.9757 0.9761 0.0243 0.0143 0.9807

SMOTE-RSB∗ 0.9700 0.4333 0.9832 0.4340 0.0168 0.5667 0.7083

Distance-SMOTE 0.9855 0.9864 0.9846 0.9847 0.0154 0.0136 0.9855

MWMOTE 0.9809 0.9871 0.9746 0.9750 0.0254 0.0129 0.9808

LVQ-SMOTE 0.9873 0.9903 0.9843 0.9844 0.0157 0.0097 0.9873

ADOMS 0.9855 0.9882 0.9828 0.9830 0.0172 0.0118 0.9855

ANS 0.9843 0.9889 0.9796 0.9799 0.0204 0.0111 0.9843

AHC 0.9709 0.6744 0.9839 0.6519 0.0161 0.3256 0.8292

SPY 0.9717 0.4310 0.9846 0.4577 0.0154 0.5690 0.7078



180 8 a novel data balancing technique : dbbi-smote (distance . .

Table 8.4: The performance metrics values obtained by DT classi-
fier applied to the Taiwanese companies’ dataset after balancing
using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9771 0.9847 0.9695 0.9700 0.0305 0.0153 0.9771
SMOTE 0.9524 0.9645 0.9403 0.9417 0.0597 0.0355 0.9524

BL-SMOTE 0.9661 0.9777 0.9544 0.9555 0.0456 0.0223 0.9661

SMOTEENN 0.9637 0.9776 0.9477 0.9557 0.0523 0.0224 0.9627

SMOTE-Tomek 0.9556 0.9726 0.9386 0.9407 0.0614 0.0274 0.9556

SVM-SMOTE 0.9491 0.9207 0.9591 0.8872 0.0409 0.0793 0.9399

ADASYN 0.9556 0.9677 0.9436 0.9444 0.0564 0.0323 0.9556

MSMOTE 0.9640 0.9753 0.9527 0.9538 0.0473 0.0247 0.9640

ISMOTE 0.9318 0.9478 0.9158 0.9186 0.0842 0.0522 0.9318

SL-SMOTE 0.9084 0.7990 0.9327 0.7259 0.0673 0.2010 0.8659

CE-SMOTE 0.9657 0.9773 0.9541 0.9552 0.0459 0.0227 0.9657

CURE-SMOTE 0.9765 0.9798 0.9732 0.9734 0.0268 0.0202 0.9765

SMOTE-D 0.9764 0.9773 0.9755 0.9755 0.0245 0.0227 0.9764

SDSMOTE 0.9548 0.9680 0.9415 0.9430 0.0585 0.0320 0.9547

G-SMOTE 0.9682 0.9832 0.9532 0.9546 0.0468 0.0168 0.9682

SMOTE-Cosine 0.9582 0.9673 0.9491 0.9500 0.0509 0.0327 0.9582

SMOTE-OUT 0.9565 0.9611 0.9520 0.9524 0.0480 0.0389 0.9566

Selected-SMOTE 0.9636 0.9756 0.9515 0.9527 0.0485 0.0244 0.9636

Gaussian-SMOTE 0.9728 0.9747 0.9709 0.9711 0.0291 0.0253 0.9728

SN-SMOTE 0.9577 0.9709 0.9445 0.9460 0.0555 0.0291 0.9577

LLE-SMOTE 0.9716 0.9765 0.9667 0.9670 0.0333 0.0235 0.9716

Cluster-SMOTE 0.9628 0.9783 0.9473 0.9489 0.0527 0.0217 0.9628

SMOTE-IPF 0.9552 0.9694 0.9411 0.9427 0.0589 0.0306 0.9553

AND-SMOTE 0.9717 0.9815 0.9620 0.9627 0.0380 0.0185 0.9718

LN-SMOTE 0.9532 0.3000 0.9750 0.2918 0.0250 0.7000 0.6375

SMOTE-PSO 0.9497 0.8068 0.9688 0.7750 0.0312 0.1932 0.8878

NT-SMOTE 0.9612 0.9688 0.9536 0.9544 0.0464 0.0312 0.9612

SMOTE-RSB∗ 0.9505 0.3441 0.9711 0.2895 0.0289 0.6559 0.6576

Distance-SMOTE 0.9711 0.9765 0.9656 0.9660 0.0344 0.0235 0.9710

MWMOTE 0.9510 0.9601 0.9418 0.9429 0.0582 0.0399 0.9509

LVQ-SMOTE 0.9743 0.9792 0.9694 0.9697 0.0306 0.0208 0.9743

ADOMS 0.9661 0.9758 0.9564 0.9572 0.0436 0.0242 0.9661

ANS 0.9503 0.9553 0.9453 0.9460 0.0547 0.0447 0.9503

AHC 0.9471 0.6079 0.9697 0.5765 0.0303 0.3921 0.7888

SPY 0.9478 0.2779 0.9704 0.2448 0.0296 0.7221 0.6241
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Table 8.5: The performance metrics values obtained by DT clas-
sifier applied to the Polish companies’ dataset after balancing
using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9848 0.9938 0.9758 0.9762 0.0242 0.0062 0.9848
SMOTE 0.9617 0.9733 0.9501 0.9512 0.0499 0.0267 0.9617

BL-SMOTE 0.9753 0.9869 0.9637 0.9645 0.0363 0.0131 0.9753

SMOTE-ENN 0.9682 0.9820 0.9524 0.9593 0.0476 0.0180 0.9672

SMOTE-Tomek 0.9639 0.9744 0.9533 0.9543 0.0467 0.0256 0.9639

SVM-SMOTE 0.9661 0.9641 0.9671 0.9338 0.0329 0.0359 0.9656

ADASYN 0.9630 0.9780 0.9478 0.9497 0.0522 0.0220 0.9629

MSMOTE 0.9776 0.9863 0.9689 0.9694 0.0311 0.0137 0.9776

ISMOTE 0.9461 0.9658 0.9264 0.9294 0.0736 0.0342 0.9461

SL-SMOTE 0.9535 0.8837 0.9637 0.7792 0.0363 0.1163 0.9237

CE-SMOTE 0.9687 0.2650 0.9833 0.2518 0.0167 0.7350 0.6241

CURE-SMOTE 0.9755 0.9808 0.9701 0.9705 0.0299 0.0192 0.9754

SMOTE-D 0.9832 0.9846 0.9817 0.9818 0.0183 0.0154 0.9831

SDSMOTE 0.9620 0.9745 0.9495 0.9507 0.0505 0.0255 0.9620

G-SMOTE 0.9770 0.9906 0.9634 0.9644 0.0366 0.0094 0.9770

SMOTE-Cosine 0.9595 0.9714 0.9475 0.9488 0.0525 0.0286 0.9595

SMOTE-OUT 0.9514 0.9630 0.9397 0.9412 0.0603 0.0370 0.9513

Selected-SMOTE 0.9627 0.9758 0.9497 0.9510 0.0503 0.0242 0.9627

Gaussian-SMOTE 0.9781 0.9793 0.9768 0.9769 0.0232 0.0207 0.9780

SN-SMOTE 0.9675 0.9799 0.9551 0.9562 0.0449 0.0201 0.9675

LLE-SMOTE 0.9817 0.9850 0.9785 0.9786 0.0215 0.0150 0.9818

Cluster-SMOTE 0.9742 0.9867 0.9617 0.9627 0.0383 0.0133 0.9742

SMOTE-IPF 0.9598 0.9737 0.9460 0.9476 0.0540 0.0263 0.9598

AND-SMOTE 0.9825 0.9886 0.9764 0.9767 0.0236 0.0114 0.9825

LN-SMOTE 0.9790 0.9874 0.9705 0.9710 0.0295 0.0126 0.9789

SMOTE-PSO 0.9607 0.7648 0.9769 0.7376 0.0231 0.2352 0.8709

NT-SMOTE 0.9676 0.9767 0.9586 0.9593 0.0414 0.0233 0.9677

SMOTE-RSB∗ 0.9660 0.2420 0.9816 0.2393 0.0184 0.7580 0.6118

Distance-SMOTE 0.9747 0.9858 0.9637 0.9645 0.0363 0.0142 0.9748

MWMOTE 0.9453 0.9515 0.9391 0.9399 0.0609 0.0485 0.9453

LVQ-SMOTE 0.9807 0.9840 0.9773 0.9775 0.0227 0.0160 0.9807

ADOMS 0.9647 0.9783 0.9512 0.9525 0.0488 0.0217 0.9647

ANS 0.9433 0.9509 0.9357 0.9367 0.0643 0.0491 0.9433

AHC 0.9577 0.4986 0.9766 0.4730 0.0234 0.5014 0.7376

SPY 0.9646 0.2552 0.9793 0.2013 0.0207 0.7448 0.6172



182 8 a novel data balancing technique : dbbi-smote (distance . .

Table 8.6: The performance metrics values obtained by DT classi-
fier applied to the US companies’ dataset after balancing using
DBBI-SMOTE and the other 33 balancing methods. The best
values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9956 0.9969 0.9943 0.9944 0.0057 0.0031 0.9956
SMOTE 0.9830 0.9902 0.9757 0.9761 0.0243 0.0098 0.9829

BL-SMOTE 0.9935 0.9955 0.9915 0.9916 0.0085 0.0045 0.9935

SMOTE-ENN 0.9860 0.9922 0.9796 0.9805 0.0204 0.0078 0.9859

SMOTE-Tomek 0.9827 0.9906 0.9747 0.9751 0.0253 0.0094 0.9827

SVM-SMOTE 0.9921 0.9952 0.9890 0.9890 0.0110 0.0048 0.9921

ADASYN 0.9827 0.9903 0.9751 0.9754 0.0249 0.0097 0.9827

MSMOTE 0.9937 0.9954 0.9920 0.9920 0.0080 0.0046 0.9937

ISMOTE 0.9791 0.9890 0.9693 0.9699 0.0307 0.0110 0.9791

SL-SMOTE 0.9885 0.7685 0.9935 0.7265 0.0065 0.2315 0.8810

CE-SMOTE 0.9897 0.1793 0.9946 0.1613 0.0054 0.8207 0.5869

CURE-SMOTE 0.9915 0.9946 0.9885 0.9885 0.0115 0.0054 0.9916

SMOTE-D 0.9937 0.9939 0.9936 0.9936 0.0064 0.0061 0.9938

SDSMOTE 0.9826 0.9901 0.9750 0.9754 0.0250 0.0099 0.9826

G-SMOTE 0.9911 0.9962 0.9860 0.9861 0.0140 0.0038 0.9911

SMOTE-Cosine 0.9810 0.9871 0.9748 0.9751 0.0252 0.0129 0.9809

SMOTE-OUT 0.9796 0.9862 0.9730 0.9734 0.0270 0.0138 0.9796

Selected-SMOTE 0.9827 0.9902 0.9752 0.9755 0.0248 0.0098 0.9827

Gaussian-SMOTE 0.9937 0.9938 0.9935 0.9935 0.0065 0.0062 0.9937

SN-SMOTE 0.9859 0.9928 0.9790 0.9793 0.0210 0.0072 0.9859

LLE-SMOTE 0.9939 0.9950 0.9928 0.9929 0.0072 0.0050 0.9939

Cluster-SMOTE 0.9892 0.9952 0.9831 0.9833 0.0169 0.0048 0.9891

SMOTE-IPF 0.9828 0.9903 0.9753 0.9757 0.0247 0.0097 0.9828

AND-SMOTE 0.9947 0.9960 0.9934 0.9934 0.0066 0.0040 0.9947

LN-SMOTE 0.9891 0.1754 0.9940 0.1486 0.0060 0.8246 0.5847

SMOTE-PSO 0.9862 0.7176 0.9917 0.6384 0.0083 0.2824 0.8547

NT-SMOTE 0.9854 0.9900 0.9807 0.9809 0.0193 0.0100 0.9853

Distance-SMOTE 0.9912 0.9961 0.9863 0.9864 0.0137 0.0039 0.9912

MWMOTE 0.9689 0.9701 0.9677 0.9678 0.0323 0.0299 0.9689

LVQ-SMOTE 0.9944 0.9950 0.9938 0.9939 0.0062 0.0050 0.9944

ADOMS 0.9863 0.9937 0.9788 0.9791 0.0212 0.0063 0.9863

ANS 0.9667 0.9681 0.9652 0.9653 0.0348 0.0319 0.9667

AHC 0.9855 0.4001 0.9926 0.3990 0.0074 0.5999 0.6964

SPY 0.9889 0.1810 0.9941 0.1639 0.0059 0.8190 0.5876
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8.4.3.2 Evaluate the Performance of DBBI-SMOTE compared to sev-
eral balancing methods using NB classifier.

In this experiment, DBBI-SMOTE and the other 34 resampling
methods have been used as a prepossessing stage to prepare
the Spanish, Taiwanese, Polish and US companies’ datasets be-
fore utilizing it to train the NB classifier. Thus, with respect to
the Spanish companies dataset, as stated in Table 8.7, the best
evaluation metrics values are not tied with a specific balancing
method combined with NB classifier. However, the conjunction of
CE-SMOTE with NB yielded the highest accuracy and AUC. The
combination of MWMOTE and NB obtained the best results re-
garding predicting the minority instances (bankrupt companies)
according to the recall and Type II error metrics values, whereas
SMOTE-D shows the best performance in predicting the majority
instances (solvent companies) as stated in specificity and type I
error. Besides, despite that the DBBI-SMOTE doesn’t obtain the
best results in each evaluation metric, it outperforms 13 other
balancing methods in predicting the minority class instances
(bankrupt companies); DBBI-SMOTE is not the worst resampling
method to combine with NB classifier.

Moreover, also in the Taiwanese companies’ dataset, as stated
in Table 8.8, the combination of SMOTE-D with NB classifier
shows the highest performance in determining the majority class
instances (solvent companies) according to the specificity and type
I error. Also, the same combination obtained the best accuracy,
precision and AUC evaluation metrics values. On the other hand,
AND-SMOTE yields the best results in determining the minority
class instances (bankrupt companies) as stated in the recall and
type II error values. Besides, also in the Taiwanese dataset, DBBI-
SMOTE is not the worst resampling approach to combine with
NB classifier to process the Taiwanese companies’ dataset; it out-
performs 29 other balancing methods in predicting the minority
class instances (bankrupt companies).

With respect to the Polish companies dataset, as shown in Ta-
ble 8.9, the combination of NB classifier with SMOTE-D yields
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the best performance in predicting the majority class instances
(solvent companies). It obtains the best accuracy, precision, AUC,
specificity and type I error, whereas LVQ-SMOTE shows the highest
performance in predicting the minority class instances (bankrupt
companies) according to the recall and type I error. On the other
hand, DBBI-SMOTE outperforms 25 balancing method in recog-
nizing the minority class instances (bankrupt companies).

Finally, as stated in Table 8.10, the conjunction of NB with IS-
MOTE shows the optimum performance in predicting the major-
ity class instances (solvent companies) according to the specificity
and type I error evaluation metrics values in the US companies’
dataset. In addition, it obtains the best precision value. On the
other hand, LVQ-SMOTE yields the best performance in predict-
ing the minority class instances (bankrupt companies) as stated
in the recall and type II error values. The combination of Gaussian-
SMOTE with NB obtained the highest accuracy and AUC values.
Besides, DBBI-SMOTE outperformed other 28 balancing methods
in predicting the minority class instances (bankrupt companies).

Accordingly, as a firm conclusion, the NB classifier doesn’t
present a robust classification algorithm to process the finan-
cial datasets, its performance is the worst compared to the other
classifiers. In addition, DBBI-SMOTE is not the superior method
in predicting the minority or the majority classes instances com-
pared to the other balancing methods, but it is not the worst,
it outperforms a considerable number of balancing methods in
predicting the minority instances (bankrupt companies).
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Table 8.7: The performance metrics values obtained by NB clas-
sifier applied to the Spanish companies’ dataset after balancing
using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.5849 0.9946 0.1752 0.5467 0.8248 0.0054 0.5849

SMOTE 0.5935 0.9989 0.1881 0.5517 0.8119 0.0011 0.5935

BL-SMOTE 0.5978 0.9989 0.1966 0.5544 0.8034 0.0011 0.5978

SMOTEENN 0.6110 0.9977 0.1988 0.5705 0.8012 0.0023 0.5983

SMOTE-Tomek 0.5950 0.9993 0.1907 0.5526 0.8093 0.0007 0.5950

SVM-SMOTE 0.4802 0.9981 0.1902 0.4084 0.8098 0.0019 0.5941

ADASYN 0.6104 0.9977 0.1976 0.5700 0.8024 0.0023 0.5977

MSMOTE 0.5964 0.9946 0.1981 0.5538 0.8019 0.0054 0.5964

ISMOTE 0.8181 0.6517 0.9846 0.9773 0.0154 0.3483 0.8181

SL-SMOTE 0.1865 0.9892 0.1337 0.0699 0.8663 0.0108 0.5615

CE-SMOTE 0.9873 0.9807 0.9939 0.9939 0.0061 0.0193 0.9873
CURE-SMOTE 0.6815 0.9871 0.3758 0.6129 0.6242 0.0129 0.6815

SMOTE-D 0.9870 0.9789 0.9950 0.9949 0.0050 0.0211 0.9869

SDSMOTE 0.5937 0.9982 0.1891 0.5518 0.8109 0.0018 0.5937

G-SMOTE 0.6001 0.9989 0.2013 0.5557 0.7987 0.0011 0.6001

SMOTE-Cosine 0.5887 0.9921 0.1852 0.5491 0.8148 0.0079 0.5887

SMOTE-OUT 0.5872 0.9893 0.1852 0.5485 0.8148 0.0107 0.5872

Selected-SMOTE 0.5947 0.9982 0.1913 0.5525 0.8087 0.0018 0.5948

Gaussian-SMOTE 0.9322 0.9499 0.9145 0.9177 0.0855 0.0501 0.9322

SN-SMOTE 0.5926 0.9989 0.1863 0.5512 0.8137 0.0011 0.5926

LLE-SMOTE 0.6816 0.4401 0.9231 0.8539 0.0769 0.5599 0.6816

Cluster-SMOTE 0.6073 0.9907 0.2238 0.5608 0.7762 0.0093 0.6073

SMOTE-IPF 0.5922 0.9968 0.1877 0.5511 0.8123 0.0032 0.5923

AND-SMOTE 0.6085 0.9993 0.2178 0.5611 0.7822 0.0007 0.6085

LN-SMOTE 0.5787 0.9875 0.1699 0.5435 0.8301 0.0125 0.5787

SMOTE-PSO 0.2240 0.9960 0.1555 0.0947 0.8445 0.0040 0.5757

NT-SMOTE 0.5951 0.9971 0.1930 0.5528 0.8070 0.0029 0.5950

SMOTE-RSB∗ 0.1996 0.9429 0.1813 0.0276 0.8187 0.0571 0.5621

Distance-SMOTE 0.6099 0.9986 0.2213 0.5619 0.7787 0.0014 0.6099

MWMOTE 0.6058 1.0 0.2117 0.5593 0.7883 0.0 0.6058

LVQ-SMOTE 0.6598 0.9971 0.3225 0.5956 0.6775 0.0029 0.6598

ADOMS 0.5842 0.9975 0.1709 0.5462 0.8291 0.0025 0.5842

ANS 0.6037 0.9996 0.2077 0.5580 0.7923 0.0004 0.6037

AHC 0.2322 0.9750 0.1995 0.0509 0.8005 0.0250 0.5873

SPY 0.2001 0.9548 0.1819 0.0273 0.8181 0.0452 0.5684
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Table 8.8: The performance metrics values obtained by NB classi-
fier applied to the Taiwanese companies’ dataset after balancing
using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray..

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.6649 0.9865 0.3434 0.6010 0.6566 0.0135 0.6650

SMOTE 0.6972 0.9620 0.4325 0.6317 0.5675 0.0380 0.6972

BL-SMOTE 0.6718 0.9751 0.3684 0.6077 0.6316 0.0249 0.6717

SMOTEENN 0.8510 0.9222 0.7690 0.8229 0.2310 0.0778 0.8456

SMOTE-Tomek 0.7100 0.9634 0.4565 0.6406 0.5435 0.0366 0.7100

SVM-SMOTE 0.5538 0.9753 0.4064 0.3667 0.5936 0.0247 0.6908

ADASYN 0.7052 0.9592 0.4542 0.6380 0.5458 0.0408 0.7067

MSMOTE 0.5916 0.9877 0.1955 0.5514 0.8045 0.0123 0.5916

ISMOTE 0.7532 0.5434 0.9630 0.9351 0.0370 0.4566 0.7532

SL-SMOTE 0.2712 0.9796 0.1136 0.1975 0.8864 0.0204 0.5466

CE-SMOTE 0.6615 0.9882 0.3347 0.5986 0.6653 0.0118 0.6614

CURE-SMOTE 0.7393 0.9694 0.5092 0.6658 0.4908 0.0306 0.7393

SMOTE-D 0.9819 0.9684 0.9955 0.9953 0.0045 0.0316 0.9820
SDSMOTE 0.7027 0.9617 0.4437 0.6352 0.5563 0.0383 0.7027

G-SMOTE 0.7075 0.9644 0.4507 0.6406 0.5493 0.0356 0.7076

SMOTE-Cosine 0.6833 0.9597 0.4069 0.6194 0.5931 0.0403 0.6833

SMOTE-OUT 0.6801 0.9604 0.3997 0.6159 0.6003 0.0396 0.6801

Selected-SMOTE 0.7200 0.9601 0.4799 0.6508 0.5201 0.0399 0.7200

Gaussian-SMOTE 0.9736 0.9744 0.9727 0.9728 0.0273 0.0256 0.9736

SN-SMOTE 0.6993 0.9629 0.4357 0.6323 0.5643 0.0371 0.6993

LLE-SMOTE 0.8771 0.9933 0.7609 0.8064 0.2391 0.0067 0.8771

Cluster-SMOTE 0.7078 0.9633 0.4523 0.6388 0.5477 0.0367 0.7078

SMOTE-IPF 0.7004 0.9614 0.4395 0.6340 0.5605 0.0386 0.7005

AND-SMOTE 0.6876 0.9961 0.3791 0.6166 0.6209 0.0039 0.6876

LN-SMOTE 0.5579 0.8682 0.5475 0.0780 0.4525 0.1318 0.7078

SMOTE-PSO 0.9045 0.6193 0.9426 0.5923 0.0574 0.3807 0.7810

NT-SMOTE 0.6980 0.9755 0.4205 0.6287 0.5795 0.0245 0.6980

SMOTE-RSB∗ 0.5943 0.8883 0.5843 0.0812 0.4157 0.1117 0.7363

Distance-SMOTE 0.7470 0.9720 0.5220 0.6715 0.4780 0.0280 0.7470

MWMOTE 0.7218 0.9701 0.4736 0.6527 0.5264 0.0299 0.7218

LVQ-SMOTE 0.6668 0.9971 0.3364 0.6008 0.6636 0.0029 0.6667

ADOMS 0.7062 0.9636 0.4488 0.6405 0.5512 0.0364 0.7062

ANS 0.6971 0.9733 0.4208 0.6315 0.5792 0.0267 0.6971

AHC 0.5493 0.9430 0.5231 0.1180 0.4769 0.0570 0.7330

SPY 0.5950 0.8743 0.5856 0.0807 0.4144 0.1257 0.7299



8 .4 experiments and analysis 187

Table 8.9: The performance metrics values obtained by NB clas-
sifier applied to the Polish companies’ dataset after balancing
using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.5624 0.9638 0.1611 0.5346 0.8389 0.0362 0.5625

SMOTE 0.5485 0.9553 0.1418 0.5268 0.8582 0.0447 0.5485

Borderline 0.5754 0.9707 0.1802 0.5421 0.8198 0.0293 0.5755

SMOTE-ENN 0.5761 0.9581 0.1406 0.5597 0.8594 0.0419 0.5494

SMOTE-Tomek 0.5491 0.9564 0.1418 0.5271 0.8582 0.0436 0.5491

SVM-SMOTE 0.4321 0.9694 0.1739 0.3606 0.8261 0.0306 0.5716

ADASYN 0.5488 0.9533 0.1416 0.5278 0.8584 0.0467 0.5474

kmeans 0.8707 0.9842 0.7572 0.8024 0.2428 0.0158 0.8707

MSMOTE 0.5613 0.9746 0.1481 0.5336 0.8519 0.0254 0.5614

ISMOTE 0.6658 0.4160 0.9156 0.8325 0.0844 0.5840 0.6658

SL-SMOTE 0.2437 0.9774 0.1375 0.1409 0.8625 0.0226 0.5575

CE-SMOTE 0.1245 0.9210 0.1080 0.0209 0.8920 0.0790 0.5145

CURE-SMOTE 0.6314 0.9672 0.2955 0.5786 0.7045 0.0328 0.6313

SMOTE-D 0.9890 0.9792 0.9989 0.9989 0.0011 0.0208 0.9890
SDSMOTE 0.5471 0.9536 0.1407 0.5260 0.8593 0.0464 0.5472

G-SMOTE 0.5544 0.9588 0.1499 0.5301 0.8501 0.0412 0.5544

SMOTE-Cosine 0.5604 0.9573 0.1634 0.5337 0.8366 0.0427 0.5604

SMOTE-OUT 0.5583 0.9592 0.1575 0.5324 0.8425 0.0408 0.5584

Selected-SMOTE 0.5497 0.9561 0.1433 0.5274 0.8567 0.0439 0.5497

Gaussian-SMOTE 0.8533 0.8771 0.8295 0.8531 0.1705 0.1229 0.8533

SN-SMOTE 0.5413 0.9576 0.1249 0.5225 0.8751 0.0424 0.5413

LLE-SMOTE 0.6305 0.9915 0.2696 0.5759 0.7304 0.0085 0.6306

Cluster-SMOTE 0.5393 0.9537 0.1249 0.5215 0.8751 0.0463 0.5393

SMOTE-IPF 0.5485 0.9553 0.1417 0.5268 0.8583 0.0447 0.5485

AND-SMOTE 0.5771 0.9614 0.1928 0.5436 0.8072 0.0386 0.5771

LN-SMOTE 0.5486 0.9614 0.1359 0.5267 0.8641 0.0386 0.5486

SMOTE-PSO 0.1388 0.9372 0.0727 0.0773 0.9273 0.0628 0.5050

NT-SMOTE 0.5556 0.9585 0.1527 0.5308 0.8473 0.0415 0.5556

SMOTE-RSB∗ 0.1217 0.9290 0.1043 0.0218 0.8957 0.0710 0.5167

Distance-SMOTE 0.5556 0.9569 0.1542 0.5309 0.8458 0.0431 0.5555

MWMOTE 0.5529 0.9556 0.1501 0.5293 0.8499 0.0444 0.5529

LVQ-SMOTE 0.5406 0.9927 0.0885 0.5213 0.9115 0.0073 0.5406

ADOMS 0.5397 0.9544 0.1249 0.5217 0.8751 0.0456 0.5396

ANS 0.5882 0.9677 0.2086 0.5502 0.7914 0.0323 0.5881

AHC 0.1615 0.9432 0.1292 0.0429 0.8708 0.0568 0.5362

SPY 0.1241 0.9119 0.1078 0.0207 0.8922 0.0881 0.5099
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Table 8.10: The performance metrics values obtained by NB clas-
sifier applied to the US companies’ dataset after balancing using
DBBI-SMOTE and the other 33 balancing methods. The best
values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.5921 0.9797 0.2045 0.5519 0.7955 0.0203 0.5921

SMOTE 0.5204 0.9732 0.0676 0.5107 0.9324 0.0268 0.5204

BL-SMOTE 0.5955 0.9806 0.2104 0.5540 0.7896 0.0194 0.5955

SMOTE-ENN 0.5308 0.9747 0.0707 0.5208 0.9293 0.0253 0.5227

SMOTE-Tomek 0.5210 0.9736 0.0685 0.5110 0.9315 0.0264 0.5211

SVM-SMOTE 0.5988 0.9854 0.2123 0.5557 0.7877 0.0146 0.5988

ADASYN 0.5184 0.9718 0.0651 0.5097 0.9349 0.0282 0.5184

MSMOTE 0.5821 0.9740 0.1902 0.5460 0.8098 0.0260 0.5821

ISMOTE 0.6218 0.2712 0.9725 0.9078 0.0275 0.7288 0.6219

SL-SMOTE 0.1106 0.9672 0.0914 0.0234 0.9086 0.0328 0.5293

CE-SMOTE 0.0715 0.9624 0.0661 0.0062 0.9339 0.0376 0.5142

CURE-SMOTE 0.5571 0.9933 0.1210 0.5305 0.8790 0.0067 0.5572

SMOTE-D 0.4855 0.9385 0.0325 0.4924 0.9675 0.0615 0.4855

SDSMOTE 0.5210 0.9739 0.0681 0.5110 0.9319 0.0261 0.5210

G-SMOTE 0.5202 0.9740 0.0664 0.5106 0.9336 0.0260 0.5202

SMOTE-Cosine 0.5239 0.9734 0.0745 0.5126 0.9255 0.0266 0.5240

SMOTE-OUT 0.5232 0.9744 0.0720 0.5122 0.9280 0.0256 0.5232

Selected-SMOTE 0.5208 0.9743 0.0673 0.5109 0.9327 0.0257 0.5208

Gaussian-SMOTE 0.7685 0.6268 0.9101 0.8718 0.0899 0.3732 0.7685
SN-SMOTE 0.5186 0.9735 0.0637 0.5097 0.9363 0.0265 0.5186

LLE-SMOTE 0.5232 0.9582 0.0883 0.5124 0.9117 0.0418 0.5232

Cluster-SMOTE 0.5167 0.9719 0.0615 0.5087 0.9385 0.0281 0.5167

SMOTE-IPF 0.5197 0.9727 0.0667 0.5103 0.9333 0.0273 0.5197

AND-SMOTE 0.6191 0.9931 0.2451 0.5682 0.7549 0.0069 0.6191

LN-SMOTE 0.0719 0.9622 0.0665 0.0062 0.9335 0.0378 0.5144

SMOTE-PSO 0.0850 0.9735 0.0668 0.0209 0.9332 0.0265 0.5202

NT-SMOTE 0.5195 0.9730 0.0660 0.5102 0.9340 0.0270 0.5195

Distance-SMOTE 0.5209 0.9730 0.0688 0.5110 0.9312 0.0270 0.5209

MWMOTE 0.5500 0.9789 0.1211 0.5269 0.8789 0.0211 0.5500

LVQ-SMOTE 0.5287 0.9998 0.0575 0.5148 0.9425 0.0002 0.5287

ADOMS 0.5192 0.9725 0.0660 0.5101 0.9340 0.0275 0.5192

ANS 0.5422 0.9622 0.1222 0.5229 0.8778 0.0378 0.5422

AHC 0.0806 0.9731 0.0698 0.0125 0.9302 0.0269 0.5214

SPY 0.0727 0.9610 0.0671 0.0066 0.9329 0.0390 0.5141
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8.4.3.3 Evaluate the Performance of DBBI-SMOTE compared to sev-
eral balancing methods using RF classifier.

Also in this experiment, in order to evaluate the performance of
the new proposed balancing technique (DBBI-SMOTE), we have
used it to prepare four datasets before using them to train one
of the very high-performance classifiers (i.e., RF). In addition, as
in the previous experiments, the performance of DBBI-SMOTE
will be compared to the other 34 balancing methods according to
several evaluation metrics values. Thus, regarding the Spanish
companies’ dataset, as shown in Table 8.11, the conjunction of
SMOTE-ENN and ADASYN with RF is the superior approach
in determining the minority instances (bankrupt companies),
both of them obtains the best recall and type II error. SMOTE-
ENN obtains the best accuracy and AUC as well. On the other
hand, the combination of RF with SMOTE-D yields the optimum
performance regarding the majority class mispredicting (solvent
companies) as stated in the specificity and type I error metrics
values. DBBI-SMOTE obtains very close values to the superior
combinations.

With respect to the Taiwanese companies’ dataset, as shown in
Table 8.12, as with the Spanish companies’ dataset, the combi-
nation of SMOTE-ENN with RF yields the highest performance
in the minority class instances predicting and mispredicting as
stated in the recall and type II error. The same combination ob-
tains the highest accuracy and AUC as well. The combinations of
CURE-SMOTE and SMOTE-RSB∗ with RF shows the optimum
performance in the majority class instances predicting and mis-
predicting. These combinations obtained the highest specificity
and the lowest type I error, whereas CURE-SMOTE obtained the
best precision. Also in this dataset, the results of the DBBI-SMOTE
is very close to the superior combinations in determining the
minority and majority classes instances.

Moreover, referring to the Polish companies dataset, Table 8.13

shows the results of the conjunction of DBBI-SMOTE with RF,
and the results of the remaining 34 approaches. Thus, as it can
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be seen in the table, the approach of the DBBI-SMOTE obtained
the best accuracy and AUC metrics values. The combination of
SMOTE-ENN with RF yields the best performance in predicting
the minority class instances (bankrupt companies) as stated in
the recall and type II error. Nevertheless, the combinations CE-
SMOTE and SMOTE-D with RF return the best performance in
determining the majority class instances (solvent companies).

Besides, concerning the US companies dataset, DBBI-SMOTE out-
comes the highest accuracy and AUC metrics values, whereas the
combination of RF and ADOMS shows the highest performance
in determining the minority class instances (bankrupt compa-
nies). In addition, CE-SMOTE returns the best performance in
predicting the majority instances.

However, DBBI-SMOTE shows very high performance in prepar-
ing the four extremely imbalanced datasets as a preprocessing
stage of RF classifier training.
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Table 8.11: The performance metrics values obtained by RF clas-
sifier applied to the Spanish companies’ dataset after balancing
using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9954 0.9921 0.9986 0.9986 0.0014 0.0079 0.9953

SMOTE 0.9968 0.9979 0.9957 0.9957 0.0043 0.0021 0.9968

BL-SMOTE 0.9964 0.9961 0.9968 0.9968 0.0032 0.0039 0.9965

SVM-SMOTE 0.9947 0.9930 0.9957 0.9924 0.0043 0.0070 0.9944

ADASYN 0.9971 0.9989 0.9952 0.9955 0.0048 0.0011 0.9970

SMOTE-NC 0.9955 0.9982 0.9928 0.9929 0.0072 0.0018 0.9955

SMOTE-Tomek 0.9967 0.9986 0.9949 0.9950 0.0051 0.0014 0.9968

SMOTE-ENN 0.9979 0.9989 0.9968 0.9970 0.0032 0.0011 0.9979
MSMOTE 0.9918 0.9882 0.9954 0.9953 0.0046 0.0118 0.9918

ISMOTE 0.9937 0.9958 0.9916 0.9917 0.0084 0.0042 0.9937

SL-SMOTE 0.9822 0.7553 0.9971 0.9456 0.0029 0.2447 0.8762

CE-SMOTE 0.9918 0.9843 0.9993 0.9993 0.0007 0.0157 0.9918

CURE-SMOTE 0.9918 0.9850 0.9986 0.9986 0.0014 0.0150 0.9918

SMOTE-D 0.9914 0.9832 0.9996 0.9996 0.0004 0.0168 0.9914

SDSMOTE 0.9968 0.9986 0.9950 0.9950 0.0050 0.0014 0.9968

G-SMOTE 0.9952 0.9939 0.9964 0.9964 0.0036 0.0061 0.9951

SMOTE-Cosine 0.9952 0.9954 0.9950 0.9950 0.0050 0.0046 0.9952

SMOTE-OUT 0.9966 0.9982 0.9950 0.9950 0.0050 0.0018 0.9966

Selected-SMOTE 0.9971 0.9982 0.9961 0.9961 0.0039 0.0018 0.9971

Gaussian-SMOTE 0.9914 0.9843 0.9986 0.9986 0.0014 0.0157 0.9914

SN-SMOTE 0.9962 0.9957 0.9968 0.9968 0.0032 0.0043 0.9963

LLE-SMOTE 0.9921 0.9846 0.9996 0.9996 0.0004 0.0154 0.9921

Cluster-SMOTE 0.9966 0.9975 0.9957 0.9957 0.0043 0.0025 0.9966

SMOTE-IPF 0.9970 0.9982 0.9957 0.9957 0.0043 0.0018 0.9970

AND-SMOTE 0.9941 0.9914 0.9968 0.9968 0.0032 0.0086 0.9941

LN-SMOTE 0.9945 0.9946 0.9943 0.9943 0.0057 0.0054 0.9945

SMOTE-PSO 0.9872 0.8673 0.9979 0.9739 0.0021 0.1327 0.9326

NT-SMOTE 0.9943 0.9907 0.9979 0.9979 0.0021 0.0093 0.9943

SMOTE-RSB∗ 0.9836 0.3429 0.9996 0.9000 0.0004 0.6571 0.6713

Distance-SMOTE 0.9929 0.9868 0.9989 0.9989 0.0011 0.0132 0.9929

MWMOTE 0.9955 0.9964 0.9946 0.9947 0.0054 0.0036 0.9955

LVQ-SMOTE 0.9918 0.9886 0.9950 0.9950 0.0050 0.0114 0.9918

ADOMS 0.9941 0.9911 0.9971 0.9971 0.0029 0.0089 0.9941

ANS 0.9945 0.9964 0.9925 0.9926 0.0075 0.0036 0.9945

AHC 0.9829 0.6179 0.9989 0.9625 0.0011 0.3821 0.8084

SPY 0.9822 0.2690 0.9993 0.9167 0.0007 0.7310 0.6341
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Table 8.12: The performance metrics values obtained by RF classi-
fier applied to the Taiwanese companies’ dataset after balancing
using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9895 0.9844 0.9945 0.9945 0.0055 0.0156 0.9895

SMOTE 0.9796 0.9799 0.9642 0.9653 0.0358 0.0050 0.9796

BL-SMOTE 0.9841 0.9918 0.9764 0.9768 0.0236 0.0082 0.9841

SVM-SMOTE 0.9745 0.9584 0.9801 0.9443 0.0199 0.0416 0.9692

ADASYN 0.9796 0.9966 0.9627 0.9636 0.0373 0.0034 0.9797

SMOTE-Tomek 0.9807 0.9968 0.9647 0.9658 0.0353 0.0032 0.9808

SMOTE-ENN 0.9906 0.9970 0.9834 0.9857 0.0166 0.0030 0.9902
MSMOTE 0.9817 0.9767 0.9868 0.9867 0.0132 0.0233 0.9818

ISMOTE 0.9639 0.9850 0.9428 0.9452 0.0572 0.0150 0.9639

SL-SMOTE 0.9486 0.7875 0.9844 0.9184 0.0156 0.2125 0.8860

CE-SMOTE 0.9839 0.9897 0.9780 0.9783 0.0220 0.0103 0.9839

CURE-SMOTE 0.9846 0.9723 0.9970 0.9969 0.0030 0.0277 0.9847

SMOTE-D 0.9838 0.9715 0.9961 0.9960 0.0039 0.0285 0.9838

SDSMOTE 0.9802 0.9958 0.9647 0.9658 0.0353 0.0042 0.9803

G-SMOTE 0.9855 0.9959 0.9751 0.9757 0.0249 0.0041 0.9855

SMOTE-Cosine 0.9800 0.9947 0.9653 0.9663 0.0347 0.0053 0.9800

SMOTE-OUT 0.9806 0.9950 0.9662 0.9672 0.0338 0.0050 0.9806

Selected-SMOTE 0.9823 0.9985 0.9662 0.9673 0.0338 0.0015 0.9824

Gaussian-SMOTE 0.9845 0.9726 0.9965 0.9964 0.0035 0.0274 0.9846

SN-SMOTE 0.9819 0.9970 0.9668 0.9678 0.0332 0.0030 0.9819

LLE-SMOTE 0.9845 0.9723 0.9967 0.9966 0.0033 0.0277 0.9845

Cluster-SMOTE 0.9840 0.9959 0.9721 0.9728 0.0279 0.0041 0.9840

SMOTE-IPF 0.9800 0.9961 0.9639 0.9651 0.0361 0.0039 0.9800

AND-SMOTE 0.9853 0.9838 0.9868 0.9868 0.0132 0.0162 0.9853

LN-SMOTE 0.9695 0.1682 0.9962 0.6337 0.0038 0.8318 0.5822

SMOTE-PSO 0.9675 0.8125 0.9882 0.9039 0.0118 0.1875 0.9003

NT-SMOTE 0.9827 0.9886 0.9768 0.9772 0.0232 0.0114 0.9827

SMOTE-RSB∗ 0.9700 0.1747 0.9970 0.6628 0.0030 0.8253 0.5858

Distance-SMOTE 0.9848 0.9820 0.9877 0.9877 0.0123 0.0180 0.9849

MWMOTE 0.9768 0.9908 0.9629 0.9639 0.0371 0.0092 0.9768

LVQ-SMOTE 0.9845 0.9751 0.9939 0.9938 0.0061 0.0249 0.9845

ADOMS 0.9844 0.9950 0.9738 0.9744 0.0262 0.0050 0.9844

ANS 0.9762 0.9903 0.9621 0.9632 0.0379 0.0097 0.9762

AHC 0.9656 0.5560 0.9929 0.8400 0.0071 0.4440 0.7745

SPY 0.9692 0.1802 0.9959 0.5846 0.0041 0.8198 0.5880
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Table 8.13: The performance metrics values obtained by RF clas-
sifier applied to the Polish companies’ dataset after balancing
using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9981 0.9986 0.9976 0.9976 0.0024 0.0014 0.9981
SMOTE 0.9932 0.9984 0.9880 0.9881 0.0120 0.0016 0.9932

BL-SMOTE 0.9935 0.9949 0.9920 0.9921 0.0080 0.0051 0.9934

SVM-SMOTE 0.9919 0.9858 0.9948 0.9891 0.0052 0.0142 0.9903

ADASYN 0.9930 0.9986 0.9874 0.9877 0.0126 0.0014 0.9930

SMOTE-Tomek 0.9933 0.9988 0.9878 0.9879 0.0122 0.0012 0.9933

SMOTE-ENN 0.9926 0.9992 0.9852 0.9871 0.0148 0.0008 0.9922

MSMOTE 0.9892 0.9862 0.9922 0.9922 0.0078 0.0138 0.9892

ISMOTE 0.9864 0.9932 0.9796 0.9799 0.0204 0.0068 0.9864

SL-SMOTE 0.9746 0.8610 0.9910 0.9332 0.0090 0.1390 0.9260

CE-SMOTE 0.9789 0.0095 0.9990 0.1000 0.0010 0.9905 0.5042

CURE-SMOTE 0.9920 0.9863 0.9978 0.9977 0.0022 0.0137 0.9920

SMOTE-D 0.9894 0.9798 0.9990 0.9990 0.0010 0.0202 0.9894

SDSMOTE 0.9922 0.9977 0.9868 0.9870 0.0132 0.0023 0.9923

G-SMOTE 0.9966 0.9986 0.9947 0.9947 0.0053 0.0014 0.9967

SMOTE-Cosine 0.9916 0.9970 0.9862 0.9864 0.0138 0.0030 0.9916

SMOTE-OUT 0.9905 0.9962 0.9847 0.9849 0.0153 0.0038 0.9905

Selected-SMOTE 0.9913 0.9968 0.9858 0.9860 0.0142 0.0032 0.9913

Gaussian-SMOTE 0.9890 0.9798 0.9983 0.9982 0.0017 0.0202 0.9890

SN-SMOTE 0.9938 0.9986 0.9891 0.9892 0.0109 0.0014 0.9939

LLE-SMOTE 0.9889 0.9795 0.9983 0.9982 0.0017 0.0205 0.9889

Cluster-SMOTE 0.9952 0.9981 0.9923 0.9924 0.0077 0.0019 0.9952

SMOTE-IPF 0.9918 0.9970 0.9865 0.9867 0.0135 0.0030 0.9918

AND-SMOTE 0.9927 0.9891 0.9963 0.9963 0.0037 0.0109 0.9927

LN-SMOTE 0.9936 0.9913 0.9959 0.9959 0.0041 0.0087 0.9936

SMOTE-PSO 0.9751 0.7057 0.9974 0.9583 0.0026 0.2943 0.8516

NT-SMOTE 0.9922 0.9941 0.9903 0.9903 0.0097 0.0059 0.9922

SMOTE-RSB∗ 0.9789 0.0569 0.9988 0.5167 0.0012 0.9431 0.5279

Distance-SMOTE 0.9926 0.9918 0.9934 0.9934 0.0066 0.0082 0.9926

MWMOTE 0.9811 0.9934 0.9689 0.9696 0.0311 0.0066 0.9811

LVQ-SMOTE 0.9890 0.9796 0.9985 0.9984 0.0015 0.0204 0.9890

ADOMS 0.9934 0.9973 0.9895 0.9896 0.0105 0.0027 0.9934

ANS 0.9790 0.9908 0.9672 0.9680 0.0328 0.0092 0.9790

AHC 0.9695 0.2618 0.9988 0.9039 0.0012 0.7382 0.6303

SPY 0.9790 0.0195 0.9989 0.1667 0.0011 0.9805 0.5092
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Table 8.14: The performance metrics values obtained by RF clas-
sifier applied to the US companies’ dataset after balancing using
DBBI-SMOTE and the other 33 balancing methods. The best
values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9980 0.9973 0.9987 0.9987 0.0013 0.0027 0.9980
SMOTE 0.9933 0.9994 0.9872 0.9873 0.0128 0.0006 0.9933

BL-SMOTE 0.9963 0.9963 0.9964 0.9964 0.0036 0.0037 0.9963

SMOTE-ENN 0.9948 0.9995 0.9898 0.9903 0.0102 0.0005 0.9947

SMOTE-Tomek 0.9933 0.9994 0.9872 0.9874 0.0128 0.0006 0.9933

SVM-SMOTE 0.9964 0.9978 0.9950 0.9950 0.0050 0.0022 0.9964

ADASYN 0.9933 0.9996 0.9871 0.9873 0.0129 0.0004 0.9933

MSMOTE 0.9963 0.9956 0.9970 0.9970 0.0030 0.0044 0.9963

ISMOTE 0.9912 0.9980 0.9845 0.9847 0.0155 0.0020 0.9912

SL-SMOTE 0.9939 0.7391 0.9996 0.9753 0.0004 0.2609 0.8694

CE-SMOTE 0.9940 0.0232 0.9999 0.5250 0.0001 0.9768 0.5115

CURE-SMOTE 0.9968 0.9958 0.9977 0.9977 0.0023 0.0042 0.9968

SMOTE-D 0.9968 0.9937 0.9998 0.9998 0.0002 0.0063 0.9968

SDSMOTE 0.9933 0.9994 0.9873 0.9875 0.0127 0.0006 0.9933

G-SMOTE 0.9970 0.9994 0.9945 0.9946 0.0055 0.0006 0.9970

SMOTE-Cosine 0.9932 0.9991 0.9873 0.9875 0.0127 0.0009 0.9932

SMOTE-OUT 0.9925 0.9991 0.9860 0.9862 0.0140 0.0009 0.9926

Selected-SMOTE 0.9932 0.9995 0.9869 0.9871 0.0131 0.0005 0.9932

Gaussian-SMOTE 0.9970 0.9941 0.9998 0.9998 0.0002 0.0059 0.9970

SN-SMOTE 0.9947 0.9995 0.9898 0.9899 0.0102 0.0005 0.9947

LLE-SMOTE 0.9966 0.9942 0.9990 0.9990 0.0010 0.0058 0.9966

Cluster-SMOTE 0.9961 0.9996 0.9926 0.9926 0.0074 0.0004 0.9961

SMOTE-IPF 0.9932 0.9994 0.9871 0.9872 0.0129 0.0006 0.9932

AND-SMOTE 0.9970 0.9962 0.9978 0.9978 0.0022 0.0038 0.9970

LN-SMOTE 0.9941 0.0340 0.9999 0.7217 0.0001 0.9660 0.5170

SMOTE-PSO 0.9935 0.7037 0.9994 0.9624 0.0006 0.2963 0.8516

NT-SMOTE 0.9948 0.9984 0.9912 0.9913 0.0088 0.0016 0.9948

Distance-SMOTE 0.9968 0.9992 0.9944 0.9944 0.0056 0.0008 0.9968

MWMOTE 0.9815 0.9885 0.9745 0.9749 0.0255 0.0115 0.9815

LVQ-SMOTE 0.9970 0.9941 0.9999 0.9999 0.0001 0.0059 0.9970

ADOMS 0.9956 0.9997 0.9915 0.9916 0.0085 0.0003 0.9956

ANS 0.9825 0.9904 0.9745 0.9749 0.0255 0.0096 0.9825

AHC 0.9907 0.2663 0.9994 0.8458 0.0006 0.7337 0.6328

SPY 0.9937 0.0491 0.9998 0.5745 0.0002 0.9509 0.5244
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8.4.3.4 Evaluate the Performance of DBBI-SMOTE compared to sev-
eral balancing methods using KNN classifier.

In this experiment, the KNN classifier is considered as an en-
semble method and used to discuss the impact of the proposed
balancing technique (DBBI-SMOTE) on the classifier compared
to the other 34 balancing methods. Thus, as stated in Table 8.15,
DBBI-SMOTE leads the KNN classifier to obtain the highest
accuracy and AUC metric value compared to the other balanc-
ing methods used to balance the Spanish companies’ dataset.
This means that the combination of DBBI-SMOTE and KNN
yields better overall performance in predicting the minority in-
stances(bankrupt companies) and the majority instances (sol-
vent companies) compared to the other combination. Neverthe-
less, SMOTE, ADASYN, SMOTE-Tomek, SMOTE-ENN, ISMOTE,
SDSMOTE, G-SMOTE, SMOTE-Cosine, SMOTE-OUT, Selected-
SMOTE, Cluster-SMOTE Distance-SMOTE and ADOMS show
very high performance in determining the minority instances
(bankrupt companies) as stated in the recall and type II error met-
rics values; these balancing methods lead KNN to determine
100% of the minority class instances. But, this high performance
comes at the expense of the other class instances prediction. The
combination of SMOTE-D with KNN yields the best performance
in determining the majority instances as stated in the specificity
and recall metrics values.

Moreover, Table 8.16 shows the evaluation metrics values ob-
tained by the combinations of KNN with DBBI-SMOTE and
the other 34 balancing methods that applied to the Taiwanese
companies’ dataset individually. As it can be seen in the Table,
DBBI-SMOTE leads KNN to the optimum performance in de-
termining the minority instances. It obtains the highest overall
accuracy and recall, and the lowest type II error metric value. How-
ever, the combinations of SMOTE, SMOTE Tomek, SMOTE-ENN,
SDSMOTE and SNSMOTE with KNN show high performance
in predicting the minority class instances as stated in the recall
and type II error. On the other hand, SMOTE-D shows the lowest
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minority instances (solvent companies) misprediction. It obtains
the lowest type I error and the highest specificity metric values.

In addition, also in the Polish companies dataset, the conjunction
of DBBI-SMOTE with KNN classifier shows the highest overall
performance in predicting and mispredicting the majority and the
minority classes instances. As shown in Table 8.17, DBBI-SMOTE
obtains the best accuracy, precision and AUC evaluation metrics
values. G-SMOTE, Cluster-SMOTE, NT-SMOTE and Distance-
SMOTE lead KNN to the best performance in determining the
minority instances as stated in the recall and type II error met-
rics values. All of these combinations determined 100% of the
minority instances. On the other side, the combination of SPY
with KNN shows the best performance in predicting the majority
instances as shown in the specificity and type I error metrics value,
but at the expense of the other class. This combination shows
very low performance in predicting the minority instances, this
means that it is an extremely unreliable balancing method to
process the Polish companies dataset.

Furthermore, also in the US companies dataset, the conjunction
of DBBI-SMOTE with KNN yields the best overall performance
in determining the minority and the majority class instances. As
it can be seen in Table 8.18, the combination of DBBI-SMOTE and
KNN classifier obtains the best accuracy and AUC metrics values.
CE-SMOTE and LN-SMOTE show the highest performance in
predicting the majority instances (solvent companies) according
to the specificity and type I error metrics values. Both of them
determine 100% of the majority instances. Whereas the combi-
nation of ISMOTE with KNN shows the highest performance in
predicting the minority instances as stated in the recall and type
II error metrics values.

In summary, DBBI-SMOTE leads the KNN classifier to achieve
the best overall performance in determining the minority and
the majority classes instances in the Spanish, Taiwanese, Polish
and the US companies dataset.
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Table 8.15: The performance metrics values obtained by KNN
classifier applied to the Spanish companies’ dataset after balanc-
ing using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9891 0.9818 0.9964 0.9964 0.0036 0.0182 0.9891
SMOTE 0.9753 1.0 0.9507 0.9531 0.0493 0.0 0.9753

BL-SMOTE 0.9793 0.9986 0.9600 0.9617 0.0400 0.0014 0.9793

SVM-SMOTE 0.9704 0.9955 0.9564 0.9277 0.0436 0.0045 0.9760

ADASYN 0.9833 1.0 0.9655 0.9687 0.0345 0.0 0.9828

SMOTE-NC 0.9703 0.9950 0.9456 0.9484 0.0544 0.0050 0.9703

SMOTE-Tomek 0.9762 1.0 0.9523 0.9547 0.0477 0.0 0.9762

SMOTE-ENN 0.9835 1.0 0.9659 0.9691 0.0341 0.0 0.9829

MSMOTE 0.9809 0.9928 0.9689 0.9698 0.0311 0.0072 0.9808

ISMOTE 0.9755 1.0 0.9510 0.9536 0.0490 0.0 0.9755

SL-SMOTE 0.9708 0.6901 0.9893 0.8197 0.0107 0.3099 0.8397

CE-SMOTE 0.9864 0.9936 0.9793 0.9796 0.0207 0.0064 0.9865

CURE-SMOTE 0.9852 0.9950 0.9753 0.9759 0.0247 0.0050 0.9851

SMOTE-D 0.9887 0.9800 0.9975 0.9975 0.0025 0.0200 0.9888

SDSMOTE 0.9757 1.0 0.9514 0.9538 0.0486 0.0 0.9757

G-SMOTE 0.9802 1.0 0.9603 0.9619 0.0397 0.0 0.9802

SMOTE-Cosine 0.9775 1.0 0.9550 0.9570 0.0450 0.0 0.9775

SMOTE-OUT 0.9768 1.0 0.9535 0.9557 0.0465 0.0 0.9768

Selected-SMOTE 0.9759 1.0 0.9517 0.9541 0.0483 0.0 0.9758

Gaussian-SMOTE 0.6893 0.3886 0.9900 0.9749 0.0100 0.6114 0.6893

SN-SMOTE 0.9787 0.9996 0.9578 0.9596 0.0422 0.0004 0.9787

LLE-SMOTE 0.9886 0.9843 0.9928 0.9928 0.0072 0.0157 0.9886

Cluster-SMOTE 0.9785 1.0 0.9571 0.9589 0.0429 0.0 0.9786

SMOTE-IPF 0.9757 0.9996 0.9517 0.9540 0.0483 0.0004 0.9757

AND-SMOTE 0.9861 0.9929 0.9793 0.9796 0.0207 0.0071 0.9861

LN-SMOTE 0.9825 0.9939 0.9710 0.9718 0.0290 0.0061 0.9825

SMOTE-PSO 0.9642 0.8753 0.9721 0.7433 0.0279 0.1247 0.9237

NT-SMOTE 0.9777 0.9993 0.9560 0.9580 0.0440 0.0007 0.9776

SMOTE-RSB∗ 0.9777 0.1905 0.9971 0.6867 0.0029 0.8095 0.5938

Distance-SMOTE 0.9809 1.0 0.9618 0.9632 0.0382 0.0 0.9809

MWMOTE 0.9755 0.9989 0.9521 0.9544 0.0479 0.0011 0.9755

LVQ-SMOTE 0.9868 0.9828 0.9907 0.9906 0.0093 0.0172 0.9868

ADOMS 0.9771 1.0 0.9542 0.9563 0.0458 0.0 0.9771

ANS 0.9787 0.9968 0.9607 0.9622 0.0393 0.0032 0.9788

AHC 0.9774 0.6346 0.9925 0.7946 0.0075 0.3654 0.8135

SPY 0.9773 0.1286 0.9975 0.4667 0.0025 0.8714 0.5631
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Table 8.16: The performance metrics values obtained by KNN
classifier applied to the Taiwanese companies’ dataset after bal-
ancing using DBBI-SMOTE and the other 34 balancing methods.
The best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9845 1.0 0.9668 0.9714 0.0332 0.0 0.9834

SMOTE 0.9478 1.0 0.8956 0.9056 0.1044 0.0 0.9478

BL-SMOTE 0.9565 0.9965 0.9165 0.9227 0.0835 0.0035 0.9565

SVM-SMOTE 0.9512 0.9783 0.9417 0.8547 0.0583 0.0217 0.9600

ADASYN 0.9467 0.9998 0.8941 0.9032 0.1059 0.0002 0.9469

SMOTE-Tomek 0.9481 1.0 0.8963 0.9060 0.1037 0.0 0.9482

SMOTE-ENN 0.9843 1.0 0.9665 0.9714 0.0335 0.0 0.9832

MSMOTE 0.9617 0.9853 0.9380 0.9410 0.0620 0.0147 0.9616

ISMOTE 0.9207 0.9903 0.8510 0.8699 0.1490 0.0097 0.9206

SL-SMOTE 0.9239 0.8535 0.9395 0.7588 0.0605 0.1465 0.8965

CE-SMOTE 0.9625 0.9911 0.9339 0.9376 0.0661 0.0089 0.9625

CURE-SMOTE 0.9576 0.9976 0.9177 0.9238 0.0823 0.0024 0.9577

SMOTE-D 0.9830 0.9678 0.9983 0.9983 0.0017 0.0322 0.9830

SDSMOTE 0.9479 1.0 0.8959 0.9058 0.1041 0.0 0.9480

G-SMOTE 0.9567 0.9994 0.9139 0.9208 0.0861 0.0006 0.9567

SMOTE-Cosine 0.9501 0.9995 0.9007 0.9097 0.0993 0.0005 0.9501

SMOTE-OUT 0.9520 0.9998 0.9042 0.9127 0.0958 0.0002 0.9520

Selected-SMOTE 0.9513 0.9997 0.9029 0.9115 0.0971 0.0003 0.9513

Gaussian-SMOTE 0.6481 0.3067 0.9895 0.9669 0.0105 0.6933 0.6481

SN-SMOTE 0.9512 1.0 0.9024 0.9112 0.0976 0.0 0.9512

LLE-SMOTE 0.9798 0.9820 0.9776 0.9777 0.0224 0.0180 0.9798

Cluster-SMOTE 0.9532 0.9998 0.9065 0.9146 0.0935 0.0002 0.9531

SMOTE-IPF 0.9476 0.9997 0.8956 0.9055 0.1044 0.0003 0.9476

AND-SMOTE 0.9734 0.9867 0.9601 0.9612 0.0399 0.0133 0.9734

LN-SMOTE 0.9691 0.2000 0.9947 0.5758 0.0053 0.8000 0.5974

SMOTE-PSO 0.9535 0.7182 0.9848 0.8635 0.0152 0.2818 0.8515

NT-SMOTE 0.9530 0.9992 0.9068 0.9148 0.0932 0.0008 0.9530

SMOTE-RSB∗ 0.9678 0.2237 0.9930 0.5519 0.0070 0.7763 0.6083

Distance-SMOTE 0.9558 0.9998 0.9117 0.9189 0.0883 0.0002 0.9557

MWMOTE 0.9492 0.9985 0.9000 0.9090 0.1000 0.0015 0.9493

LVQ-SMOTE 0.9842 0.9770 0.9914 0.9912 0.0086 0.0230 0.9842

ADOMS 0.9589 0.9998 0.9180 0.9244 0.0820 0.0002 0.9589

ANS 0.9526 0.9974 0.9077 0.9154 0.0923 0.0026 0.9526

AHC 0.9609 0.6765 0.9798 0.6909 0.0202 0.3235 0.8281

SPY 0.9676 0.2107 0.9932 0.5218 0.0068 0.7893 0.6019



8 .4 experiments and analysis 199

Table 8.17: The performance metrics values obtained by KNN
classifier applied to the Polish companies’ dataset after balancing
using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9892 0.9793 0.9992 0.9992 0.0008 0.0207 0.9892
SMOTE 0.9455 0.9997 0.8914 0.9020 0.1086 0.0003 0.9456

BL-SMOTE 0.9649 0.9959 0.9340 0.9379 0.0660 0.0041 0.9649

SVM-SMOTE 0.9566 0.9904 0.9403 0.8886 0.0597 0.0096 0.9653

ADASYN 0.9448 0.9997 0.8895 0.9011 0.1105 0.0003 0.9446

SMOTE-Tomek 0.9453 0.9992 0.8915 0.9022 0.1085 0.0008 0.9453

SMOTE-ENN 0.9788 0.9999 0.9546 0.9618 0.0454 0.0001 0.9772

MSMOTE 0.9786 0.9890 0.9682 0.9688 0.0318 0.0110 0.9786

ISMOTE 0.9388 0.9986 0.8790 0.8922 0.1210 0.0014 0.9388

SL-SMOTE 0.9585 0.8850 0.9692 0.8061 0.0308 0.1150 0.9271

CE-SMOTE 0.9792 0.0050 0.9994 0.1000 0.0006 0.9950 0.5022

CURE-SMOTE 0.9583 0.9967 0.9199 0.9256 0.0801 0.0033 0.9583

SMOTE-D 0.9754 0.9965 0.9543 0.9562 0.0457 0.0035 0.9754

SDSMOTE 0.9444 0.9997 0.8891 0.9002 0.1109 0.0003 0.9444

G-SMOTE 0.9598 1.0 0.9196 0.9256 0.0804 0.0 0.9598

SMOTE-Cosine 0.9456 0.9993 0.8920 0.9025 0.1080 0.0007 0.9456

SMOTE-OUT 0.9461 0.9993 0.8929 0.9033 0.1071 0.0007 0.9461

Selected-SMOTE 0.9445 0.9997 0.8894 0.9004 0.1106 0.0003 0.9446

Gaussian-SMOTE 0.5091 0.0199 0.9983 0.9229 0.0017 0.9801 0.5091

SN-SMOTE 0.9519 0.9995 0.9044 0.9128 0.0956 0.0005 0.9520

LLE-SMOTE 0.9783 0.9836 0.9731 0.9733 0.0269 0.0164 0.9784

Cluster-SMOTE 0.9577 1.0 0.9154 0.9221 0.0846 0.0 0.9577

SMOTE-IPF 0.9447 0.9995 0.8900 0.9009 0.1100 0.0005 0.9447

AND-SMOTE 0.9808 0.9896 0.9720 0.9725 0.0280 0.0104 0.9808

LN-SMOTE 0.9778 0.9924 0.9632 0.9642 0.0368 0.0076 0.9778

SMOTE-PSO 0.9598 0.8301 0.9705 0.7007 0.0295 0.1699 0.9003

NT-SMOTE 0.9556 1.0 0.9112 0.9185 0.0888 0.0 0.9556

SMOTE-RSB∗ 0.9790 0.0426 0.9992 0.3567 0.0008 0.9574 0.5209

Distance-SMOTE 0.9527 1.0 0.9055 0.9137 0.0945 0.0 0.9527

MWMOTE 0.9250 0.9860 0.8640 0.8790 0.1360 0.0140 0.9250

LVQ-SMOTE 0.9852 0.9812 0.9892 0.9891 0.0108 0.0188 0.9852

ADOMS 0.9521 0.9998 0.9045 0.9128 0.0955 0.0002 0.9522

ANS 0.9281 0.9829 0.8734 0.8860 0.1266 0.0171 0.9282

AHC 0.9679 0.5752 0.9842 0.6055 0.0158 0.4248 0.7797

SPY 0.9795 0.0098 0.9996 0.1500 0.0004 0.9902 0.5047
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Table 8.18: The performance metrics values obtained by KNN
classifier applied to the US companies’ dataset after balancing
using DBBI-SMOTE and the other 33 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9965 0.9966 0.9964 0.9964 0.0036 0.0034 0.9965
SMOTE 0.9492 0.9574 0.9409 0.9419 0.0591 0.0426 0.9491

BL-SMOTE 0.9850 0.9918 0.9782 0.9785 0.0218 0.0082 0.9850

SMOTE-ENN 0.9505 0.9560 0.9447 0.9471 0.0553 0.0440 0.9504

SMOTE-Tomek 0.9491 0.9573 0.9408 0.9417 0.0592 0.0427 0.9490

SVM-SMOTE 0.9793 0.9857 0.9728 0.9732 0.0272 0.0143 0.9792

ADASYN 0.9488 0.9587 0.9388 0.9400 0.0612 0.0413 0.9487

MSMOTE 0.9920 0.9965 0.9876 0.9877 0.0124 0.0035 0.9921

ISMOTE 0.9618 0.9984 0.9252 0.9303 0.0748 0.0016 0.9618

SL-SMOTE 0.9906 0.6456 0.9984 0.8995 0.0016 0.3544 0.8220

CE-SMOTE 0.9939 0.0 1.0 0.0 0.0 1.0 0.5000

CURE-SMOTE 0.9863 0.9869 0.9857 0.9858 0.0143 0.0131 0.9863

SMOTE-D 0.9895 0.9847 0.9943 0.9943 0.0057 0.0153 0.9895

SDSMOTE 0.9501 0.9587 0.9416 0.9426 0.0584 0.0413 0.9502

G-SMOTE 0.9744 0.9956 0.9533 0.9552 0.0467 0.0044 0.9745

SMOTE-Cosine 0.9545 0.9659 0.9430 0.9443 0.0570 0.0341 0.9545

SMOTE-OUT 0.9508 0.9607 0.9409 0.9420 0.0591 0.0393 0.9508

Selected-SMOTE 0.9493 0.9577 0.9409 0.9419 0.0591 0.0423 0.9493

Gaussian-SMOTE 0.9925 0.9854 0.9997 0.9997 0.0003 0.0146 0.9926

SN-SMOTE 0.9593 0.9720 0.9467 0.9480 0.0533 0.0280 0.9593

LLE-SMOTE 0.9958 0.9944 0.9972 0.9972 0.0028 0.0056 0.9958

Cluster-SMOTE 0.9669 0.9859 0.9480 0.9499 0.0520 0.0141 0.9669

SMOTE-IPF 0.9487 0.9578 0.9397 0.9408 0.0603 0.0422 0.9487

AND-SMOTE 0.9911 0.9966 0.9855 0.9857 0.0145 0.0034 0.9910

LN-SMOTE 0.9940 0.0 1.0 0.0 0.0 1.0 0.5000

SMOTE-PSO 0.9844 0.5628 0.9930 0.6232 0.0070 0.4372 0.7779

NT-SMOTE 0.9568 0.9637 0.9498 0.9505 0.0502 0.0363 0.9567

Distance-SMOTE 0.9783 0.9965 0.9600 0.9614 0.0400 0.0035 0.9783

MWMOTE 0.9300 0.9076 0.9523 0.9501 0.0477 0.0924 0.9300

LVQ-SMOTE 0.9965 0.9941 0.9989 0.9989 0.0011 0.0059 0.9965

ADOMS 0.9692 0.9855 0.9530 0.9545 0.0470 0.0145 0.9692

ANS 0.9327 0.9102 0.9553 0.9532 0.0447 0.0898 0.9327

AHC 0.9885 0.0637 0.9997 0.6822 0.0003 0.9363 0.5317

SPY 0.9936 0.0017 0.9999 0.0500 0.0001 0.9983 0.5008
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8.4.3.5 Evaluate the Performance of DBBI-SMOTE compared to sev-
eral balancing methods using SVM classifier.

Actually, another high-performance classifier (i.e., SVM) is de-
voted in this experiment to evaluating the performance of the
new proposed DBBI-SMOTE balancing method and comparing
it with many balancing techniques used in the literature to solve
the data inconsistent distribution problem. Thus, DBBI-SMOTE
and the remaining balancing methods are used to generate new
balanced datasets from the Spanish, Taiwanese, Polish and US
companies datasets, and then these datasets have been used to
train the SVM classifier. Thus, referring to the Spanish companies
dataset. As shown in Table 8.19, the combination of DBBI-SMOTE
with SVM shows the highest overall performance in predicting
the minority and majority classes instances as stated in the ac-
curacy and AUC evaluation metrics values. On the other hand,
SMOTE-ENN leads the SVM to the lowest minority instances
(bankrupt companies) misprediction. It obtains the lowest type
II error and the highest recall values. Whereas CURE-SMOTE
in conjunction with SVM shows the optimum performance in
determining the majority instances according to the specificity
and type I error evaluation metrics values.

Furthermore, with respect to the Taiwanese companies dataset,
as shown in Table 8.20, DBBI-SMOTE leads SVM to obtain the
highest recall and the lowest type II error metrics values. This
means that the combination of DBBI-SMOTE with SVM is the
optimum one to determine the minority class instances (bankrupt
companies). On the other hand, SMOTE-D in conjunction with
SVM shows the highest performance in determining the majority
class instances in the Taiwanese companies’ dataset. It obtains
the highest specificity and precision, and the lowest type I error
metrics values.

However, regarding the Polish companies dataset, DBBI-SMOTE
also shows the best performance in predicting the minority class
instances according to the recall and type II error metrics values
in Table 8.22. On the other hand, also in this dataset, the com-
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bination of SMOTE-D with SVM returns the best performance
in determining the majority class instances as stated in the speci-
ficity and type I error metrics values. Nevertheless, CE-SMOTE,
SMOTE-PSO, AHC and SPY show very high performance in
predicting the majority class instances, but at the expense of the
minority class instances prediction; they failed to determine any
minority instances. Thus, these balancing methods are unreliable
to balance the Polish companies dataset to be utilized to train
SVM.

Regarding to the US companies dataset, as shown in Table 8.22,
Gaussian-SMOTE leads the SVM to obtain the best accuracy,
recall, AUC and type II error. This means that this approach is
the optimum one to predict the minority instances compared to
the other 34 approaches. Nevertheless, referring to the majority
class instances predicting and mispredicting, several classifiers
show very high performance in it, but also in the expense of the
minority instances prediction. In other words, some balancing
methods lead SVM to determine 100% of the majority instances,
but 0% of the minority instances.

Thus, as a firm conclusion, DBBI-SMOTE mostly leads the SVM
classifier to the optimum behavior regarding determining the
minority instances (bankrupt companies). It obtains the best over-
all performance in the Spanish companies dataset, and the best
approach to determine the minority instances in the Taiwanese
and Polish companies’ datasets.
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Table 8.19: The performance metrics values obtained by SVM
classifier applied to the Spanish companies’ dataset after balanc-
ing using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9875 0.9907 0.9843 0.9844 0.0157 0.0093 0.9875
SMOTE 0.9694 0.9796 0.9592 0.9602 0.0408 0.0204 0.9694

BL-SMOTE 0.9726 0.9782 0.9671 0.9675 0.0329 0.0218 0.9727

SVM-SMOTE 0.9697 0.9630 0.9735 0.9539 0.0265 0.0370 0.9683

ADASYN 0.9806 0.9913 0.9691 0.9716 0.0309 0.0087 0.9802

SMOTE-NC 0.9680 0.9864 0.9496 0.9515 0.0504 0.0136 0.9680

SMOTE-Tomek 0.9697 0.9791 0.9603 0.9611 0.0397 0.0209 0.9697

SMOTE-ENN 0.9825 0.9940 0.9703 0.9729 0.0297 0.0060 0.9822

MSMOTE 0.9814 0.9864 0.9764 0.9767 0.0236 0.0136 0.9814

ISMOTE 0.9748 0.9832 0.9664 0.9671 0.0336 0.0168 0.9748

SL-SMOTE 0.9658 0.7602 0.9793 0.7081 0.0207 0.2398 0.8698

CE-SMOTE 0.9855 0.9875 0.9836 0.9837 0.0164 0.0125 0.9856

CURE-SMOTE 0.9861 0.9861 0.9861 0.9861 0.0139 0.0139 0.9861

SMOTE-D 0.9859 0.9868 0.9850 0.9851 0.0150 0.0132 0.9859

DSMOTE 0.9830 0.9839 0.9822 0.9822 0.0178 0.0161 0.9830

SDSMOTE 0.9837 0.9886 0.9789 0.9792 0.0211 0.0114 0.9838

G-SMOTE 0.9843 0.9903 0.9782 0.9785 0.0218 0.0097 0.9842

SMOTE-Cosine 0.9787 0.9853 0.9721 0.9726 0.0279 0.0147 0.9787

SMOTE-OUT 0.9793 0.9843 0.9743 0.9746 0.0257 0.0157 0.9793

Selected-SMOTE 0.9812 0.9882 0.9743 0.9747 0.0257 0.0118 0.9812

Gaussian-SMOTE 0.9852 0.9864 0.9839 0.9840 0.0161 0.0136 0.9851

SN-SMOTE 0.9821 0.9875 0.9768 0.9770 0.0232 0.0125 0.9822

LLE-SMOTE 0.9836 0.9846 0.9825 0.9826 0.0175 0.0154 0.9836

Cluster-SMOTE 0.9868 0.9918 0.9818 0.9820 0.0182 0.0082 0.9868

SMOTE-IPF 0.9825 0.9889 0.9760 0.9764 0.0240 0.0111 0.9825

AND-SMOTE 0.9868 0.9918 0.9818 0.9820 0.0182 0.0082 0.9868

LN-SMOTE 0.9839 0.9903 0.9775 0.9778 0.0225 0.0097 0.9839

SMOTE-PSO 0.9727 0.8458 0.9839 0.8246 0.0161 0.1542 0.9148

NT-SMOTE 0.9807 0.9857 0.9757 0.9761 0.0243 0.0143 0.9807

SMOTE-RSB∗ 0.9700 0.4333 0.9832 0.4340 0.0168 0.5667 0.7083

Distance-SMOTE 0.9855 0.9864 0.9846 0.9847 0.0154 0.0136 0.9855

MWMOTE 0.9809 0.9809 0.9746 0.9750 0.0254 0.0129 0.9808

LVQ-SMOTE 0.9873 0.9903 0.9843 0.9844 0.0157 0.0097 0.9873

ADOMS 0.9855 0.9882 0.9828 0.9830 0.0172 0.0118 0.9855

ANS 0.9843 0.9889 0.9796 0.9799 0.0204 0.0111 0.9843

AHC 0.9709 0.6744 0.9839 0.6519 0.0161 0.3256 0.8292

SPY 0.9717 0.4310 0.9846 0.4577 0.0154 0.5690 0.7078
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Table 8.20: The performance metrics values obtained by SVM
classifier applied to the Taiwanese companies’ dataset after bal-
ancing using DBBI-SMOTE and the other 34 balancing methods.
The best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9783 0.9924 0.9729 0.9832 0.0271 0.0076 0.9783

SMOTE 0.9560 0.9848 0.9271 0.9311 0.0729 0.0152 0.9560

BL-SMOTE 0.9639 0.9851 0.9426 0.9450 0.0574 0.0149 0.9638

SVM-SMOTE 0.9498 0.9125 0.9629 0.8958 0.0371 0.0875 0.9377

ADASYN 0.9885 0.9784 0.9987 0.9986 0.0013 0.0216 0.9886
SMOTE-Tomek 0.9543 0.9837 0.9249 0.9291 0.0751 0.0163 0.9543

SMOTE-ENN 0.9741 0.9921 0.9535 0.9605 0.0465 0.0079 0.9728

MSMOTE 0.9601 0.9797 0.9406 0.9429 0.0594 0.0203 0.9602

ISMOTE 0.9158 0.9320 0.8997 0.9030 0.1003 0.0680 0.9159

SL-SMOTE 0.8688 0.3269 0.9894 0.8784 0.0106 0.6731 0.6582

CE-SMOTE 0.9662 0.9839 0.9485 0.9504 0.0515 0.0161 0.9662

CURE-SMOTE 0.9711 0.9785 0.9636 0.9642 0.0364 0.0215 0.9710

SMOTE-D 0.9823 0.9647 0.9998 0.9998 0.0002 0.0353 0.9823

SDSMOTE 0.9568 0.9862 0.9274 0.9316 0.0726 0.0138 0.9568

G-SMOTE 0.9604 0.9874 0.9335 0.9370 0.0665 0.0126 0.9605

SMOTE-Cosine 0.9573 0.9830 0.9317 0.9351 0.0683 0.0170 0.9573

SMOTE-OUT 0.9594 0.9861 0.9327 0.9362 0.0673 0.0139 0.9594

Selected-SMOTE 0.9567 0.9859 0.9274 0.9316 0.0726 0.0141 0.9567

Gaussian-SMOTE 0.9734 0.9729 0.9739 0.9740 0.0261 0.0271 0.9734

SN-SMOTE 0.9554 0.9850 0.9259 0.9301 0.0741 0.0150 0.9554

LLE-SMOTE 0.9817 0.9753 0.9880 0.9879 0.0120 0.0247 0.9816

Cluster-SMOTE 0.9586 0.9820 0.9353 0.9382 0.0647 0.0180 0.9587

SMOTE-IPF 0.9562 0.9858 0.9267 0.9309 0.0733 0.0142 0.9563

AND-SMOTE 0.9734 0.9855 0.9614 0.9623 0.0386 0.0145 0.9735

LN-SMOTE 0.9679 0.0136 0.9997 0.2500 0.0003 0.9864 0.5067

SMOTE-PSO 0.9495 0.6523 0.9891 0.8897 0.0109 0.3477 0.8207

NT-SMOTE 0.9613 0.9835 0.9391 0.9417 0.0609 0.0165 0.9613

SMOTE-RSB∗ 0.9683 0.0449 0.9997 0.6000 0.0003 0.9551 0.5223

Distance-SMOTE 0.9679 0.9838 0.9521 0.9536 0.0479 0.0162 0.9679

MWMOTE 0.9597 0.9823 0.9371 0.9399 0.0629 0.0177 0.9597

LVQ-SMOTE 0.9822 0.9777 0.9867 0.9866 0.0133 0.0223 0.9822

ADOMS 0.9407 0.9689 0.9124 0.9173 0.0876 0.0311 0.9406

ANS 0.9586 0.9805 0.9367 0.9393 0.0633 0.0195 0.9586

AHC 0.9557 0.3711 0.9945 0.8275 0.0055 0.6289 0.6828

SPY 0.9676 0.0221 0.9995 0.4500 0.0005 0.9779 0.5108



8 .4 experiments and analysis 205

Table 8.21: The performance metrics values obtained by SVM
classifier applied to the Polish companies’ dataset after balancing
using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9350 0.9927 0.8773 0.8900 0.1227 0.0073 0.9350

SMOTE 0.8660 0.9694 0.7626 0.8034 0.2374 0.0306 0.8660

BL-SMOTE 0.9136 0.9824 0.8447 0.8636 0.1553 0.0176 0.9136

SVM-SMOTE 0.9056 0.9023 0.9072 0.8240 0.0928 0.0977 0.9047

ADASYN 0.8629 0.9686 0.7567 0.8004 0.2433 0.0314 0.8627

SMOTE-Tomek 0.8655 0.9692 0.7618 0.8029 0.2382 0.0308 0.8655

SMOTE-ENN 0.9018 0.9846 0.8074 0.8536 0.1926 0.0154 0.8960

MSMOTE 0.8949 0.9691 0.8208 0.8440 0.1792 0.0309 0.8949

ISMOTE 0.9044 0.9382 0.8706 0.8788 0.1294 0.0618 0.9044

SL-SMOTE 0.8786 0.0473 0.9989 0.8663 0.0011 0.9527 0.5231

CE-SMOTE 0.9797 0.0 1.0 0.0 0.0 1.0 0.5000

CURE-SMOTE 0.9228 0.9591 0.8865 0.8943 0.1135 0.0409 0.9228

SMOTE-D 0.9890 0.9781 1.0 0.9999 0.0 0.0219 0.9890
SDSMOTE 0.8623 0.9641 0.7604 0.8010 0.2396 0.0359 0.8622

G-SMOTE 0.8673 0.9695 0.7650 0.8049 0.2350 0.0305 0.8673

SMOTE-Cosine 0.8724 0.9664 0.7783 0.8134 0.2217 0.0336 0.8723

SMOTE-OUT 0.8712 0.9669 0.7754 0.8116 0.2246 0.0331 0.8711

Selected-SMOTE 0.8636 0.9712 0.7559 0.7992 0.2441 0.0288 0.8636

Gaussian-SMOTE 0.9828 0.9795 0.9861 0.9860 0.0139 0.0205 0.9828

SN-SMOTE 0.8617 0.9708 0.7526 0.7969 0.2474 0.0292 0.8617

LLE-SMOTE 0.9349 0.9706 0.8993 0.9060 0.1007 0.0294 0.9349

Cluster-SMOTE 0.8711 0.9543 0.7880 0.8182 0.2120 0.0457 0.8712

SMOTE-IPF 0.8648 0.9689 0.7606 0.8020 0.2394 0.0311 0.8648

AND-SMOTE 0.8803 0.9606 0.8000 0.8278 0.2000 0.0394 0.8803

LN-SMOTE 0.9019 0.9756 0.8282 0.8503 0.1718 0.0244 0.9019

SMOTE-PSO 0.9251 0.0209 1.0 0.9999 0.0 0.9791 0.5104

NT-SMOTE 0.8685 0.9695 0.7675 0.8066 0.2325 0.0305 0.8685

SMOTE-RSB∗ 0.9793 0.0235 0.9999 0.4000 0.0001 0.9765 0.5117

Distance-SMOTE 0.8733 0.9744 0.7722 0.8105 0.2278 0.0256 0.8733

MWMOTE 0.8829 0.9745 0.7914 0.8240 0.2086 0.0255 0.8830

LVQ-SMOTE 0.9211 0.9427 0.8995 0.9036 0.1005 0.0573 0.9211

ADOMS 0.8539 0.9606 0.7472 0.7917 0.2528 0.0394 0.8539

ANS 0.8935 0.9757 0.8114 0.8380 0.1886 0.0243 0.8936

AHC 0.9603 0.0 1.0 0.0 0.0 1.0 0.5000

SPY 0.9797 0.0 1.0 0.0 0.0 1.0 0.5000
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Table 8.22: The performance metrics values obtained by SVM
classifier applied to the US companies’ dataset after balancing
using DBBI-SMOTE and the other 33 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.8571 0.9179 0.7963 0.8184 0.2037 0.0821 0.8571

SMOTE 0.7869 0.8321 0.7417 0.7632 0.2583 0.1679 0.7869

BL-SMOTE 0.8727 0.9388 0.8066 0.8292 0.1934 0.0612 0.8727

SMOTE-ENN 0.7925 0.8421 0.7411 0.7712 0.2589 0.1579 0.7916

SMOTE-Tomek 0.7865 0.8346 0.7384 0.7614 0.2616 0.1654 0.7865

SVM-SMOTE 0.8674 0.9204 0.8145 0.8322 0.1855 0.0796 0.8675

ADASYN 0.7755 0.8269 0.7242 0.7499 0.2758 0.1731 0.7755

MSMOTE 0.8628 0.9266 0.7990 0.8218 0.2010 0.0734 0.8628

ISMOTE 0.8452 0.7972 0.8932 0.8818 0.1068 0.2028 0.8452

SL-SMOTE 0.9780 0.0 1.0 0.0 0.0 1.0 0.5000

CE-SMOTE 0.9940 0.0 1.0 0.0 0.0 1.0 0.5000

CURE-SMOTE 0.8786 0.8872 0.8700 0.8723 0.1300 0.1128 0.8786

SMOTE-D 0.9632 0.9529 0.9735 0.9729 0.0265 0.0471 0.9632

SDSMOTE 0.7847 0.8337 0.7356 0.7592 0.2644 0.1663 0.7847

G-SMOTE 0.7843 0.8343 0.7343 0.7585 0.2657 0.1657 0.7843

SMOTE-Cosine 0.7922 0.8477 0.7367 0.7630 0.2633 0.1523 0.7922

SMOTE-OUT 0.7922 0.8415 0.7429 0.7662 0.2571 0.1585 0.7922

Selected-SMOTE 0.7836 0.8325 0.7346 0.7583 0.2654 0.1675 0.7835

Gaussian-SMOTE 0.9949 0.9933 0.9964 0.9964 0.0036 0.0067 0.9949
SN-SMOTE 0.7806 0.8264 0.7349 0.7571 0.2651 0.1736 0.7807

LLE-SMOTE 0.8797 0.9362 0.8231 0.8411 0.1769 0.0638 0.8797

Cluster-SMOTE 0.7837 0.8309 0.7365 0.7592 0.2635 0.1691 0.7837

SMOTE-IPF 0.7842 0.8333 0.7351 0.7588 0.2649 0.1667 0.7842

AND-SMOTE 0.8880 0.9570 0.8190 0.8410 0.1810 0.0430 0.8880

LN-SMOTE 0.9940 0.0 1.0 0.0 0.0 1.0 0.5000

SMOTE-PSO 0.9800 0.0 1.0 0.0 0.0 1.0 0.5000

NT-SMOTE 0.7865 0.8402 0.7328 0.7587 0.2672 0.1598 0.7865

Distance-SMOTE 0.7958 0.8572 0.7345 0.7635 0.2655 0.1428 0.7958

MWMOTE 0.8279 0.8993 0.7565 0.7869 0.2435 0.1007 0.8279

LVQ-SMOTE 0.9074 0.8269 0.9879 0.9855 0.0121 0.1731 0.9074

ADOMS 0.7756 0.8141 0.7371 0.7559 0.2629 0.1859 0.7756

ANS 0.8227 0.8938 0.7517 0.7826 0.2483 0.1062 0.8228

AHC 0.9881 0.0 1.0 0.0 0.0 1.0 0.5000

SPY 0.9936 0.0 1.0 0.0 0.0 1.0 0.5000
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8.4.3.6 Evaluate the Performance of DBBI-SMOTE compared to sev-
eral balancing methods using AdaBoost classifier.

Basically, to evaluate the performance of DBBI-SMOTE compre-
hensively, it has been used to prepare several datasets before
using it to train several different types of classifiers. In this exper-
iment, to achieve more comprehensiveness during analyzing the
results of the new proposed method, we have applied a boosting-
based classification algorithm (i.e., AdaBoost) to the datasets
generated by DBBI-SMOTE and the other 34 balancing methods
to make a good judgment about the new method compared to
the others. Thus, regarding the Spanish companies dataset, as
shown in Table 8.23, the combination of ADASYN ad AdaBoost
obtains the best recall and type II error metrics values. This means
that ADASYN + AdaBoost is the best approach to determine the
minority instances in the Spanish companies’ dataset. Whereas
the conjunction of CE-SMOTE with AdaBoost shows the high-
est performance in determining the majority instances as stated
in the evaluation metrics. This approach obtained the highest
specificity, precision and the lowest type I error metrics values. On
the other hand, the combination of DBBI-SMOTE with AdaBoost
outperforms other 15 approaches.

In addition, referring to the Taiwanese companies dataset, the
combination of DBBI-SMOTE with AdaBoost classifier shows
the highest performance in determining the minority instances
as stated in Table 8.24. It obtains the best recall and type I error
metrics values. On the other hand, LN-SMOTE with AdaBoost
yields the optimum performance in determining the majority
class instances (solvent companies) according to the evaluation
metrics values. LN-SMOTE obtains the highest specificity and
the lowest type I error. Nevertheless, SMOTE-D obtains the best
accuracy and AUC metrics values.

Regarding the Polish companies dataset, as shown in Table 8.25,
the combination of SMOTE-D with AdaBoost shows the best
overall performance in predicting the majority and the minority
classes instances. This approach obtains the highest accuracy,



208 8 a novel data balancing technique : dbbi-smote (distance . .

precision and AUC values. On the other hand, SMOTE-RSB∗
shows the optimum performance in determining the majority
instances according to the evaluation metrics values. But in the
expense of the minority class instances prediction. The approach
of SMOTE-RSB∗ + AdaBoost is the superior in predicting the
majority instances, but shows extremely low performance in
predicting the minority instances, thus, it could be considered as
an unreliable approach to predict the majority and the minority
class instances in the Polish companies dataset.

Furthermore, with respect to the US companies dataset, as shown
in Table 8.26, the combination of DBBI-SMOTE with AdaBoost
classifier, yields the best overall performance in predicting the mi-
nority and the majority classes instances. This approach obtains
the highest accuracy, precision and AUC metrics values compared
to the other approaches. On the other hand, CE-SMOTE with
AdaBoost return the optimum performance in predicting the
majority class instances (solvent companies). It obtain the highest
specificity and the lowest type I error. In addition, SPY obtains
the same specificity and type I error of the CE-SMOTE, but SPY
is not considered as a robust balancing method, because it is
catastrophically misclassified the minority instances.
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Table 8.23: The performance metrics values obtained by AdaBoost
classifier applied to the Spanish companies’ dataset after balanc-
ing using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9898 0.9903 0.9893 0.9893 0.0107 0.0097 0.9898

SMOTE 0.9873 0.9946 0.9800 0.9803 0.0200 0.0054 0.9873

BL-SMOTE 0.9864 0.9954 0.9775 0.9779 0.0225 0.0046 0.9865

SVM-SMOTE 0.9828 0.9879 0.9800 0.9651 0.0200 0.0121 0.9839

ADASYN 0.9911 0.9970 0.9847 0.9859 0.0153 0.0030 0.9909

SMOTE-NC 0.9828 0.9946 0.9710 0.9718 0.0290 0.0054 0.9828

SMOTE-Tomek 0.9886 0.9957 0.9816 0.9819 0.0184 0.0043 0.9887

SMOTE-ENN 0.9916 0.9962 0.9867 0.9877 0.0133 0.0038 0.9914
MSMOTE 0.9852 0.9911 0.9793 0.9796 0.0207 0.0089 0.9852

ISMOTE 0.9839 0.9895 0.9783 0.9787 0.0217 0.0105 0.9839

SL-SMOTE 0.9758 0.7608 0.9900 0.8408 0.0100 0.2392 0.8754

CE-SMOTE 0.9911 0.9878 0.9943 0.9943 0.0057 0.0122 0.9910

CURE-SMOTE 0.9902 0.9903 0.9900 0.9900 0.0100 0.0097 0.9901

SMOTE-D 0.9898 0.9864 0.9932 0.9932 0.0068 0.0136 0.9898

SDSMOTE 0.9871 0.9961 0.9782 0.9786 0.0218 0.0039 0.9871

G-SMOTE 0.9862 0.9946 0.9778 0.9783 0.0222 0.0054 0.9862

SMOTE-Cosine 0.9882 0.9896 0.9868 0.9869 0.0132 0.0104 0.9882

SMOTE-OUT 0.9878 0.9918 0.9839 0.9841 0.0161 0.0082 0.9879

Selected-SMOTE 0.9877 0.9964 0.9789 0.9793 0.0211 0.0036 0.9876

Gaussian-SMOTE 0.9886 0.9850 0.9921 0.9921 0.0079 0.0150 0.9886

SN-SMOTE 0.9869 0.9950 0.9789 0.9793 0.0211 0.0050 0.9869

LLE-SMOTE 0.9868 0.9850 0.9886 0.9886 0.0114 0.0150 0.9868

Cluster-SMOTE 0.9866 0.9939 0.9793 0.9796 0.0207 0.0061 0.9866

SMOTE-IPF 0.9871 0.9968 0.9775 0.9779 0.0225 0.0032 0.9871

AND-SMOTE 0.9898 0.9928 0.9868 0.9869 0.0132 0.0072 0.9898

LN-SMOTE 0.9864 0.9950 0.9778 0.9784 0.0222 0.0050 0.9864

SMOTE-PSO 0.9777 0.7990 0.9936 0.9196 0.0064 0.2010 0.8963

NT-SMOTE 0.9891 0.9939 0.9843 0.9845 0.0157 0.0061 0.9891

SMOTE-RSB∗ 0.9784 0.3929 0.9928 0.6255 0.0072 0.6071 0.6928

Distance-SMOTE 0.9891 0.9878 0.9903 0.9904 0.0097 0.0122 0.9890

MWMOTE 0.9870 0.9921 0.9818 0.9820 0.0182 0.0079 0.9869

LVQ-SMOTE 0.9891 0.9886 0.9896 0.9896 0.0104 0.0114 0.9891

ADOMS 0.9893 0.9893 0.9893 0.9893 0.0107 0.0107 0.9893

ANS 0.9877 0.9921 0.9832 0.9834 0.0168 0.0079 0.9876

AHC 0.9812 0.7481 0.9914 0.7943 0.0086 0.2519 0.8698

SPY 0.9783 0.3929 0.9925 0.5978 0.0075 0.6071 0.6927
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Table 8.24: The performance metrics values obtained by AdaBoost
classifier applied to the Taiwanese companies’ dataset after bal-
ancing using DBBI-SMOTE and the other 34 balancing methods.
The best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9702 0.9871 0.9533 0.9549 0.0467 0.0129 0.9702

SMOTE 0.9343 0.9454 0.9232 0.9250 0.0768 0.0546 0.9343

BL-SMOTE 0.9545 0.9645 0.9445 0.9457 0.0555 0.0355 0.9545

SVM-SMOTE 0.9449 0.9016 0.9600 0.8878 0.0400 0.0984 0.9308

ADASYN 0.9417 0.9528 0.9307 0.9316 0.0693 0.0472 0.9417

SMOTE-Tomek 0.9440 0.9538 0.9342 0.9355 0.0658 0.0462 0.9440

SMOTE-ENN 0.9600 0.9697 0.9491 0.9559 0.0509 0.0303 0.9594

MSMOTE 0.9301 0.9445 0.9156 0.9182 0.0844 0.0555 0.9301

ISMOTE 0.9010 0.9117 0.8903 0.8929 0.1097 0.0883 0.9010

SL-SMOTE 0.8825 0.5376 0.9592 0.7477 0.0408 0.4624 0.7484

CE-SMOTE 0.9521 0.9679 0.9364 0.9383 0.0636 0.0321 0.9522

CURE-SMOTE 0.9820 0.9751 0.9889 0.9889 0.0111 0.0249 0.9820

SMOTE-D 0.9821 0.9753 0.9889 0.9888 0.0111 0.0247 0.9821
SDSMOTE 0.9359 0.9477 0.9241 0.9260 0.0759 0.0523 0.9359

G-SMOTE 0.9423 0.9558 0.9288 0.9307 0.0712 0.0442 0.9423

SMOTE-Cosine 0.9482 0.9491 0.9474 0.9475 0.0526 0.0509 0.9483

SMOTE-OUT 0.9518 0.9530 0.9506 0.9508 0.0494 0.0470 0.9518

Selected-SMOTE 0.9329 0.9454 0.9203 0.9224 0.0797 0.0546 0.9328

Gaussian-SMOTE 0.9820 0.9759 0.9882 0.9881 0.0118 0.0241 0.9820

SN-SMOTE 0.9320 0.9427 0.9212 0.9230 0.0788 0.0573 0.9320

LLE-SMOTE 0.9792 0.9802 0.9782 0.9782 0.0218 0.0198 0.9792

Cluster-SMOTE 0.9377 0.9479 0.9276 0.9291 0.0724 0.0521 0.9377

SMOTE-IPF 0.9374 0.9515 0.9233 0.9255 0.0767 0.0485 0.9374

AND-SMOTE 0.9673 0.9823 0.9524 0.9539 0.0476 0.0177 0.9673

LN-SMOTE 0.9652 0.2409 0.9894 0.4279 0.0106 0.7591 0.6151

SMOTE-PSO 0.9602 0.7761 0.9847 0.8713 0.0153 0.2239 0.8804

NT-SMOTE 0.9573 0.9683 0.9462 0.9475 0.0538 0.0317 0.9573

SMOTE-RSB∗ 0.9650 0.2759 0.9883 0.4548 0.0117 0.7241 0.6321

Distance-SMOTE 0.9745 0.9776 0.9714 0.9716 0.0286 0.0224 0.9745

MWMOTE 0.9482 0.9550 0.9414 0.9423 0.0586 0.0450 0.9482

LVQ-SMOTE 0.9808 0.9758 0.9858 0.9856 0.0142 0.0242 0.9808

ADOMS 0.9717 0.9718 0.9715 0.9715 0.0285 0.0282 0.9717

ANS 0.9448 0.9551 0.9345 0.9360 0.0655 0.0449 0.9448

AHC 0.9604 0.6082 0.9838 0.7189 0.0162 0.3918 0.7960

SPY 0.9657 0.2958 0.9883 0.4728 0.0117 0.7042 0.6421
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Table 8.25: The performance metrics values obtained by AdaBoost
classifier applied to the Polish companies’ dataset after balancing
using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9302 0.9744 0.8860 0.8954 0.1140 0.0256 0.9302

SMOTE 0.8976 0.9288 0.8664 0.8743 0.1336 0.0712 0.8976

BL-SMOTE 0.9359 0.9650 0.9068 0.9120 0.0932 0.0350 0.9359

SVM-SMOTE 0.9327 0.9157 0.9409 0.8818 0.0591 0.0843 0.9283

ADASYN 0.8972 0.9275 0.8667 0.8751 0.1333 0.0725 0.8971

SMOTE-Tomek 0.8933 0.9232 0.8633 0.8711 0.1367 0.0768 0.8932

SMOTE-ENN 0.9203 0.9513 0.8849 0.9040 0.1151 0.0487 0.9181

MSMOTE 0.9356 0.9646 0.9066 0.9117 0.0934 0.0354 0.9356

ISMOTE 0.8665 0.8780 0.8550 0.8583 0.1450 0.1220 0.8665

SL-SMOTE 0.9251 0.5931 0.9732 0.7629 0.0268 0.4069 0.7832

CE-SMOTE 0.9792 0.1036 0.9973 0.4517 0.0027 0.8964 0.5504

CURE-SMOTE 0.9772 0.9763 0.9782 0.9781 0.0218 0.0237 0.9772

SMOTE-D 0.9896 0.9812 0.9980 0.9979 0.0020 0.0188 0.9896
SDSMOTE 0.8935 0.9234 0.8635 0.8713 0.1365 0.0766 0.8935

G-SMOTE 0.9100 0.9408 0.8791 0.8862 0.1209 0.0592 0.9100

SMOTE-Cosine 0.9026 0.9309 0.8742 0.8811 0.1258 0.0691 0.9025

SMOTE-OUT 0.9042 0.9376 0.8707 0.8789 0.1293 0.0624 0.9042

Selected-SMOTE 0.8989 0.9315 0.8664 0.8747 0.1336 0.0685 0.8989

Gaussian-SMOTE 0.9873 0.9796 0.9950 0.9949 0.0050 0.0204 0.9873

SN-SMOTE 0.9042 0.9393 0.8690 0.8777 0.1310 0.0607 0.9042

LLE-SMOTE 0.9802 0.9846 0.9758 0.9760 0.0242 0.0154 0.9802

Cluster-SMOTE 0.9069 0.9333 0.8805 0.8865 0.1195 0.0667 0.9069

SMOTE-IPF 0.8982 0.9267 0.8697 0.8767 0.1303 0.0733 0.8982

AND-SMOTE 0.9583 0.9834 0.9331 0.9364 0.0669 0.0166 0.9583

LN-SMOTE 0.9400 0.9746 0.9054 0.9116 0.0946 0.0254 0.9400

SMOTE-PSO 0.9509 0.4742 0.9904 0.8068 0.0096 0.5258 0.7323

NT-SMOTE 0.9229 0.9477 0.8981 0.9030 0.1019 0.0523 0.9229

SMOTE-RSB∗ 0.9799 0.1325 0.9982 0.5812 0.0018 0.8675 0.5654

Distance-SMOTE 0.9478 0.9654 0.9303 0.9328 0.0697 0.0346 0.9479

MWMOTE 0.9088 0.9314 0.8862 0.8912 0.1138 0.0686 0.9088

LVQ-SMOTE 0.9854 0.9817 0.9891 0.9890 0.0109 0.0183 0.9854

ADOMS 0.9200 0.9313 0.9086 0.9108 0.0914 0.0687 0.9200

ANS 0.9157 0.9414 0.8901 0.8954 0.1099 0.0586 0.9158

AHC 0.9671 0.3235 0.9937 0.6935 0.0063 0.6765 0.6586

SPY 0.9793 0.0933 0.9977 0.4033 0.0023 0.9067 0.5455
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Table 8.26: The performance metrics values obtained by AdaBoost
classifier applied to the US companies’ dataset after balancing
using DBBI-SMOTE and the other 33 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9964 0.9944 0.9984 0.9984 0.0016 0.0056 0.9964
SMOTE 0.9150 0.9220 0.9079 0.9092 0.0921 0.0780 0.9150

BL-SMOTE 0.9777 0.9855 0.9698 0.9703 0.0302 0.0145 0.9777

SMOTE-ENN 0.9235 0.9316 0.9151 0.9191 0.0849 0.0684 0.9234

SMOTE-Tomek 0.9157 0.9233 0.9080 0.9094 0.0920 0.0767 0.9157

SVM-SMOTE 0.9691 0.9728 0.9655 0.9658 0.0345 0.0272 0.9691

ADASYN 0.9119 0.9207 0.9031 0.9048 0.0969 0.0793 0.9119

MSMOTE 0.9726 0.9796 0.9657 0.9662 0.0343 0.0204 0.9727

ISMOTE 0.8903 0.8928 0.8878 0.8883 0.1122 0.1072 0.8903

SL-SMOTE 0.9822 0.3650 0.9961 0.6770 0.0039 0.6350 0.6805

CE-SMOTE 0.9935 0.0699 0.9991 0.3289 0.0009 0.9301 0.5345

CURE-SMOTE 0.9715 0.9792 0.9638 0.9643 0.0362 0.0208 0.9715

SMOTE-D 0.9944 0.9942 0.9946 0.9946 0.0054 0.0058 0.9944

SDSMOTE 0.9148 0.9223 0.9073 0.9086 0.0927 0.0777 0.9148

G-SMOTE 0.9231 0.9319 0.9142 0.9157 0.0858 0.0681 0.9230

SMOTE-Cosine 0.9201 0.9251 0.9152 0.9160 0.0848 0.0749 0.9202

SMOTE-OUT 0.9192 0.9255 0.9129 0.9139 0.0871 0.0745 0.9192

Selected-SMOTE 0.9141 0.9226 0.9056 0.9072 0.0944 0.0774 0.9141

Gaussian-SMOTE 0.9731 0.9866 0.9595 0.9606 0.0405 0.0134 0.9730

SN-SMOTE 0.9106 0.9200 0.9011 0.9030 0.0989 0.0800 0.9105

LLE-SMOTE 0.9873 0.9948 0.9797 0.9800 0.0203 0.0052 0.9872

Cluster-SMOTE 0.9126 0.9199 0.9052 0.9066 0.0948 0.0801 0.9125

SMOTE-IPF 0.9142 0.9241 0.9044 0.9063 0.0956 0.0759 0.9143

AND-SMOTE 0.9840 0.9918 0.9762 0.9766 0.0238 0.0082 0.9840

LN-SMOTE 0.9935 0.1022 0.9989 0.3454 0.0011 0.8978 0.5505

SMOTE-PSO 0.9812 0.2618 0.9959 0.5706 0.0041 0.7382 0.6289

NT-SMOTE 0.9272 0.9349 0.9195 0.9207 0.0805 0.0651 0.9272

Distance-SMOTE 0.9413 0.9511 0.9315 0.9329 0.0685 0.0489 0.9413

MWMOTE 0.9385 0.9444 0.9326 0.9334 0.0674 0.0556 0.9385

LVQ-SMOTE 0.9941 0.9952 0.9930 0.9930 0.0070 0.0048 0.9941

ADOMS 0.9162 0.9217 0.9108 0.9117 0.0892 0.0783 0.9163

ANS 0.9447 0.9506 0.9388 0.9396 0.0612 0.0494 0.9447

AHC 0.9882 0.2511 0.9971 0.5134 0.0029 0.7489 0.6241

SPY 0.9934 0.1098 0.9991 0.4361 0.0009 0.8902 0.5544
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8.4.3.7 Evaluate the Performance of DBBI-SMOTE compared to sev-
eral balancing methods using XGBoost classifier.

In this experiment, another high-performance and fast boosting-
based classifier (i.e., XGBoost) is adopted to evaluate the feasi-
bility of the new proposed balancing method compared to the
other methods used in the literature. Thus, as what done in the
previous experiments, DBBI-SMOTE and the other 34 balancing
method utilized to balance four different datasets that belong
to different companies’ markets. Thus, regarding the Spanish
companies dataset. As shown in Table 8.27, the conjunction of
DBBI-SMOTE with XGBoost outperforms the other approaches
in predicting the minority class instances, and shows the best
overall performance in predicting the majority and the minority
classes instances as stated in the evaluation metrics values. This
approach obtains the highest accuracy, recall and AUC values,
and the lowest type II error. On the other hand, SMOTE-RSB∗
shows the optimum performance in predicting the majority class
instances but at the expense of the minority class prediction; it
obtains the best specificity and type II error, and also a high Type II
error metric value.

Moreover, also in the Taiwanese companies dataset, DBBI-SMOTE
shows the optimum performance in predicting the minority class
instances and shows the highest overall performance in predict-
ing the majority and the minority classes instances. As shown
in Table 8.27 the conjunction of DBBI-SMOTE with XGBoost ob-
tains the best accuracy, recall and AUC, and the lowest type II
error. Nevertheless, CURE-SMOTE is the most appropriate bal-
ancing technique that leads the XGBoost to the minimal majority
instances mispredicting. CURE-SMOTE + XGBoost obtains the
highest specificity and precision, and the lowest type I error values.

In addition, referring to the Polish companies dataset, as shown
in Table 8.29, the combination of DBBI-SMOTE with XGBoost
yields the best overall performance in predicting the majority and
the minority class instances. This approach obtains the best accu-
racy and AUC metrics values. On the other hand, SMOTE-ENN
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with XGBoost shows the optimum performance in predicting the
minority class instances (bankrupt companies). This approach
obtains the highest recall and the lowest type II error metrics val-
ues. Besides, CE-SMOTE leads the XGBoost to best behavior in
the majority instances predicting and mispredicting. It obtains
the best specificity and type I error values.

Finally, regarding the US companies dataset, as stated in Table
8.30, DBBI-SMOTE this time also shows the optimum overall per-
formance in predicting the minority and majority class instances.
The combination of DBBI-SMOTE and XGBoost obtains the high-
est accuracy, precision and AUC values. However, talking about
each class prediction specifically, the combination of SMOTE-
ENN with XGBoost shows the best performance in predicting the
minority class instances according to the recall and type II error
vales. On the other hand, CE-SMOTE is the most appropriate
balancing method to preprocess the US companies’ data to train
the XGBoost in terms of determining the majority class instances.
This approach obtains the best specificity and type I error values.

Accordingly, as a firm conclusion of this experiment, DBBI-
SMOTE was the most appropriate balancing method for the
four datasets, which leads the XGBoost to the best overall perfor-
mance in determining the majority and the minority instances at
the same time.
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Table 8.27: The performance metrics values obtained by XGBoost
classifier applied to the Spanish companies’ dataset after balanc-
ing using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9962 0.9997 0.9961 0.9961 0.0039 0.0003 0.9961
SMOTE 0.9950 0.9989 0.9911 0.9912 0.0089 0.0011 0.9950

BL-SMOTE 0.9948 0.9968 0.9929 0.9929 0.0071 0.0032 0.9949

SVM-SMOTE 0.9931 0.9955 0.9918 0.9855 0.0082 0.0045 0.9937

ADASYN 0.9941 0.9982 0.9900 0.9901 0.0100 0.0018 0.9941

SMOTE-Tomek 0.9944 0.9993 0.9895 0.9897 0.0105 0.0007 0.9944

SMOTE-ENN 0.9955 0.9996 0.9912 0.9918 0.0088 0.0004 0.9954

MSMOTE 0.9925 0.9921 0.9928 0.9929 0.0072 0.0079 0.9925

ISMOTE 0.9948 0.9972 0.9923 0.9924 0.0077 0.0028 0.9948

SL-SMOTE 0.9805 0.7716 0.9943 0.9020 0.0057 0.2284 0.8829

CE-SMOTE 0.9921 0.9871 0.9971 0.9971 0.0029 0.0129 0.9921

CURE-SMOTE 0.9925 0.9893 0.9957 0.9957 0.0043 0.0107 0.9925

SMOTE-D 0.9911 0.9854 0.9968 0.9968 0.0032 0.0146 0.9911

SDSMOTE 0.9957 0.9982 0.9932 0.9933 0.0068 0.0018 0.9957

G-SMOTE 0.9932 0.9964 0.9900 0.9901 0.0100 0.0036 0.9932

SMOTE-Cosine 0.9945 0.9961 0.9929 0.9929 0.0071 0.0039 0.9945

SMOTE-OUT 0.9945 0.9957 0.9932 0.9933 0.0068 0.0043 0.9945

Selected-SMOTE 0.9943 0.9989 0.9896 0.9897 0.0104 0.0011 0.9943

Gaussian-SMOTE 0.9914 0.9868 0.9961 0.9961 0.0039 0.0132 0.9914

SN-SMOTE 0.9939 0.9964 0.9914 0.9915 0.0086 0.0036 0.9939

LLE-SMOTE 0.9916 0.9886 0.9946 0.9946 0.0054 0.0114 0.9916

Cluster-SMOTE 0.9952 0.9968 0.9936 0.9936 0.0064 0.0032 0.9952

SMOTE-IPF 0.9941 0.9986 0.9896 0.9898 0.0104 0.0014 0.9941

AND-SMOTE 0.9923 0.9918 0.9928 0.9929 0.0072 0.0082 0.9923

LN-SMOTE 0.9930 0.9954 0.9907 0.9908 0.0093 0.0046 0.9930

SMOTE-PSO 0.9911 0.9270 0.9968 0.9646 0.0032 0.0730 0.9619

NT-SMOTE 0.9930 0.9921 0.9939 0.9939 0.0061 0.0079 0.9930

SMOTE-RSB∗ 0.9839 0.4357 0.9975 0.8667 0.0025 0.5643 0.7166

Distance-SMOTE 0.9927 0.9896 0.9957 0.9957 0.0043 0.0104 0.9927

MWMOTE 0.9939 0.9982 0.9896 0.9898 0.0104 0.0018 0.9939

LVQ-SMOTE 0.9921 0.9903 0.9939 0.9939 0.0061 0.0097 0.9921

ADOMS 0.9932 0.9939 0.9925 0.9925 0.0075 0.0061 0.9932

ANS 0.9936 0.9964 0.9907 0.9908 0.0093 0.0036 0.9935

AHC 0.9839 0.7141 0.9957 0.8901 0.0043 0.2859 0.8549

SPY 0.9836 0.4167 0.9971 0.8155 0.0029 0.5833 0.7069
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Table 8.28: The performance metrics values obtained by XGBoost
classifier applied to the Taiwanese companies’ dataset after bal-
ancing using DBBI-SMOTE and the other 34 balancing methods.
The best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9925 0.9993 0.9846 0.9868 0.0154 0.0007 0.9921
SMOTE 0.9870 0.9979 0.9762 0.9768 0.0238 0.0021 0.9870

BL-SMOTE 0.9858 0.9927 0.9788 0.9791 0.0212 0.0073 0.9858

SVM-SMOTE 0.9800 0.9692 0.9838 0.9546 0.0162 0.0308 0.9765

ADASYN 0.9872 0.9974 0.9771 0.9774 0.0229 0.0026 0.9872

SMOTE-Tomek 0.9867 0.9974 0.9761 0.9766 0.0239 0.0026 0.9868

SMOTE-ENN 0.9923 0.9991 0.9846 0.9867 0.0154 0.0009 0.9919

MSMOTE 0.9817 0.9801 0.9833 0.9833 0.0167 0.0199 0.9817

ISMOTE 0.9779 0.9897 0.9660 0.9669 0.0340 0.0103 0.9778

SL-SMOTE 0.9565 0.8467 0.9809 0.9082 0.0191 0.1533 0.9138

CE-SMOTE 0.9857 0.9908 0.9806 0.9808 0.0194 0.0092 0.9857

CURE-SMOTE 0.9838 0.9741 0.9935 0.9934 0.0065 0.0259 0.9838

SMOTE-D 0.9842 0.9752 0.9932 0.9931 0.0068 0.0248 0.9842

SDSMOTE 0.9857 0.9971 0.9742 0.9748 0.0258 0.0029 0.9856

G-SMOTE 0.9863 0.9941 0.9785 0.9788 0.0215 0.0059 0.9863

SMOTE-Cosine 0.9864 0.9929 0.9800 0.9803 0.0200 0.0071 0.9865

SMOTE-OUT 0.9861 0.9929 0.9794 0.9797 0.0206 0.0071 0.9862

Selected-SMOTE 0.9886 0.9973 0.9800 0.9803 0.0200 0.0027 0.9887

Gaussian-SMOTE 0.9836 0.9750 0.9923 0.9921 0.0077 0.0250 0.9836

SN-SMOTE 0.9870 0.9964 0.9776 0.9780 0.0224 0.0036 0.9870

LLE-SMOTE 0.9845 0.9768 0.9921 0.9920 0.0079 0.0232 0.9845

Cluster-SMOTE 0.9867 0.9961 0.9774 0.9778 0.0226 0.0039 0.9868

SMOTE-IPF 0.9860 0.9973 0.9747 0.9753 0.0253 0.0027 0.9860

AND-SMOTE 0.9847 0.9865 0.9829 0.9829 0.0171 0.0135 0.9847

LN-SMOTE 0.9695 0.2682 0.9929 0.5717 0.0071 0.7318 0.6305

SMOTE-PSO 0.9690 0.8057 0.9908 0.9216 0.0092 0.1943 0.8982

NT-SMOTE 0.9842 0.9868 0.9817 0.9818 0.0183 0.0132 0.9843

SMOTE-RSB∗ 0.9679 0.2630 0.9918 0.5163 0.0082 0.7370 0.6274

Distance-SMOTE 0.9840 0.9806 0.9874 0.9873 0.0126 0.0194 0.9840

MWMOTE 0.9861 0.9942 0.9780 0.9784 0.0220 0.0058 0.9861

LVQ-SMOTE 0.9845 0.9764 0.9926 0.9925 0.0074 0.0236 0.9845

ADOMS 0.9848 0.9836 0.9859 0.9859 0.0141 0.0164 0.9848

ANS 0.9845 0.9936 0.9755 0.9759 0.0245 0.0064 0.9846

AHC 0.9687 0.6196 0.9920 0.8382 0.0080 0.3804 0.8058

SPY 0.9682 0.2286 0.9932 0.5461 0.0068 0.7714 0.6109
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Table 8.29: The performance metrics values obtained by XGBoost
classifier applied to the Polish companies’ dataset after balancing
using DBBI-SMOTE and the other 34 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9977 0.9988 0.9965 0.9965 0.0035 0.0012 0.9977
SMOTE 0.9942 0.9996 0.9889 0.9890 0.0111 0.0004 0.9943

BL-SMOTE 0.9941 0.9956 0.9925 0.9926 0.0075 0.0044 0.9941

SVM-SMOTE 0.9932 0.9887 0.9954 0.9905 0.0046 0.0113 0.9920

ADASYN 0.9941 0.9994 0.9889 0.9891 0.0111 0.0006 0.9941

SMOTE-Tomek 0.9943 0.9993 0.9894 0.9895 0.0106 0.0007 0.9943

SMOTE-ENN 0.9936 0.9998 0.9864 0.9883 0.0136 0.0002 0.9931

MSMOTE 0.9896 0.9883 0.9909 0.9909 0.0091 0.0117 0.9896

ISMOTE 0.9884 0.9956 0.9812 0.9815 0.0188 0.0044 0.9884

SL-SMOTE 0.9770 0.8801 0.9910 0.9341 0.0090 0.1199 0.9355

CE-SMOTE 0.9830 0.2024 0.9992 0.8417 0.0008 0.7976 0.6008

CURE-SMOTE 0.9935 0.9898 0.9971 0.9971 0.0029 0.0102 0.9934

SMOTE-D 0.9916 0.9843 0.9990 0.9990 0.0010 0.0157 0.9916

SDSMOTE 0.9938 0.9995 0.9882 0.9883 0.0118 0.0005 0.9939

G-SMOTE 0.9966 0.9987 0.9946 0.9946 0.0054 0.0013 0.9967

SMOTE-Cosine 0.9938 0.9972 0.9904 0.9905 0.0096 0.0028 0.9938

SMOTE-OUT 0.9929 0.9969 0.9889 0.9890 0.0111 0.0031 0.9929

Selected-SMOTE 0.9941 0.9995 0.9887 0.9888 0.0113 0.0005 0.9941

Gaussian-SMOTE 0.9909 0.9833 0.9986 0.9986 0.0014 0.0167 0.9909

SN-SMOTE 0.9944 0.9994 0.9895 0.9896 0.0105 0.0006 0.9945

LLE-SMOTE 0.9916 0.9845 0.9988 0.9988 0.0012 0.0155 0.9917

Cluster-SMOTE 0.9963 0.9994 0.9933 0.9933 0.0067 0.0006 0.9963

SMOTE-IPF 0.9945 0.9994 0.9897 0.9898 0.0103 0.0006 0.9946

AND-SMOTE 0.9935 0.9910 0.9960 0.9960 0.0040 0.0090 0.9935

LN-SMOTE 0.9945 0.9935 0.9956 0.9956 0.0044 0.0065 0.9946

SMOTE-PSO 0.9851 0.8312 0.9979 0.9701 0.0021 0.1688 0.9145

NT-SMOTE 0.9949 0.9962 0.9936 0.9936 0.0064 0.0038 0.9949

SMOTE-RSB∗ 0.9836 0.2656 0.9991 0.8774 0.0009 0.7344 0.6323

Distance-SMOTE 0.9947 0.9955 0.9940 0.9940 0.0060 0.0045 0.9948

MWMOTE 0.9940 0.9985 0.9895 0.9896 0.0105 0.0015 0.9940

LVQ-SMOTE 0.9913 0.9838 0.9989 0.9989 0.0011 0.0162 0.9913

ADOMS 0.9939 0.9968 0.9910 0.9911 0.0090 0.0032 0.9939

ANS 0.9932 0.9969 0.9895 0.9896 0.0105 0.0031 0.9932

AHC 0.9827 0.5974 0.9986 0.9455 0.0014 0.4026 0.7980

SPY 0.9832 0.2224 0.9990 0.8324 0.0010 0.7776 0.6107
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Table 8.30: The performance metrics values obtained by XGBoost
classifier applied to the US companies’ dataset after balancing
using DBBI-SMOTE and the other 33 balancing methods. The
best values are highlighted in gray.

Technique Accuracy Recall Specificity Precision Type I error Type II error AUC
DBBI-SMOTE 0.9968 0.9945 0.9992 0.9992 0.0008 0.0055 0.9969
SMOTE 0.9909 0.9979 0.9840 0.9842 0.0160 0.0021 0.9909

BL-SMOTE 0.9953 0.9967 0.9939 0.9940 0.0061 0.0033 0.9953

SMOTE-ENN 0.9927 0.9986 0.9865 0.9871 0.0135 0.0014 0.9926

SMOTE-Tomek 0.9910 0.9980 0.9839 0.9841 0.0161 0.0020 0.9909

SVM-SMOTE 0.9952 0.9976 0.9928 0.9928 0.0072 0.0024 0.9952

ADASYN 0.9910 0.9983 0.9837 0.9839 0.0163 0.0017 0.9910

MSMOTE 0.9953 0.9967 0.9939 0.9939 0.0061 0.0033 0.9953

ISMOTE 0.9845 0.9968 0.9722 0.9729 0.0278 0.0032 0.9845

SL-SMOTE 0.9933 0.7526 0.9987 0.9299 0.0013 0.2474 0.8757

CE-SMOTE 0.9938 0.0789 0.9993 0.4094 0.0007 0.9211 0.5391

CURE-SMOTE 0.9961 0.9960 0.9963 0.9963 0.0037 0.0040 0.9961

SMOTE-D 0.9966 0.9942 0.9990 0.9990 0.0010 0.0058 0.9966

SDSMOTE 0.9911 0.9981 0.9840 0.9843 0.0160 0.0019 0.9910

G-SMOTE 0.9936 0.9985 0.9887 0.9888 0.0113 0.0015 0.9936

SMOTE-Cosine 0.9921 0.9973 0.9869 0.9870 0.0131 0.0027 0.9921

SMOTE-OUT 0.9916 0.9975 0.9857 0.9858 0.0143 0.0025 0.9916

Selected-SMOTE 0.9908 0.9980 0.9836 0.9838 0.0164 0.0020 0.9908

Gaussian-SMOTE 0.9967 0.9968 0.9966 0.9966 0.0034 0.0032 0.9967

SN-SMOTE 0.9921 0.9985 0.9858 0.9860 0.0142 0.0015 0.9922

LLE-SMOTE 0.9958 0.9951 0.9965 0.9965 0.0035 0.0049 0.9958

Cluster-SMOTE 0.9923 0.9987 0.9860 0.9862 0.0140 0.0013 0.9924

SMOTE-IPF 0.9910 0.9982 0.9837 0.9839 0.0163 0.0018 0.9909

AND-SMOTE 0.9960 0.9965 0.9955 0.9955 0.0045 0.0035 0.9960

LN-SMOTE 0.9938 0.0950 0.9993 0.4493 0.0007 0.9050 0.5472

SMOTE-PSO 0.9920 0.6948 0.9981 0.8806 0.0019 0.3052 0.8464

NT-SMOTE 0.9936 0.9972 0.9901 0.9902 0.0099 0.0028 0.9936

Distance-SMOTE 0.9947 0.9978 0.9916 0.9916 0.0084 0.0022 0.9947

MWMOTE 0.9893 0.9933 0.9852 0.9854 0.0148 0.0067 0.9892

LVQ-SMOTE 0.9967 0.9947 0.9986 0.9986 0.0014 0.0053 0.9967

ADOMS 0.9919 0.9956 0.9882 0.9883 0.0118 0.0044 0.9919

ANS 0.9898 0.9942 0.9855 0.9856 0.0145 0.0058 0.9899

AHC 0.9916 0.4108 0.9986 0.7759 0.0014 0.5892 0.7047

SPY 0.9935 0.1151 0.9992 0.4700 0.0008 0.8849 0.5572
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8.5 final remarks

Along with this chapter, a solution to a common problem mostly
comes with the real data, and dramatically affects the perfor-
mance of the ML and DL classifiers and leads them to outcome
unreliably results is discussed. The major common problem in
real data is the inconsistent distribution of the majority and
minority instances in the data space. Thus, a novel data balanc-
ing technique, named Distance-Based Border Instances SMOTE
(DBBI-SMOTE), has been proposed to fill the gap and avoid some
drawbacks in the existing data balancing methods in the litera-
ture. Moreover, the structure of DBBI-SMOTE is based mainly on
SMOTE and Borderline SMOTE methods but with some modi-
fication of their procedures to guarantee avoiding the scenarios
that cause faults in the SMOTE and Borderline SMOTE proce-
dures. In addition, due to the scarcity of bankrupt companies
in the real-world, four different companies’ datasets belong to
different markets adopted to evaluate the performance of DBBI-
SMOTE. The main difference between the dataset is the data
type (i.e., numerical and categorical) and the complexity level
for each one of them. The complexity level increases gradually
from the Spanish companies’ dataset (lowest complexity) to the
US companies’ dataset (Very complex), which makes a great
challenge for the proposed method to prove that it is convenient
to solve the problem in every data circumstance. Nevertheless,
Three different types of classifiers were used as a post-stage
of using DBBI-SMOTE to discuss its efficiency in solving the
data problem, namely: Standard Classifiers (i.e., DT and NB),
Bagging-Based Ensemble Classifiers (i.e., KNN, SVM and RF),
and Boosting-Based Ensemble Classifiers (i.e., AdaBoost and XG-
Boost). Finally, the performance of DBBI-SMOTE is discussed
compared to other 34 SMOTE variants used to balance the same
four datasets as a preprocessing stage of the mentioned seven
classifiers applications.

Furthermore, during training, the classifiers using imbalanced
data, sticking with accuracy metric is not the best choice to evalu-
ate the performance of any classifier because the classifiers tend
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always to predict the majority class instances and ignore the
minority ones, which obtains very high accuracy in the expense
of the classification reliability. Thus, eight different evaluation
metrics devoted in this chapter to make an accurate decision
about each data balancing method and classifier performance,
namely: accuracy, recall, specificity, precision, type I error, type II
error and AUC.

Accordingly, DBBI-SMOTE proved its efficiency and feasibility
to solve the data inconsistent distribution problem in the four
companies’ datasets compared to the other 34 balancing methods,
and in all of the classifiers applications. It’s worth noting that
DBBI-SMOTE wasn’t the superior balancing method in each
application, but it presented a solid alternative to solve the data
problem beating many resampling methods in the literature.
On the other hand, SMOTE-DBBI proved its performance with
respect to reliability, not like some other balancing methods, it
doesn’t lead any classifier to exaggerate predicting certain class
instances at the expense of the other class.
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This doctoral thesis addressed gradually several approaches
to improve the solution of one of the critical real-world

problems (i.e., companies financial failure prediction) using ma-
chine learning and deep learning algorithms. Those approaches
started with improving the performance of the classical classifi-
cation methods using simple sampling approaches, avoiding the
overfitting and the loss of important information as well. And
ended with developing a novel advanced balancing technique
outperforming many other techniques addressed in the literature.
Thus, taking into account the main objectives mentioned in Chap-
ter 1, this chapter presents the main conclusions that support
this thesis. In addition, it presents the future work that maintains
continuing the contributions in this research field.

221
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9.1 final conclusions

This thesis has been focused on improving the performance of
Machine Learning and Deep Learning algorithms in solving a
critical real-world problem (i.e., Companies financial failure fore-
casting). Thus, in this doctoral thesis, new simple resampling
approaches have been adopted to solve the financial data incon-
sistent distribution problem. The first resampling approach is
based mainly on partitioning the dataset into several subsets and
using the balancing techniques in order to solve the problem
of the balancing, this technique presents unreliable outcomes.
The second sampling approach is based on splitting the original
dataset in training and test set in order to avoid the reliability
problem on the expense of the metrics values consistency; the
classifiers select an inappropriate behavior to solve the prob-
lem while the training set is extremely unbalanced. The final
approach is stands on integrating both of procedure; partitioning
the dataset to several equally subsets and split test set for each
partition with using the balancing techniques to make the train-
ing dataset balanced. This integration has yielded the best results
regarding the reliability and the consistency of the metrics values
and prove itself as the most proper style to solve the problem.
Furthermore, three different well-known classical classification
algorithm devoted to evaluate the performance of the proposed
resampling approaches. Accordingly, using the third simple sam-
pling approach as a preprocessing stage of applying RF shows
promising performance in predicting companies financial failure.

Then, comprehensive analysis of the impact of using several
different balancing methods on the performance of classical clas-
sification algorithms in predicting companies’ financial failure
have done. The selected balancing methods to analyse are cov-
ering the existing types in the literature. This analysis aims to
conclude the best balancing technique to solve the financial data
inconsistency distribution. Accordingly, the impact of these dif-
ferent balancing techniques on the classifiers during predicting
companies financial failure has been discussed as well. However,
all oversampling methods used lead to enhance results regarding
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predicting the bankrupt companies (minority instances) com-
pared with classifying the original dataset without using any
oversampling method. Nevertheless, SMOTE-ENN method ob-
tained superior outcomes with with respect to identifying the
minority instances (bankrupt companies).

Subsequently, the performance of three popular classification
algorithms, i.e. J48, k-NN, and MLP in solving the bankruptcy
prediction problem has been improved by hybridising these clas-
sifiers with the reservoir state of DLR using cascading technique.
In other words, the input point for the proposed three approaches
is the reservoir state of DLR, and then the data pass to train the
addressed classifiers. Accordingly, the efficiency of using DLR
to improve the classifiers performance demonstrated empirically.
The use of DLR reservoir state can lead to performance improve-
ments in Forecasting Business Failure over the normal ensemble
voting or other single classifier models including J48, k-NN, and
standard MLP.

Afterwards, several Deep Learning algorithms have been adapted
specifically to predict companies’ financial failure by identifying
a specific number of hidden layers and hyperparameter values
for each one of them. This configuration optimization has main-
tained the best performance in predicting bankrupt and solvent
companies as well. Thus, the Deep Learning algorithms have
been used in this chapter are Deep Belief Network (DBN), Multi-
Layer Perceptron with 6 layers (MLP-6L), and Long-Short Term
Memory (LSTM). In addition, Three bagging-based ensemble
classifiers (i.e., RF, SVM and KNN) and two boosting-based en-
semble classifiers (i.e., AdaBoost and XGBoost) were used as
benchmarks to evaluate the performance of the Deep Learning
algorithms. In addition, difficult and very imbalanced problem
is faced in this study, using three different datasets belonging to
different markets. In order to cope with this problem, three types
of advanced balancing techniques have been devoted, namely:
oversampling , Hybrid (oversampling+undersampling) methods,
and clustering-based balancing method. Thus, after extensive
experiments were done, MLP-6L applied to the datasets gener-
ated using SMOTE-ENN balancing technique obtained the best
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results regarding predicting companies’ financial failure and
outperforming all of the ensemble classifiers.

Finally, a novel data balancing technique named as Distance
Based Border Instances SMOTE (DBBI-SMOTE) has been de-
signed and developed to solve the inconstant distribution of
the financial data. Thus, the novel technique avoids some draw-
backs in the existing data balancing methods in the literature.
Moreover, the structure of DBBI-SMOTE is based mainly on
SMOTE and Borderline SMOTE methods but with some modi-
fication of their procedures to guarantee avoiding the scenarios
that causing faults in the SMOTE and Borderline SMOTE proce-
dures. The performance of DBBI evaluated using four different
companies datasets belonging to different markets. The main
difference between the dataset is the data type (i.e., numerical
and categorical) and the complexity level for each one of them.
In addition, three different types of classifiers have been used
as a post-stage of using DBBI-SMOTE to discuss its efficiency in
solving the data problem, namely: Standard Classifiers (i.e., DT
and NB), Bagging-Based Ensemble Classifiers (i.e., KNN, SVM
and RF), and Boosting-Based Ensemble Classifiers (i.e., AdaBoost
and XGBoost). Finally, the performance of DBBI-SMOTE is dis-
cussed comparing to other 34 SMOTE variants used to balance
the same four datasets as a preprocessing stage of the mentioned
seven classifiers applications. Thus, DBBI-SMOTE showed high
efficiency and feasibility in solving the data inconsistent distribu-
tion problem in the considered companies’ datasets compared
to the other 34 balancing methods, and in all of the classifiers
applications.

9.2 future work

Deep Learning algorithms show high performance in solving
the problem of predicting companies financial failure. But their
performance could be improved by fine-tuning their parameters
values, for instance by means of meta-optimization [221] applying
Evolutionary Algorithms [222].
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Another approach can improve the performance of Deep Learn-
ing algorithms and obtain promising results is considering them
as ensemble models. These ensemble models could be comprised
of several ensembles of one Deep Learning algorithm, or of sev-
eral different algorithms

In addition, with respect to the novel data balancing technique
(DBBI-SMOTE), it shows promising performance in balancing
the financial binary class datasets. Thus, as a future work, it
could be applied with other types of algorithms, such as ordinal
classifiers.
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