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In this article, we expose a system developed that extends the Acquired Brain Injury (ABI) diagnostic application known
as D-Riska with an artificial intelligence module that supports the diagnosis of ABI enabling therapists to evaluate patients
in an assisted way. The application is in charge of collecting the data of the diagnostic tests of the patients, and due to a
multi-class Convolutional Neural Network classifier (CNN), it is capable of making predictions that facilitate the diagnosis
and the final score obtained in the test by the patient. To find out the best solution to this problem, different classifiers are
used to compare the performance of the proposed model based on various classification metrics. The proposed CNN classifier
makes predictions with 93 % of Accuracy, 94 % of Precision, 91 %, of Recall and 92% of F1-Score.
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1 Introduction

According to public well-known statistics, Acquired Brain
Injury (ABI) represents a serious health problem, mainly due
to the large number of people affected (more than 400,000
in Spain), the duration of this type of injury, which is usually
chronic, the severity and variety of sequelae. Furthermore,
it should be noted that ABI represents the leading cause of
disability in adults in developed countries (Cerebral Injury
2014). The causes of ABI are diverse (Cerebral Injury 2014),
these include from traumatic brain injury, stroke, anoxia or
hypoxia, brain tumors, to encephalitis of various etiologies,
among many others. In addition, ABI can affect all areas of
human functioning.

The affected area and the deficits presented by affected
people depend on the type of injury, the initial location and
severity of the injury, as well as the characteristics of the
affected people, such as age, personality or skills prior to
the injury (Red Menni 2015). This type of injury represents
a serious public health problem, both due to the number of
affected people and the severity of their injuries, which led
us to introduce technological advances into this discipline.
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Nowadays, existing technology enables developers to gen-
erate several user interface (UI) configurations, where Ul
components can be offered to users through different devices.
This set of interrelated devices, also known as multi-device
ecosystems, allows users to interact with the system through
different interaction mechanisms that are distributed in phys-
ical environments(W3C Community 2018).

This paper presents an application that employs the Dis-
tributed User Interface (DUI) (Penalver et al. 2011) paradigm
in the D-Riska application (Cuerda et al. 2018) for the evalua-
tion and diagnosis of Acquired Brain Injury. This application
is based on the traditional Riska test, which is part of the
Loewenstein Occupational Therapy Cognitive Assessment
Battery (LOTCA)(Katz et al. 1989).

The Riska test is performed together with other tests
defined in the LOTCA, and consists of a card game (Fig.
1), in which patients should group a total of 18 cards with
different shapes and colors making as many groupings as
possible. The more grouping patients are able to form, the
higher is the score obtained in the test. The higher the score,
the lower the degree of patients’ possible brain injuries.

The solution we have developed focuses on the first stage
of the rehabilitation of brain injury assisting the diagnosis,
evaluation and treatment of patients, facilitating the work
of therapists and improving the work of patients, that is, on
the evaluation of the sequelae produced and the difficulties
or deficits they cause. To achieve this goal, we have relied
on a traditional evaluation methodology in this area called
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Fig.1 View of the set of cards that the patient has to classify in D-Riska
test

LOTCA, and we have created a digital platform that facili-
tates the diagnosis and evaluation of the therapist.

Thanks to the use of distributed user interfaces, our
application allows the patient and therapist to work simul-
taneously, each one on a different screen, saving us from
using the rest of the devices necessary for the test. The appli-
cation is responsible for storing all the information related
to the session, and allows the therapist to focus on observing
how the patient performs the test to facilitate and improve
their diagnosis. In addition, it allows this observation to be
less invasive,since it is not necessary even for them to be in
the same physical space (Cuerda et al. 2020).

The decision regarding patients’ final diagnosis by ther-
apists only depends on therapists knowledge and interpreta-
tion. However, it is considered essential to endow this type
of applications with the ability to assist or support therapists’
final decision. this paper presents an expert module based on
Artificial Intelligence (Al) using techniques stand out in the
current state of the art to reach this goal.

Various techniques are considered to tackle this problem
in order to achieve a great capacity for success in the model
interpretation.

The system consists of two separated physical Uls which
are synchronized. While therapists operate the Therapist UI,
patients perform assessments on the Patient Ul.

1.1 Therapist Ul

It enables therapists to conduct and analyze the assessment
process. Therefore, it enables therapists to introduce assess-
ment session information (i.e. patient personal information
and condition, therapist personal information, etc. as well as
to have full control of the assessment process in real-time,
since both Ul are connected and synchronized. For instance,
therapist can control patients’ UI during the assessment pro-
cess).

1.2 Patient Ul

Itenables therapist to evaluate patients’ condition. Therefore,
this Ul enables patients to grouping cards (instead of physical
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plastic objects) using a touch screen. In fact, card movements
performed by patients are transferred to the Therapist UI in
real-time in order to observe unexpected patterns or behaviors
in patients as soon as possible to intervene in the assessment
process as required.

1.3 Paper contribution

This paper proposes the development of an expert module
to extend the tool previously developed and evaluated in
Cuerda et al. (2018) in order to support patients’ final diag-
nosis automatically. The data sources employed to build the
expert module were gathered from the use and testing of
this application with real patients at the Centro de dia Los
Tulipanes (day center) and Residencia Hermanitas de los
Pobres (residence) in Granada, Spain, which are detailed in
the Sect. 3.2. This data consists of sets of images classified
by therapists (experts in the field) which enabled the def-
inition of a supervised image classification problem using
models based on artificial vision and specific image clas-
sification to build a diagnostic module based on Al. This
module assists therapists to evaluate patients distinguishing
among different types of groupings patients have formed
during the assessment process. Consequently, it assigns a
candidate score which reduces the probability of errors in
the diagnosis process.

This module is not intended to replace the work done by
therapists, it only assists and support their decisions on the
evaluation. However, as this tool supports session recording
to review the assessment process a posteriori, it enables ther-
apists to move their attention to other aspects, such as putting
down notes while the patient is performing the test, instead
of focusing their full attention only to every movement per-
formed by patients. Some of these that the therapist can focus
on are the procedure that follows to carry out the test, recheck
what it has happened when the session is recorded, and in
the case of novel therapists, it provides guidelines for eval-
uation that facilitate clinical reasoning. In addition, it also
facilitates a first self-diagnosis performed by the patients
autonomously, and in case of detecting any behavior or abnor-
mal response, schedule an appointment with a professional
therapist to carry out a more exhaustive test.

Since the proposed application collects and manages tests
results using images, they can be reused to train multi-class
classification models in Convolutional Neural Network clas-
sifier (CNN), (LeCun et al. 2015) to predict the probability of
the grouping class associated to an existing grouping defined
in the test itself.

The proposed expert module provides:

e A greater probability of success at diagnosis time.
e A reduction in the average diagnosis time.
e A self-performing and open-source diagnostic tool.
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e Enables the therapists to focus their attention on other
fundamental aspects of the evaluation.

To reduce the development time, a set of existing con-
volutional neural networks presented as part of the state of
the art in Donahue et al. (2014) is used as a stating point to
implement the expert module instead of defining them from
the scratch. Due to the high demand of resources required to
train these networks, the architecture infrastructure is sup-
ported by Cloud Computing (CC) services which provide
high levels of computing and storage capacity.

In general, the contribution of this work can be summa-
rized as follows:

e Presents a DUI system which employs an Al module that
assists therapists in the diagnosis of patients with ABI;
which is migrated to a CC service provider.

e Collects and stores information obtained from tests car-
ried out on real patients to generate sets of valid data
to train and validate the system model, while providing a
reliable persistence and management of this information.

e Presents a classifier that infers the class of a grouping and
its probability of membership.

e Validates and compares the performance of the a set of
models based on the most representative and descriptive
metrics in the state of the art.

1.4 Organization of the paper

This article is structured as follows. Section 2 describes the
state of the art related to this research area. In addition, while
section 3 details the proposed solution, the evaluation and val-
idation process carried out is presented in section 4. Finally,
section 5 summarizes the conclusions and future works of
this work.

2 Related work

We start providing an overview of the traditional Loewen-
stein Occupational Therapy Cognitive Assessment Bat-
tery (LOTCA)(Katz et al. 1989) evaluation process, which
inspired the design and implementation of the D-Riska appli-
cation detailed in Cuerda et al. (2018). The LOTCA was
developed as a technique to assess basic cognitive skills and
visual perceptions in adults with neurological disabilities.
Provides an in-depth assessment of basic cognitive skills that
can be used for treatment planning as well as for treatment
progress reviews (McDermott 2011).

The LOTCA battery assess the basic cognitive skills
required for daily functions including: orientation, visual per-
ception and psychomotor skills, problem solving skills, and
thought operations. The development of this battery is based

on information obtained from clinical and neuropsychologi-
cal experience and development theories. Moreover, LOTCA
is generally used at the initial stage of patient evaluation;
however, it can be used to set therapeutic goals and review
the cognitive status of patients over time (AnnesG and KatzN
1996; Zwecker et al. 2002).

Regarding people’s fitness, LOTCA can be used with
patients who suffered a stroke, elderly people with dementia,
patients with aphasia, people with traumatic brain injuries, or
people with intellectual disabilities (JangY and Chern 2009)
and mental illness (JosmanN 2006).

The D-Riska application is based on one of the tests
proposed by the LOTCA battery, known as Riska. In the
traditional Riska test, 18 plastic objects of 3 different colors
and 3 different shapes are delivered to patients. The clas-
sification of Riska objects consists of two sub-tests. While
in the Unstructured sub-test therapists ask patients to form
groupings of objects spontaneously; in the structured sub-test
therapists ask patient to form groupings of objects according
to a class following a given pattern which is presented as an
example.

Thus, the D-Riska application enables therapist to carry
out patients’ assessment process in a similar way to the
traditional one while providing the advantages that digital
technologies introduce in the process(Cuerda et al. 2018).

The development of the expert module integrated into
the D-Riska application supported by a CC architecture is
described in detail in Sect. 3.1.

Internet-based CC is the most powerful type of architec-
ture in the area of computing. It consists of a compilation of
hardware, software and infrastructure integrated and avail-
able on the network. This type of architecture has several
advantages over grid computing and other types of comput-
ing configurations and infrastructures (Srivastava and Khan
2018). The current literature collects numerous reviews on
CC (Sulich et al. 2020), (Singh and Yadav 2019) (Verma and
Sharma 2019).

Recently, advances in Al techniques have encouraged the
development of intelligent solutions for CC applications. Al
methods, such as Artificial Neural Networks (ANN), Deep
Learning, fuzzy logic, and evolutionary algorithms have
allowed CC paradigms to be improved through their capabil-
ities to extract knowledge from large amounts of real-world
data, optimizing even more so its design, performance and
safety compared to traditional techniques (Labati et al. 2020).

Cloud Computing service providers such as Google Cloud
Platform, Amazon Web Services, Microsoft Azure and IBM
Cloud have incorporated the necessary resources for informa-
tion management and cloud computing. These also include
a large battery of cognitive services, most of them based on
Al in areas such as computer vision, voice recognition, text
analysis, intelligent indexing, among others (Kumar 2016).
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As for references to Machine Learning (ML) applications
in the field of mental health and, more specifically in the
field of Occupational Therapy (OT), there are already great
advances and novel approaches.

Firstly, (Khondoker et al. 2016) presents a comparison of
ML techniques for classification based on mental medicine
studies on different data sources.

Similarly to the approach presented in our proposal, ML
techniques are used to guide patients in the evaluation process
through a set of tests employing digital screens in Tsoi et al.
(2018).

In addition, the relationship of the behaviors between par-
ticipants, with or without symptoms of dementia, is studied
to measure the brain’s response time when drawing a simple
figure that can be digitized for early detection of the disease.

A review and a compilation of the latest advances in the
area of expert systems and artificial intelligence applications
in decision-making and consultation is presented in Bennett
and Doub (2016).

Moreover, a review of automated techniques for the early
diagnosis and classification of some classes of the Alzheimer
disease is presented in Tanveer et al. (2020). This review
of 165 papers includes the application of various techniques
such as Support Vector Machines, Artificial Neural Networks
and Deep Learning.

In Benrimoh et al. (2018) Deep Learning is used to solve
problems in treatment selection and diagnosis prediction of
mental health, starting with depression. It also stands out
along the same lines the work presented in Leis et al. (2019),
where an attempt to identify the characteristics of this type
of diseases in Spain is based on written language patterns;
which are decisive in the detection of the most frequent signs
of this pathology.

As may be seen, all reviews refer to the application and
success of the use of ML techniques in supporting the diag-

Fig.2 Overview of the
architecture of our application
deployed using Amazon Web
Services
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nosis of mental illnesses, either through specific and generic
means or obtained from different sources, such as the social
media, [oT mechanisms or public data sources available
online.

Finally, the work presented in Majumder et al. (2017)
describes a method based on Deep Learning techniques
determine the paper author personality type through textual
analysis (i.e. given a text relating a set of characteristics with
the psychological profile of the paper author).

Based on the presented experience, this paper extends
the D-Riska application to support decision-making in the
RISKA assessment process taking advantage of the use and
efficiency of CC technologies and ML techniques.

3 The proposed solution
3.1 System architecture

Figure 2 shows an overview of the application architecture
hosted by Amazon Web Services (AWS) CC provider.

The former design of the D-Riska application was based
on a client-server architecture where therapists create a
personalized sessions for patients. These sessions collect per-
sonal information from patients and therapists to related them
to the assessment session.

The server part of the application synchronizes the Patient
UI with the Therapist Ul that act as the clients in this archi-
tecture. In addition, the server is responsible for managing
the session information and guiding the assessment session
process. The system was implemented using the Node.js
environment and operates through a Representational State
Transfer (ReST)(Fielding 2000) Application Programming
Interface (API) that is connected to a non-relational database
(NoSQL) where the information related to the session and
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its participants is stored. The server is not only responsible
for collecting the session information entered by therapists,
it also collects all the patients’ actions through Web Sock-
ets to replicate the patients’ actions in the Therapist Ul in
real-time.

In addition, the server is also responsible for storing all
assessment session related information in the database, in
order to access it later on. The server is also in charge of stor-
ing the images gathered during session processes in the image
database jointly with the corresponding diagnosis (class).

On the other hand, we have the part of the architecture that
corresponds to the module developed in this work that con-
nects to the server in order to use the information generated
by the existing D-Riska application.

When therapists evaluate a patient session, they determine
in which of the 5 possible categories the card grouping fits,
storing the image and its class relationship in the system
dataset.

A scheduled retraining of the model is performed every
week in case new images were included. Thus, the model is
constantly learning. Every time a therapist evaluates a new
patient, and adds a new categorized image to the dataset; it
is included in the model training set.

At the same time, when therapists perform patients diag-
nosis, they are able to can visualize the response of the model
including the type of category, or class, the image resulting of
the test belongs to. It is this moment when the model analyzes
the image related to the test, and assigns it to a class based on
previous learning. If the prediction is wrong, when the ther-
apist corrects it, the system stores the image with the correct
class and a new training launch to match the characteristics
of the image to its corresponding class.

3.2 Data collection

The D-Riska application we have used as a starting point
manages different types of information. On the one hand,
it stores a log of sessions carried out by pairs of patients-
therapists where patient and therapist personal information.
On the other hand, it stores other session information such as
the results associated to each assessment session including
the following:

Duration of the test.

Observations of the therapist.

Results of the evaluation by the therapist.

One image for each test scenario, or grouping, associated
to the final layout of the cards.

These images are the ones taken to build the data set that
the classification model will use, in its training, validation
and evaluation phases (see Sect. 4.1).

3.3 Convolutional neural network

This section presents the Convolutional Neural Networks that
were used in the diagnosis and classification of the images
belonging to the tests carried out, determining for each of
these the class or type of grouping to which they belong to.

The proposed model assigns classes to card groupings in
images using a percentage, or value, of matching for each
of them. The class associated to an image results from the
highest probability of prediction matching. The advantage
of this model is that it allows the extraction of significant
characteristics from the images and the possibility of making
predictions in reasonable periods of time.

The techniques based on Deep Learning are based on Neu-
ral Networks which are ML techniques which emphasis is
placed on learning through data representation that a series
of layers perform aiming to learning more significant rep-
resentations from gathered data. This technique is based on
neurology concepts based on in the brain synapse process.
However, this representation drawn from biology does not
imply that convolutional neural networks are an exact model
representations of the human brain.

The term Deep does not refer to any kind of deep under-
standing achieved by the model; it is based on the idea of
successive layers of representations, which greatly increases
the complexity of the model (currently a Deep Learning
model can include around tens or hundreds of successive
layers and all of them learn through exposure of the training
set). Thanks to this complexity, it is possible to learn much
more complex and invisible patterns by simpler models, so
that Deep Learning must be understood as a mathematical
framework to learn data representations.

The basic scheme of a Deep Learning algorithm specifi-
cally applied to a classification problem is depicted in Fig. 3
where the network transforms an image into a representation
that is incrementally different from the original image and
incrementally informative about the final result.

Building a Convolutional Learning network from scratch
is a very expensive process that can take a long time to
develop, including long periods of trial and error in order
to choose the right configuration of layers and hyperparam-
eters that best fits data. In addition, it requires long training
periods for large images that can pose a problem in terms
of computational performance and training period. In order
to solve this problem, there are two main escape routes. The
first one is using the computing provided by CC services
which provide all the infrastructure, frameworks and envi-
ronments required to carry out these processes. However, it
should be borne in mind that the accommodation, and use of
these services, may entail a high cost for the project.

On the other hand, a common, and highly effective solu-
tion used in Deep Learning, and specifically in small data
sets, as it is the case, is to use pretrained networks, a con-
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Fig.3 Example of Deep Learning network working on transforms an image into a representation

cept known as Transfer Learning (Donahue et al. 2014). A
pretrained network is a stored network that was previously
trained to solve a problem on a high-dimensional data set,
most often finding pretrained networks in image classifica-
tion problems on a large data set. If the data set is large
and general enough, the learned characteristics space can
be effectively used as a generic world view model, and its
variables can provide more than enough knowledge to solve
different computer vision problems, keeping in mind that
these new problems, like the one provided in this paper, may
include totally different classes from the original problem.
For example, you can train an ImageNet network (where
classes are mostly animals and objects of daily life) and
retrain part of that network in order to identify other objects
in images. This portability of the features learned about dif-
ferent problems is a key advantage in our project, since it
allow us to apply Deep Learning on our small set of images.

There are two different approach to use pretrained net-
works, feature extraction and fine-tuning. As the second one
is not taken into account in this work, only the first one is
detailed in next section.

3.3.1 Feature extraction

Feature extraction involves using representations learned
from a pretrained network with the goal of extracting inter-
esting features from new examples. These characteristics are
taken and processed on a new classifier, which is trained from
the start. It is necessary to clarify that this new classifier is not
an independent model, such as an Support Vector Machines
(SVM) or a Random Forest, this classifier is defined in terms
of series of dense layers (fully connected layers) that are
incorporated into the pretrained network. While the first part
of the network (already trained) extracts the most relevant
characteristics of the model; the second part becomes the
classifier of the model (pending training with our images).
It is not required to detail the meaning of all the layers used
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because they do not increase complexity and focus on the
basis of these models.

All these elements are easy to deploy using the frame-
work that stands out in the state of the art Tensorflow (Abadi
et al. 2016), currently owned by Google and supported in the
Python programming language.

Initially, Tensorflow version 1 was complex framework to
use compared to the latest version that includes the Keras
library update (tensorflow.keras). This library enables the
creation of sequential models and the edition its hyperpa-
rameters easily. Thus, fensorflow.keras defines a module that
enables a quick inclusion and deployment of pretrained net-
works. In addition, to easy pretrained network modifications,
this module enables freezing or unfreezing layers (i.e. sets of
networks already trained, or trainable) as well as adding or
deleting model layers. The following set of networks were
used to pre-train the proposed model employing the Ima-
geNet dataset (Deng et al. 2009).

InceptionResNetV2.
MobileNet.

VGG16.

VGG19.

As mentioned, this framework also provides an easy way
to edit layer parameters, such as setting the number of hidden
layers, the activation/deactivation of functions, the number
of learning steps, and, for each layer, the number of neurons
to be considered.

The configuration process is simple, each of the trained
models incorporates two dense layers (fully connected lay-
ers) which are the only layers that are trained with the images
of the training set, since the rest of the layers (dedicated to
the extraction of characteristics) are frozen. Finally, a dense
layer is incorporated. This layer defines 5 neurons where the
output of each of these layers is the output corresponding
to each problem class. The function Softmax (see Eq. 1) is



Deep learning assisted...

used to return the probability for each class and it is used as
the activation function of the last layer. The rest of the layers
employ the Rectified Linear Unit (ReLU) function (see Eq.
2) to generate their outputs. The following steps summarize
the procedure followed the defined networks:

e [oad data sets, train, validate and test.

e Reduce of the size of all the sets (resizing of images).

e Perform data augmentation of the training set images
(rescaled).

e Add classification layers to feature extraction models.

e Model training using the training set for learning, and the
validation set for error measurement.

e Evaluate the predictive capacity on the validation and
test, using Accuracy, Precision, Recall, F1-Score, Math-
ews Correlation Coefficient (MCC), Cohen’s Kappa and
confusion matrix.

exp(yi)
S = = 1
oftmax(y) Zj exp (7)) (D
ReLU(x) = max(0, x) )

4 Evaluation
4.1 Dataset

After the decision support model is trained, validated and
evaluated with data from the available data sources (see Sect.
3.2) using the final images of the finished tests. A total of
860 images, or instances, were processed. The resolution
of these images is 1320 x 410 pixels in RGB format. They
were arranged in 5 different proportion classes, taking into
account that the minority class is the class that corresponds to
a random grouping (grouping more susceptible to suffering
a pathology).

Since the number of images is too small to address the
problem using Deep Learning, it is required to generate extra
images to increase the set of these initial images using the
data augmentation technique presented in Perez and Wang
(2017).

To carry out this task, the initial images resulting from
therapists’ evaluations were compiled to apply various noise
introduction procedures. These procedures perform negligi-
ble movements on the cards captured in the image, generating
a totally new, and classy instance, similar to the real one.
It was exhaustively verified that these movements do not
modify the type of grouping to keep the class given by the
therapist.

Since the number of images is still small to include in
neural networks, the re-scaling technique was employed by

Table 1 Dataset Description

Dataset name ISE-Driska

Resolution 1320 x 410

Num. Instances 9000

Num. Classes 5

Proportion classes Unbalanced

Set Dimension Proportion
Training 8000 89%
Validation 700 8%

Test 300 3%

Data Augmentation image generators to increase the number
of images.

Consequently, the final set of images consists of a total
of 9000 images divided into 3 independent sets based on a
logical proportion criteria. In 4 we can see a sample with
four images includes in our set of images, for four different
possible groupings of cards (by form, by color, complete
series or by form and color)

The training, validation and test sets are presented in
Table 1.

4.2 Metrics

To evaluate and understand the results obtained by each net-
work, and to be able to easily select the classifier that best
suits our problem, we have used the indexes in the domain
of multi-class classification presented in Tharwat (2018).

The problem to tackle presents an unbalanced case (i.e.
there are different proportions of groups) because, in reality,
the proportion of people who is ill or suffer related problems
(i.e. those who carry out a“random”grouping) is much lower
than the rest. Therefore, it is necessary to take into account
more complete indices to provide a more specific vision of the
discriminatory power of the model, and how it classifies on all
cases according to each type of grouping in particular (Hossin
2015). In multi-class classification problems like this, the
commonly selected indices are: Accuracy, Precision, Recall,
MCC, Kappa and F1-Score (Sokolova and Lapalme 2009).

To evaluate the performance of the classifier at the indi-
vidual level of each grouping it is essential to visualize the
confusion matrix (Fig. 5) since in multi-class problems it
collects, as in binaries, true positives or 7' P on its diagonal
(T P4 for class A, T Pp for class B and T P¢ for class C in
Fig. 5. An example of a correctly classified image suppose a
unit hit sum on the corresponding diagonal.

The rest of the elements that do not correspond to the
diagonal suppose cases where the predicted class differs from
the real class meaning that there are errors in our classifier
([Ega, Ecalforclass A, [Eap, Ecp] forclass B and [E zc,
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Fig.4 Example of some images -
within our dataset )
corresponding to different
groupings of possible cards
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confusion matrix for a A B C
multi-class classification test
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Epc] for class C (see Fig. 5). The ideal assumption is that
all values are concentrated on the diagonal, so that when
representing this matrix in a heat map format it is easy to
observe the success or not of the model, or in which classes
it has more discriminative error, using the intensity of color
and looking for its location on the corresponding diagonal.

As for model comparison, for each of the models, and
each of the indices, their calculations are made from the pre-
dictions. Once the values of these indices were obtained,
independently for each of the classes, the mean of the corre-
sponding values is selected. This enables models, and their
corresponding indices, to be compared at the macro average
level. The reason for using these indices is the maximization
of the success score for each of the categories or classes.

A simplified description for each of these indices is
exposed as follows:

4.2.1 Accuracy (AC)

The Accuracy (AC) is the most used metric to measure clas-
sifier performance and represents the percentage of instances
classified correctly and is measured in percentage (%). This
is a sensitive index in the case of unbalanced problems, since
a high success rate can hide flaws as far as minority classes
are concerned, so that it must always be as far as possible,
accompanied by other metrics. The general equation to cal-
culate this metric is shown in Eq. 3.

TP+TN
Accuracy = P—i——N 3)

Where TP are the True Positive values, TN are True Nega-
tives values, FP are the False Positives and FN are the False
Negatives values, all of them calculated over all classes.
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4.2.2 Precision

The Precision, also known as Positive Prediction Value (PPV)
determines the ratio of cases that, within those classified
as positive, which really are. This index is beneficial when
working with minority classes, which allows us to summa-
rize to some extent the general discriminatory power of our
classifier (see general Eq. 4).

o TP
Precision = ——— 4)
TP+ FP

4.2.3 Recall

The Recall, also known as the True Positive Rate (TPR), is
the proportion of positive cases that were correctly identi-
fied by the classifier. The equation to calculate this metric is
presented in general Eq. 5.

TP
Recall = ———— o)
TP+ FN

4.2.4 F1-Score

The F1-Score determines the relationship between Precision
and Recall. Combine those measurements to return a more
general quality measurement of the model. The value of the
measurement F is a harmonic value, located in the range O to
1, being 1 when both Precision and Recall values are around
1, since it calculates the mean between these, so that an imbal-
ance in one of them, it significantly reduces the quality of the
model. The general Eq. 6 shows how to calculate this metric.

Precision x Recall
F — Score =2 % — (6)
Precision + Recall

4.2.5 Cohen's Kappa

As for the Cohen’s Kappa, it is a statistician who is in charge
of measuring the agreement between two classifiers. This
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score type measure expresses the level of agreement defined
in Eq. 7 where p, is the empirical probability of agreement
on the label assigned to any example (by way of agreement
ratio), and p, is the expected agreement when both mod-
els randomly assign labels. p, is estimated using empirical
criteria on the different classes. The output is therefore a
value between -1 and 1. The maximum value implies com-
plete agreement; a value of O or less implies a random or
meaningless agreement.

K — Po — Pe %

l_pe

4.2.6 Matthews correlation coefficient (MCC)

The Matthews Correlation Coefficient (MCC) is a measure of
the quality of the rankings. This takes true and false positives
and negatives into account and is generally interpreted as
a balanced measure which can be used even when classes
have very different sizes. A coefficient of 1 implies a perfect
prediction, a 0 implies a random prediction and a -1 implies
a totally inverse prediction. The statistic is also known as the
phi coefficient (see Eq. 8.)

(TP*TN — FP % FN)
JTP+FP)TP+FN)TP+FP)IN+FN)
(8)

MCC =

4.3 Results and discussion

Table 2 shows the results obtained for the different CNN
classifiers proposed, based on the metrics selected at the
macro average level: Precision, Recall, F1-Score, Accuracy
and MCC. A classifier that clearly stands out above the rest
in all metrics is the VGG16. The results obtained by this clas-
sifier exceed in all the metrics analyzed the score of 90 out
of 100, which makes it the best solution we have found to
solve the problem of multi-classification.

As shown in the table, the success rate obtained is 93 out
of 100, that is to say, that out of every 100 times that the ther-
apist selects the help of our tool to find out which category
the test result belongs to, employing the VGG16 classifier,
we would guess 93 out of the 100 times. The MobileNet clas-
sifier obtains results on the threshold of uncertainty, having
an approximate hit rate when tossing a coin. However, both

the InceptionResNetV2 and the VGG19 fail to adjust to the
problem posed, obtaining very pessimistic results that make
it unfeasible to use them to solve the problem.

As for the Precision-Recall balance (F1-Score), the
VGG16 classifier is again the one with the best results. It
implies that despite of the problem being unbalanced, the
model correctly predicts minority classes, and especially the
class random, which, as recalled, corresponds to the most
susceptible cases of disease.

In the case of MCC, it can be seen how the VGG16
approaches remarkably perfectly in the predictions; however,
the rest of the models are closer to the random prediction
(which can be seen perfectly in the Accuracy of these mod-
els).

The matrix Fig. 6 presents the case of the Cohen’s Kappa
classifier, which is the one that has the greatest agreement
with the real classes is the VGG16 (0.91), followed by the
MobileNet network (0.32). It is easy to see that there is also
a certain agreement between them since their value is 0.32;
however, it is not a high agreement value.

Figure 7 compares these results graphically for the all the
metrics. The closer the score is to 100, the better the result
of the classifier for that metric. At a glance, the reader can
see how the VGG16 classifier is the one that obtains the best
results in all metrics with a notable difference compared to
the others.

Figure 8 shows the confusion matrix for the classifier that
has obtained the best results on the test set, the VGG16. If
we analyze this matrix, we obtain several conclusions about
the behavior of the VGG16 classifier for this problem, and
where it finds the greatest difficulties in prediction. As seen
in the first row of the matrix, for the“random”case, the pro-
posed system is always correct, having correctly predicted
the 45“random” cases that have been provided. In the second
row, for the“color” case, we see that he has been correct 72
times out of the 75 cases that have been provided to him, erro-
neously classifying two as “shape”and one as“color shape”.
In the third row, for the“form” case, we see that it obtains
similar results to the*“color’case, hitting 72 of the 75 times,
erroneously classifying 3 as“color” this time. For the“form
color”case, in the fourth row, we see that once again, as in
the““random”case, it has a full number of correct answers,
correctly classifying the 60 proposed cases. In the last row,
for the“‘complete series”case, it is where we find the most of

Table2 Performance evaluation

using CNN with various Classifier Precision Recall F1-Score Accuracy MCC

classifiers MobileNet 047 045 037 0.46 0.36
VGGI16 0,94 0,91 0,92 0,93 0.91
InceptionResNetV2 0,25 0,22 0,2 0,24 -0.02
VGGI19 0,18 0,18 0,18 0,19 -0.02

@ Springer
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Fig.6 Head Map for the
Cohen’s Kappa

MobileNet

VGG16

InceptionResNetV2

VGG19 1

Heatmap Kappa

0.02

- 0.2

-0.0

\(&

= MobileNet = VGG16 = InceptionResNetV2 = VGG19

0.9
0.8
0.7
0.6
0.5
0.4
0.3

0.2
0'1 .
0

N
ea

Q_O

Fig.7 Comparison of classifiers results in in terms of various measures.

errors in the proposed model. The Recall metric for this case
drops to 64 out of 100 indicating that the proposed model
is only capable of classifying 64% of*‘complete series”’cases
correctly, while the rest, in its vast majority, classifies them
as“color form”.

This implies that our classifier is sensitive to distinguish
between the cases of“‘color form”and“complete series”, that
is, there is great uncertainty in the classifier’s discrimination
power between these two classes; therefore, it may be con-

@ Springer

sidered a misleading from the therapist part. However, the
results obtained despite the reduced number of images and
the possibility that our model improves with the increase in
the training set, certifies that it is possible to improve the
results. And it is also important to highlight that the tool
responds to the therapist correctly in most of cases. It should
also be noted that cases of complete series and color form
are usually very rare cases in tests performed by patients.
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Fig.8 Confusion matrix for the
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5 Conclusions

In this article, we present a module that provides an appli-
cation for the evaluation of Acquired Brain Injury (ABI) in
patients with a model based on Artificial Intelligence (AI)
that suggests diagnosis decision to therapists. The article
briefly presents the D-Riska application, based on the Riska
test of the LOTCA battery, which is used as the data provider
of the developed Al module.

To achieve this goal, Cloud Computing services were
employed to support the client-server architecture of the
application. This architecture includes the model that imple-
ments the incremental learning process based on the CNN
that is in charge of collecting the information resulting from
the evaluations carried out by the therapists to learn and
improve their predictions, while helping therapists to make
decisions about patients’ diagnosis providing a prediction
based on the training performed.

The selection of the CNN classifier to be use in the sys-
tem, we have carried out an experimental evaluation where
we have compared several trained classifiers with test cases
of the problem to solve. Consequently, we have decided that
the classifier that best suits this problem is the VGG16, which
is capable of making predictions with a 93% hit rate and a
0.92% F1-Score.

Observing the experimental results for this classifier, we
assume that they validate the performance of the proposed

accuracy=0.9267; misclass=0.0733

model in terms of different ranking metrics over other rank-
ing models.

As future works, this approach could be improved by
implementing an expert system or a rule-based system that
is capable of increasing the Precision the VGG16 classifier
makes its predictions for the “complete series”case, which is
the one that generates the most errors in order to increase the
Precision to a value close to 100%.
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