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Let $u$ denote a solution to a rotationally invariant Hessian equation $F\left(D^{2} u\right)=0$ on a bounded simply connected domain $\Omega \subset \mathbb{R}^{2}$, with constant Dirichlet and Neumann data on $\partial \Omega$. We prove that if $u$ is real analytic and not identically zero, then $u$ is radial and $\Omega$ is a disk. The fully nonlinear operator $F \not \equiv 0$ is of general type and, in particular, not assumed to be elliptic. We also show that the result is sharp, in the sense that it is not true if $\Omega$ is not simply connected, or if $u$ is $C^{\infty}$ but not real-analytic.

## 1. Introduction

Let $\Omega \subset \mathbb{R}^{n}$ be a $C^{2}$ smooth bounded domain, and let $u \in C^{2}(\bar{\Omega})$ be a solution to $\Delta u+1=0$ that satisfies overdetermined boundary conditions

$$
\begin{equation*}
u=0, \quad|D u|=\mathrm{constant} \quad \text { on } \partial \Omega \tag{1-1}
\end{equation*}
$$

In his famous paper, Serrin [1971] proved that under these conditions $\Omega$ is a ball and $u$ is a radial function. Starting with Serrin's paper (see also the influential work [Weinberger 1971]), there has been great interest in extending Serrin's result to more general PDEs that satisfy the overdetermined conditions (1-1). Ellipticity has typically been an essential component in all these extensions of Serrin's theorem.

In this paper we consider Serrin's overdetermined problem for general (not necessarily elliptic) fully nonlinear Hessian equations, i.e.,

$$
\left\{\begin{array}{l}
F\left(D^{2} u\right)=0 \quad \text { in } \Omega  \tag{1-2}\\
u=0, \quad|D u|=c \quad \text { on } \partial \Omega
\end{array}\right.
$$

where $F$ is a function on the space $\mathcal{M}_{n}$ of all symmetric $n \times n$ matrices. To avoid meaningless situations, we will assume from now on that $F$ is never locally zero, i.e., $F \not \equiv 0$ on any open set. A natural and necessary hypothesis on $F$ dictated by the nature of the boundary conditions (1-1) (see, e.g., [Silvestre and Sirakov 2015]) is that $F$ is rotationally invariant, i.e., $F\left(Q^{t} M Q\right)=F(M)$ for any $M \in \mathcal{M}_{n}$ and any orthogonal matrix $Q$. Equivalently, $F$ is a symmetric function of the eigenvalues of the Hessian $D^{2} u$.

When $F$ is elliptic in a suitable sense, the existence of a solution $u$ to (1-2) forces $\Omega$ to be a ball and $u$ to be a radial function (see [Silvestre and Sirakov 2015]). It is not surprising that, if $F$ is not elliptic, this

[^0]is not true anymore; some simple counterexamples will be given in Example 2.1. So, in some sense, the rigidity given by ellipticity seems fundamental for the desired radial symmetry result to hold.

This situation makes our main result here somehow unexpected. We prove that if $\Omega \subset \mathbb{R}^{2}$ is simply connected, and $u$ is a real-analytic solution to (1-2), then $\Omega$ is a disk and $u$ is radial. No ellipticity assumption is made on $F$, and no sign assumption is made on $u$ :
Theorem 1.1. Let $\Omega \subset \mathbb{R}^{2}$ be a smooth bounded, simply connected domain, let $F: \mathcal{M}_{2} \rightarrow \mathbb{R}$ be rotationally invariant, and let $u \in C^{\omega}(\bar{\Omega})$ be a nonzero solution to (1-2).

Then $\Omega$ is a disk and $u$ is a radial function with respect to the center of $\Omega$.
Remarkably, the topological hypothesis that $\Omega$ is simply connected cannot be weakened. Indeed, in Section 2 we will show that there exist positive real-analytic solutions $u$ to (1-2) for which $u$ is nonradial and $\Omega \subset \mathbb{R}^{2}$ is diffeomorphic to an annulus. This example also shows the global nature of Theorem 1.1, and in particular indicates that it cannot follow from a local application of the Cauchy-Kowalevsky theorem along the boundary. In addition, there exist nonradial, $C^{\infty}$ solutions $u$ to (1-2) for $\Omega$ simply connected (see Example 2.1). Thus, Theorem 1.1 is sharp in these directions.

Theorem 1.1 is inspired by classical surface theory, and in particular by a theorem of K. Voss [1959], according to which any compact analytic Weingarten surface of genus zero immersed in $\mathbb{R}^{3}$ is a rotational sphere. The proof of Theorem 1.1 is an application of the Poincaré-Hopf theorem to an adequate line field with singularities in $\bar{\Omega}$. We emphasize that this line field is not given by the gradient of a solution to $F\left(D^{2} u\right)=0$, so in this sense the application of the Poincaré-Hopf theorem here is not very usual in PDE theory. This strategy was used by the second author in [Mira 2018] in order to solve overdetermined problems with nonconstant boundary data for fully nonlinear elliptic equations, and also by Espinar and Mazet [2019] for solving the classification problem of $f$-extremal disks in the two-sphere $\mathbb{S}^{2}$. Both of these works are inspired by our previous paper [Gálvez and Mira 2020] about uniqueness of immersed spheres modeled by elliptic PDEs in three-manifolds. The key tool in all these works is to use ellipticity in order to construct a line field on the surface with isolated singularities of negative index, and derive from there a contradiction with the Poincaré-Hopf theorem. However, in our present situation, the lack of ellipticity makes this approach unsuitable; the natural line field that we construct may have nonisolated singularities, and even at the isolated ones its index can be positive.

The results in the present paper strengthen the connection between overdetermined problems and hypersurface theory, a connection already present in Serrin's theorem, and which has been exploited in many works; see, e.g., [Del Pino et al. 2015; Domínguez-Vázquez et al. 2019; Espinar et al. 2021; Espinar and Mazet 2019; Farina and Valdinoci 2013; Farina et al. 2013; Hauswirth et al. 2011; Mira 2018; Ros et al. 2017; 2020; Ros and Sicbaldi 2013; Schlenk and Sicbaldi 2012; Sicbaldi 2010; Traizet 2014]. Nonetheless, to the authors' best knowledge, Theorem 1.1 might be the first example of such connection for nonelliptic equations.

We next provide an outline of the proof of Theorem 1.1. Let $u$ be a nonradial, real-analytic solution to (1-2) on $\bar{\Omega}$. Then, the eigenlines of $D^{2} u$ define two analytic line fields $L_{1}, L_{2}$ on $\bar{\Omega}-\mathcal{U}$, where $\mathcal{U}$ is the set of points in $\bar{\Omega}$ where $D^{2} u$ is proportional to the identity, i.e., the set of points where $D^{2} u$ has a double eigenvalue. We wish to analyze how $L_{1}, L_{2}$ extend across $\mathcal{U}$.

In order to do this, we consider a point $p \in \mathcal{U}$, and we let $w(x, y)$ be the first nonzero homogeneous polynomial of degree $n \geq 3$ in its series expansion around that point (if $w$ does not exist, the result is trivial). There will be three cases to consider.

If $w(x, y)$ is radially symmetric, we will prove in Proposition 3.1 that $u(x, y)$ is also radially symmetric with respect to $p$, up to a translation. In that case, the result follows easily, and so we discard this situation. If $w(x, y)$ is some power of a linear function, we will prove in Section 4 that $\mathcal{U}$ is a real-analytic regular curve around $p$, and that the eigenfields $L_{1}, L_{2}$ extend analytically across $p$. Finally, if $w(x, y)$ is not of either of these two types, then we will show in Section 2 that it is a harmonic polynomial; in that case $p$ is isolated in $\mathcal{U}$, and the Poincaré-Hopf index of the line fields $L_{1}, L_{2}$ around $p$ is negative.

Once there, the proof ends as follows. By the previous discussion, both $L_{1}, L_{2}$ can be extended to line fields on $\bar{\Omega}$ with only isolated singularities, all of them of negative index. Also, the overdetermined conditions (1-1) imply that one of $L_{1}$ or $L_{2}$ is tangent to $\partial \Omega$ at each boundary point. Since $\Omega$ is simply connected, this provides a contradiction with the Poincaré-Hopf index theorem. The contradiction proves that $u$ is radial, and from there, that $\Omega$ is a disk.

## 2. Necessity of the hypotheses

We will first show that the hypothesis that $u$ is real-analytic in Theorem 1.1 is necessary by constructing a $C^{\infty}$ solution to (1-2) that is not a radial function. In this construction, the domain $\Omega \subset \mathbb{R}^{2}$ is an arbitrary simply connected smooth (or even real-analytic) bounded domain.

Example 2.1. Let $\Omega \subset \mathbb{R}^{2}$ be the simply connected domain bounded by a real-analytic regular Jordan curve $\gamma$ in $\mathbb{R}^{2}$. Given any $\rho>0$, let $f$ denote a smooth function on the closed disk $D_{\rho}=\overline{D(0, \rho)}$, with the following properties:
(1) $f$ is a radial function with respect to the origin.
(2) The values of $f$ and all its derivatives vanish at every point of $\partial D_{\rho}$.

For instance, we can choose

$$
f(x, y)=\exp \left(\frac{-1}{\rho^{2}-\left(x^{2}+y^{2}\right)}\right)
$$

Let now $D_{1}, \ldots, D_{k}$ denote a collection of mutually disjoint closed disks in $\Omega$ of radius $\rho>0$. For each $i \in\{1, \ldots, k\}$, let $u_{i} \in C^{\infty}\left(D_{i}\right)$ be given by

$$
u_{i}(x, y):=f\left(x-a_{i}, y-b_{i}\right)
$$

where $\left(a_{i}, b_{i}\right)$ is the center of $D_{i}$.
Define now the function $u \in C^{\infty}(\bar{\Omega})$ by

$$
u(x, y)=u_{i}(x, y) \quad \text { if }(x, y) \in D_{i}, \quad u(x, y)=0 \quad \text { otherwise } .
$$

Note that $u=|D u|=0$ along $\partial \Omega$; i.e., $u$ satisfies the overdetermined boundary conditions in (1-2) for the choice $c=0$.

Since each function $u_{i}$ is radial with respect to some point in $\mathbb{R}^{2}$, it follows that the Jacobian satisfies

$$
\begin{equation*}
J[\Delta u, \mathcal{H}(u)]:=(\Delta u)_{x}(\mathcal{H}(u))_{y}-(\Delta u)_{y}(\mathcal{H}(u))_{x}=0 \tag{2-1}
\end{equation*}
$$

on $\Omega$, where we let $\mathcal{H}(u):=\operatorname{det}\left(D^{2} u\right)$. This implies by a classical theorem of Brown and Sard, see, e.g., [Newns 1967], that there exists a smooth function $\Phi(s, t)$ with $\Phi(0,0)=0$ such that

$$
\begin{equation*}
\Phi(\Delta u, \mathcal{H}(u))=0 . \tag{2-2}
\end{equation*}
$$

By considering the function $F \in C^{\infty}\left(\mathcal{M}_{2}\right)$ associated to $\Phi$ in the obvious way, this implies that $u$ is a nonradial $C^{\infty}$ solution to (1-2) for $c=0$ and the above choices of $\Omega$ and $F$.

We remark that even though the function $u$ constructed in Example 2.1 is not real-analytic, the function $\Phi$ (and so, the function $F$ in (1-2)) can be chosen to be real-analytic in many cases.

Example 2.1 satisfies the boundary conditions in (1-2) for the choice $c=0$. It is also possible to construct smooth nonradial solutions to (1-2) with $c \neq 0$. For example, let $v$ be a smooth radial function in the unit disk $\mathbb{D}$, with $v=0$ and $|D v|=c \neq 0$ along $\partial \mathbb{D}$, that is constant in some smaller disk $D(0, \rho) \subset \mathbb{D}$. Then, it is straightforward to modify $v$ inside $D(0, \rho)$ as in Example 2.1 to obtain a nonradial smooth function $u$ in $\mathbb{D}$ that solves (1-2) for $c \neq 0$ and for an adequate choice of $F$.

The next example shows that the hypothesis that $\Omega$ is simply connected in Theorem 1.1 cannot be removed. For that, we will construct real-analytic, nonradial solutions to overdetermined problems of the form (1-2), with $F \not \equiv 0$ real-analytic and rotationally symmetric, on planar domains $\Omega \subset \mathbb{R}^{2}$ diffeomorphic to an annulus but that are not radially symmetric in general.
Example 2.2. Let $\gamma(s):=(\alpha(s), \beta(s)), s \in[0, L]$, be a real-analytic, regular Jordan curve in $\mathbb{R}^{2}$ parametrized by arc-length, and let $\nu(s)$ be its unit normal. Assume that the normal map

$$
\Psi(s, t):=\gamma(s)+t v(s): \mathbb{R} /(L \mathbb{Z}) \times[-1,1] \rightarrow \mathbb{R}^{2}
$$

is a real-analytic diffeomorphism onto the compact planar region

$$
\bar{\Omega}:=\{\gamma(s)+t \nu(s):|t| \leq 1\} \subset \mathbb{R}^{2}
$$

Note that $\bar{\Omega}$ is real-analytic and diffeomorphic to an annulus. We remark that the condition that $\Psi$ is a local diffeomorphism is equivalent to the curvature $\kappa(s)$ of $\gamma$ satisfying $|\kappa|<1$ at every point. If the curve $\gamma(s)$ is chosen to be convex, the condition $|\kappa|<1$ is also sufficient for $\Psi$ being a real-analytic diffeomorphism.

Define $u \in C^{\omega}(\bar{\Omega})$ by

$$
u(\Psi(s, t))=1-t^{2}
$$

see Figure 1. A computation using $x=\alpha(s)-t \beta^{\prime}(s), y=\beta(s)+t \alpha^{\prime}(s)$ shows that

$$
\begin{equation*}
u_{x x}+u_{y y}=-2+\frac{2 t \kappa(s)}{1-t \kappa(s)}, \quad u_{x x} u_{y y}-u_{x y}^{2}=\frac{-4 t \kappa(s)}{1-t \kappa(s)} \tag{2-3}
\end{equation*}
$$

Let $\phi_{1}(s, t)$ and $\phi_{2}(s, t)$ denote the right-hand sides in (2-3). A computation shows that the Jacobian determinant of the map $(s, t) \mapsto\left(\phi_{1}, \phi_{2}\right)$ vanishes identically. Consequently, by (2-3), we have that


Figure 1. A nonradial, analytic solution to (1-2) in an elliptical region, with base on the ellipse $4 x^{2}+y^{2}=64$.
$u(x, y)$ satisfies (2-1). Arguing as in Example 2.1, we conclude that $u$ is a solution to (2-2) on $\bar{\Omega}$ for some real-analytic function $\Phi$.

Finally, we note that $u$ satisfies the overdetermined boundary conditions (1-1). That $u=0$ along $\partial \Omega$ is clear by construction. A computation shows that $D u=\left(u_{x}, u_{y}\right)=\left(2 t \beta^{\prime}(s),-2 t \alpha^{\prime}(s)\right)$, which has constant length for each fixed value of $t$. In particular, $|D u|=2$ along $\partial \Omega$, which corresponds to $t= \pm 1$.

To sum up, $u \in C^{\omega}(\bar{\Omega})$ is a real-analytic, nonradial solution to (1-2) for the real-analytic choice of $\Phi$ above and for the real-analytic annulus $\Omega$ in $\mathbb{R}^{2}$. Note that, in general, $\Omega$ is not radially symmetric, and the two closed curves in $\partial \Omega$ are not necessarily convex.

We conjecture that Theorem 1.1 does not hold in higher dimensions. Indeed, note that the techniques used in the proof are essentially two-dimensional. This is coherent with the somewhat related geometric situation of constant mean curvature spheres in Euclidean space, which are necessarily round in dimension two by Hopf's theorem, but can be nonembedded in higher dimensions (see [Hsiang 1982]).

## 3. Behavior around points with a double eigenvalue of $\boldsymbol{D}^{\mathbf{2}} u$

Let $u=u(x, y)$ denote a real-analytic solution to $F\left(D^{2} u\right)=0$ on a regular planar domain $\bar{\Omega} \subset \mathbb{R}^{2}$, where $F: \mathcal{M}_{2} \rightarrow \mathbb{R}$ is rotationally invariant. Setting $\mathcal{H}(u):=\operatorname{det}\left(D^{2} u\right)=u_{x x} u_{y y}-u_{x y}^{2}$, this equation can be rewritten as

$$
\begin{equation*}
\Phi(\Delta u, \mathcal{H}(u))=0 \tag{3-1}
\end{equation*}
$$

where $\Phi$ is not identically zero on any open set of $\mathbb{R}^{2}$, by the related hypothesis on $F$. Define

$$
\begin{equation*}
\mathcal{U}=\left\{p \in \bar{\Omega}: D^{2} u(p)=\lambda \text { Id for some } \lambda \in \mathbb{R}\right\}=\left\{p \in \Omega:(\Delta u(p))^{2}=4 \mathcal{H}(p)\right\} \tag{3-2}
\end{equation*}
$$

Note that in general $(\Delta u(p))^{2} \geq 4 \mathcal{H}(p)$ for every $p \in \bar{\Omega}$.
Choose $p_{0} \in \mathcal{U}$. Since problem (1-2) is invariant by translations in the $(x, y)$-variables, we may assume without loss of generality that $p_{0}=(0,0)$. We will also assume: $u$ is not a polynomial of degree at most 2 (note that the statement of Theorem 1.1 is trivial if $u$ is such a polynomial). Observe that since $u$ is real-analytic in $\bar{\Omega}$, it can be extended to a real-analytic function on an open set $\Omega_{0}$ containing $\bar{\Omega}$; in particular, $u$ can be assumed to be well-defined and real-analytic around $(0,0)$, even if this point lies in the boundary $\partial \Omega$.

It follows from (3-1) and the fact that $\Phi \not \equiv 0$ on open sets that $u$ satisfies in $\Omega$ the equation

$$
\begin{equation*}
J[\Delta u, \mathcal{H}(u)]=0 \tag{3-3}
\end{equation*}
$$

where we are defining for $f, g$ of class $C^{1}$

$$
J[f, g]:=f_{x} g_{y}-f_{y} g_{x}
$$

Indeed, if $J[\Delta u, \mathcal{H}(u)] \neq 0$ around some point in $\Omega$, then $(s, t):=(\Delta u, \mathcal{H}(u))$ are local parameters around that point, and from (3-1) we would obtain that $\Phi$ vanishes in an open set of $\mathbb{R}^{2}$, a contradiction.

Therefore, by real-analyticity, $u$ satisfies (3-3) on $\Omega_{0} \supset \bar{\Omega}$. Thus, there exists a nonconstant real-analytic function $\sigma(x, y)$ defined in a neighborhood of $(0,0)$, with $\sigma(0,0)=0$, and nonconstant real-analytic functions of one variable $\alpha(t), \beta(t)$ such that

$$
\begin{equation*}
\Delta u=\alpha \circ \sigma, \quad \mathcal{H}(u)=\beta \circ \sigma . \tag{3-4}
\end{equation*}
$$

Therefore, there exist nonnegative real-analytic functions $\phi(t), \varphi(t)$ with $\phi(0)=\varphi(0)=0($ since $(0,0) \in \mathcal{U})$ such that

$$
\begin{equation*}
(\Delta u)^{2}-4 \mathcal{H}(u)=\phi \circ \sigma, \quad\left(\Delta u-\Delta u\left(p_{0}\right)\right)^{2}=\varphi \circ \sigma . \tag{3-5}
\end{equation*}
$$

Since $u$ is not a polynomial of degree $\leq 2$, we can define $w(x, y)$ as the first homogeneous polynomial of degree $\geq 3$ in the Taylor series expansion of $u(x, y)$ around $(0,0)$. Since $(0,0) \in \mathcal{U}$, we have then around $(0,0)$

$$
\begin{equation*}
u(x, y)=c_{0}+a x+b y+\frac{\lambda}{2}\left(x^{2}+y^{2}\right)+w(x, y)+\cdots \tag{3-6}
\end{equation*}
$$

From here, a simple power series expansion around the origin shows that

$$
\begin{equation*}
(\Delta u)^{2}-4 \mathcal{H}(u)=(\Delta w)^{2}-4 \mathcal{H}(w)+\cdots, \quad\left(\Delta u-\Delta u\left(p_{0}\right)\right)^{2}=(\Delta w)^{2}+\cdots \tag{3-7}
\end{equation*}
$$

By (3-5), this implies that both $(\Delta w)^{2}-4 \mathcal{H}(w)$ and $(\Delta w)^{2}$ are proportional to $\hat{\sigma}(x, y)^{l}$ for some $l \geq 1$, where $\hat{\sigma}$ is the first nonzero term in the Taylor series expansion of $\sigma$ at $(0,0)$. In particular, since $(\Delta w)^{2}-4 \mathcal{H}(w)$ is not zero, we have

$$
\begin{equation*}
(\Delta w)^{2}=\mu^{2}\left((\Delta w)^{2}-4 \mathcal{H}(w)\right) \tag{3-8}
\end{equation*}
$$

for some $\mu \in \mathbb{R}$. Once here, a classical algebraic lemma by Hopf [1951] shows that if a homogenous polynomial $w(x, y)$ of degree $n+2 \geq 3$ satisfies (3-8), then after a rotation in the $(x, y)$-coordinates, one of the following three situations happens, where we set $\zeta:=x+i y$ :
(C.1) $\mu=0$, and $w(x, y)=a \operatorname{Re}\left(\zeta^{n+2}\right)$ for $a \neq 0$.
(C.2) $\mu=1$, and $w(x, y)=a x^{n+2}$ for $a \neq 0$.
(C.3) $\mu=1+1 / k$ for some positive integer $k$, and $w(x, y)=a|\zeta|^{2 k+2}$, with $n=2 k$, for $a \neq 0$.

Let $\lambda \in \mathbb{R}$ be the value for which $D^{2} u(0,0)=\lambda$ Id, and let us write

$$
\begin{equation*}
u(x, y)=c_{0}+a x+b y+\frac{\lambda}{2}\left(x^{2}+y^{2}\right)+u_{1}(x, y) \tag{3-9}
\end{equation*}
$$

where $a, b, c_{0} \in \mathbb{R}$ and $u_{1}(x, y)$ satisfies $u_{1}(0,0)=D u_{1}(0,0)=0$. Note that also $D^{2} u_{1}(0,0)$ vanishes, by the definition of $\lambda$. Also, by (3-3), we have

$$
\begin{equation*}
J\left[\Delta u_{1}, \mathcal{H}\left(u_{1}\right)\right]=0 . \tag{3-10}
\end{equation*}
$$

The next proposition shows that case (C.3) above can only happen, even locally, under very restrictive conditions.

Proposition 3.1. Assume that case (C.3) above happens; i.e., $\mu=1+1 / k$ holds in (3-8). Then $u_{1}(x, y)$ is radially symmetric with respect to $(0,0)$; i.e., $u_{1}(x, y)$ only depends on $\sqrt{x^{2}+y^{2}}$.
Proof. Note that the leading homogeneous polynomial of $u_{1}$ is $w(x, y)$, of degree $n+2 \geq 3$. As we are in case (C.3), we have

$$
\begin{equation*}
w(x, y)=a \varrho^{n+2} \tag{3-11}
\end{equation*}
$$

where $\varrho:=\sqrt{x^{2}+y^{2}}$ and $a \neq 0$.
Assume that $u_{1}$ is not radial. Then we can write $u_{1}(x, y)=h(\varrho)+\eta(x, y)+\cdots$, where $\eta(x, y)$ is a nonradial homogeneous polynomial of degree $m+2>n+2$, and $h(\varrho)$ denotes a radial polynomial of degree less than $m+2$. Define for $f, g$ of class $C^{2}$ the operator

$$
\{f, g\}:=f_{x x} g_{y y}+f_{y y} g_{x x}-2 f_{x y} g_{x y}
$$

Then, if we write $\psi(x, y):=u_{1}(x, y)-h(\varrho)$, we have

$$
\begin{align*}
J & {\left[\Delta u_{1}, \mathcal{H}\left(u_{1}\right)\right] } \\
& =J[\Delta h+\Delta \psi, \mathcal{H}(h)+\mathcal{H}(\psi)+\{h, \psi\}] \\
& =J[\Delta h, \mathcal{H}(h)]+J[\Delta h,\{h, \psi\}]+J[\Delta \psi, \mathcal{H}(h)]+J[\Delta h, \mathcal{H}(\psi)]+J[\Delta \psi, \mathcal{H}(\psi)+\{h, \psi\}] . \tag{3-12}
\end{align*}
$$

Note that $J[\Delta h, \mathcal{H}(h)]=0$, since both $\Delta h, \mathcal{H}(h)$ are radial functions. Also, the lowest-order term in the series expansions of the right-hand side of (3-12) is given by $J[\Delta w,\{w, \eta\}]+J[\Delta \eta, \mathcal{H}(w)]$, which has degree $2 n+m-2$ (if it is not identically zero). But now, since $u_{1}$ satisfies (3-10), we obtain

$$
\begin{equation*}
J[\Delta w,\{w, \eta\}]+J[\Delta \eta, \mathcal{H}(w)]=0 \tag{3-13}
\end{equation*}
$$

We next compute the left-hand side of (3-13). By (3-11), we have

$$
\begin{equation*}
\Delta w=a(n+2)^{2} \varrho^{n}, \quad \mathcal{H}(w)=a^{2}(n+1)(n+2)^{2} \varrho^{2 n} \tag{3-14}
\end{equation*}
$$

If we write $\eta(x, y)$ in polar coordinates as $\eta=c(\theta) \varrho^{m+2}$, then

$$
\begin{equation*}
\Delta \eta=\varrho^{m}\left(c^{\prime \prime}(\theta)+(m+2)^{2} c(\theta)\right) \tag{3-15}
\end{equation*}
$$

A longer but also straightforward computation, again changing to polar coordinates, shows that

$$
\begin{equation*}
\{w, \eta\}=\frac{a}{2}(n+2) \varrho^{n+m}\left((n+4)\left(c^{\prime \prime}(\theta)+(m+2)^{2} c(\theta)\right)-2 n(m+1)(m+2) c(\theta)\right) \tag{3-16}
\end{equation*}
$$

Moreover, if we express the Jacobians in (3-13) also in polar coordinates, we obtain

$$
\begin{equation*}
(\Delta w)_{\rho}(\{w, \eta\})_{\theta}-(\Delta w)_{\theta}(\{w, \eta\})_{\rho}=-(\Delta \eta)_{\rho}(\mathcal{H}(w))_{\theta}+(\Delta \eta)_{\theta}(\mathcal{H}(w))_{\rho} . \tag{3-17}
\end{equation*}
$$

Note that $\Delta w$ and $\mathcal{H}(w)$ do not depend on $\theta$, by (3-14). With this, a computation from (3-17) using (3-14), (3-15) and (3-16) shows that there exist positive constants $\alpha_{1}, \alpha_{2}>0$ such that

$$
\alpha_{1} c^{\prime \prime \prime}(\theta)=\alpha_{2} c^{\prime}(\theta)
$$

Since $c^{\prime}(\theta)$ is a periodic function, we necessarily have then $c^{\prime}(\theta)=0$; i.e., $c(\theta)$ is constant. This implies that the homogeneous polynomial $\eta=c(\theta) \varrho^{m+2}$ is radial, which contradicts our hypothesis.

Note that Proposition 3.1 and the discussion preceding it imply the following consequence, of a local nature, which does not use the boundary conditions:

Corollary 3.2. Let $u(x, y)$ be a real-analytic function satisfying $J[\Delta u, \mathcal{H}(u)]=0$. Assume that near the origin $u$ has the form

$$
u(x, y)=\frac{\lambda}{2}\left(x^{2}+y^{2}\right)+w(x, y)+o(\varrho)^{k}, \quad \varrho:=\sqrt{x^{2}+y^{2}}
$$

where $w(x, y)$ is a homogeneous polynomial of degree $k \geq 3$ that is neither harmonic nor a power of a linear function $(\alpha x+\beta y)^{k},(\alpha, \beta) \neq(0,0)$. Then $u$ is radial; i.e., $u=u(\varrho)$.

## 4. Continuity of eigendirections when $\mu=1$

In what follows we keep the notation of Section 3. In particular, $p_{0}=(0,0) \in \mathcal{U}$ is a point in $\bar{\Omega}$ where $D^{2} u=\lambda$ Id for some $\lambda \in \mathbb{R}$. Recall that we can extend $u$ as a real-analytic function to an open set $\Omega_{0} \supset \bar{\Omega}$; thus, $u$ is real-analytic in a neighborhood of $(0,0)$ even if this point lies in $\partial \Omega$.

Also, recall that we can define for each $p \in \bar{\Omega} \backslash \mathcal{U}$ the eigenlines $L_{1}(p), L_{2}(p)$ of $D^{2} u(p)$. Thus, $L_{1}, L_{2}$ define two real-analytic line fields on $\bar{\Omega} \backslash \mathcal{U}$; they are given in coordinates with respect to the basis ( $d x, d y$ ) as the solutions to

$$
\begin{equation*}
-u_{x y}\left(d x^{2}-d y^{2}\right)+\left(u_{x x}-u_{y y}\right) d x d y=0 \tag{4-1}
\end{equation*}
$$

These eigenlines naturally extend to $\Omega_{0} \backslash \mathcal{U}_{0}$, where

$$
\mathcal{U}_{0}:=\left\{p \in \Omega_{0}: D^{2} u(p)=\lambda \text { Id for some } \lambda=\lambda(p) \in \mathbb{R}\right\} \supset \mathcal{U}
$$

The next result shows that $L_{1}, L_{2}$ can be analytically extended around the origin if $(0,0) \in \mathcal{U}$ is in case (C.2) above:

Proposition 4.1. Assume that $p_{0}=(0,0) \in \mathcal{U}$ and that case (C.2) above happens at $p_{0}$, i.e., $\mu=1$ in (3-8). Then, there exists $\varepsilon>0$ such that $\Gamma:=\mathbb{D}(\varepsilon) \cap \mathcal{U}_{0}$ is a regular, real-analytic curve passing through $(0,0)$, and $L_{1}, L_{2}$ extend analytically across $\Gamma$, i.e., they define real-analytic line fields on $\mathbb{D}(\varepsilon):=\left\{\xi \in \mathbb{R}^{2}:|\xi|<\varepsilon\right\}$. Moreover, one of $L_{1}, L_{2}$ is tangent to $\Gamma$ at $(0,0)$.

Proof. Let $u_{1}(x, y)$ be the real-analytic function defined by (3-9). By (3-9) and (3-6), the first term in the series expansion of $u_{1}(x, y)$ around the origin is equal to $w(x, y)=a x^{n+2}$. Let us define $\eta(x, y)$ as the lowest-order homogeneous polynomial in the Taylor series of $u_{1}(x, y)$ that is not divisible by $x^{n+2}$. Thus, in the case it exists, its degree is $m+2>n+2$. We will consider three cases:

Case 1: $\eta(x, y)$ does not exist. Therefore, $u_{1}(x, y)=x^{n+2} \phi(x, y)$ for some real-analytic function $\phi$ around the origin, with $\phi(0,0)=a \neq 0$. Thus, using (3-9), a simple computation shows that

$$
(\Delta u)^{2}-4 \mathcal{H}(u)=\left(\Delta u_{1}\right)^{2}-4 \mathcal{H}\left(u_{1}\right)=x^{2 n} G(x, y)
$$

for some real-analytic function $G(x, y)$ with $G(0,0)=\left(2+3 n+n^{2}\right) a^{2}>0($ since $\phi(0,0)=a \neq 0)$. This implies by (3-2) that there exists $\varepsilon>0$ such that $\mathbb{D}(\varepsilon) \cap \mathcal{U}$ coincides with the $x=0$ axis.

Using (3-9) in a similar way, (4-1) for the eigenlines $L_{1}, L_{2}$ is written as

$$
\begin{equation*}
x^{n}\left(\Phi_{1}(x, y)\left(d x^{2}-d y^{2}\right)+\Phi_{2}(x, y) d x d y\right)=0 \tag{4-2}
\end{equation*}
$$

where

$$
\Phi_{1}(x, y):=-(n+2) x \phi_{y}-x^{2} \phi_{x y}, \quad \Phi_{2}(x, y):=(n+1)(n+2) \phi+x^{2}\left(\phi_{x x}-\phi_{y y}\right) .
$$

Obviously, (4-2) defines for each $x \neq 0$ the same directions as

$$
\begin{equation*}
\Phi_{1}(x, y)\left(d x^{2}-d y^{2}\right)+\Phi_{2}(x, y) d x d y=0 \tag{4-3}
\end{equation*}
$$

Moreover, for $x=0$ and $y$ small enough, (4-3) is just $d x d y=0$, since $\phi(0,0)=a \neq 0$. As a consequence, the eigenlines $L_{1}, L_{2}$ extend analytically across the $x=0$ axis in $\mathbb{D}(\varepsilon)$ for $\varepsilon>0$ small enough. More specifically, at each point of the form $(0, y) \in \mathbb{D}(\varepsilon)$, these eigenlines are precisely $x=0$ and $y=0$. This proves Proposition 4.1 in Case 1.
Case 2: $\eta(x, y)$ has degree $n+3$, i.e., $m=n+1$. Since $\eta$ is not divisible by $x^{n+2}$, we have that $\eta_{y y} \neq 0$. Using then that $u_{1}(x, y)=a x^{n+2}+\eta(x, y)+\cdots$ we see that the lowest-order nonzero Taylor polynomial of $\mathcal{H}\left(u_{1}\right)$ has degree $2 n+1$. Also, note that the lowest-order nonzero Taylor polynomial of $\Delta u_{1}$ has degree $n$.

Recall that $J\left[\Delta u_{1}, \mathcal{H}\left(u_{1}\right)\right]=0$, by (3-10). Thus, there exists a nonconstant real-analytic function $\sigma_{1}(x, y)$ defined in a neighborhood of $(0,0)$, with $\sigma_{1}(0,0)=0$, and nonconstant real-analytic functions of one variable $\alpha_{1}(t), \beta_{1}(t)$, with $\alpha_{1}(0)=\beta_{1}(0)=0$, such that

$$
\begin{equation*}
\Delta u_{1}=\alpha_{1} \circ \sigma_{1}, \quad \mathcal{H}\left(u_{1}\right)=\beta_{1} \circ \sigma_{1} \tag{4-4}
\end{equation*}
$$

Since, as explained above, $\Delta u_{1}$ (resp. $\left.\mathcal{H}\left(u_{1}\right)\right)$ has at the origin a zero of degree $n$ (resp. $2 n+1$ ), and these two integers are coprime, we deduce from (4-4) that $\sigma_{1}(x, y)$ has a zero of order exactly 1 at the origin, i.e., $D \sigma_{1}(0,0) \neq(0,0)$; to see this, note that the vanishing order of $\sigma_{1}$ at the origin should necessarily be a divisor of both $n$ and $2 n+1$, by (4-4). This also implies by (4-4) that $\alpha_{1}$ (resp. $\beta_{1}$ ) has at the origin a zero of order $n$ (resp. $2 n+1$ ). Thus, by the implicit function theorem and (4-4), we can choose local coordinates $(s(x, y), t(x, y))$, with $s(x, y):=\sigma_{1}(x, y)$ and $t(0,0)=0$, such that

$$
\begin{equation*}
\Delta u_{1}=s^{n} g_{1}(s), \quad\left(\Delta u_{1}\right)^{2}-4 \mathcal{H}\left(u_{1}\right)=s^{2 n} g_{2}(s) \tag{4-5}
\end{equation*}
$$

where $g_{2}(0)=g_{1}(0)^{2}>0$. The second equation in (4-5), together with the fact that $(\Delta u)^{2}-4 \mathcal{H}(u)=$ $\left(\Delta u_{1}\right)^{2}-4 \mathcal{H}\left(u_{1}\right)$, shows that for $\varepsilon>0$ small enough, $\mathbb{D}(\varepsilon) \cap \mathcal{U}_{0}$ agrees with the $s=0$ curve. So, to prove

Proposition 4.1 in this situation we need to show that $L_{1}, L_{2}$ extend analytically across $s=0$ and that one of them is tangent to $s=0$ at the origin.

In order to prove this, let us observe that (4-5) implies that the eigenvalues $\mu_{1}, \mu_{2}$ of $D^{2} u_{1}$ can be written in $\mathbb{D}(\varepsilon)$ as

$$
\mu_{i}(s)=s^{n} \varphi_{i}(s), \quad i=1,2
$$

with $\varphi_{1}(0)=0$ and $\varphi_{2}(0)=g_{1}(0) \neq 0$ (or vice versa). This implies that $D^{2} u_{1}$ can be written as $s^{n} A(s, t)$, where $A(s, t)$ is a symmetric $2 \times 2$ matrix for each $(s, t)$ close enough to the origin, and such that $A(0,0)$ is not proportional to the identity. Consequently, from (3-9),

$$
D^{2} u=\lambda \operatorname{Id}_{2}+s^{n} A(s, t)
$$

Thus, if we denote by $a_{i j}$ the coefficients of $A$, we see by (4-1) that the eigenlines $L_{1}, L_{2}$ are given as the solutions to the equation

$$
\begin{equation*}
s^{n}\left(-a_{12}\left(d x^{2}-d y^{2}\right)+\left(a_{11}-a_{22}\right) d x d y\right)=0 \tag{4-6}
\end{equation*}
$$

Since $A$ is not proportional to the identity at $(0,0)$, the equation

$$
\begin{equation*}
-a_{12}\left(d x^{2}-d y^{2}\right)+\left(a_{11}-a_{22}\right) d x d y=0 \tag{4-7}
\end{equation*}
$$

defines two real-analytic line fields in $\mathbb{D}(\varepsilon)$ for $\varepsilon>0$ small enough, which by (4-6) agree with $L_{1}, L_{2}$ if $s \neq 0$. In other words, $L_{1}, L_{2}$ can be analytically extended across $s=0$ around the origin, as wished.

Finally, we prove that $L_{1}$ or $L_{2}$ is tangent to $s=0$ at the origin. From $D^{2} u_{1}=s^{n} A(s, t)$, we have $\left(u_{1}\right)_{x x}=s^{n} a_{11},\left(u_{1}\right)_{x y}=s^{n} a_{12}$ and $\left(u_{1}\right)_{y y}=s^{n} a_{22}$. Therefore, $\left(s^{n} a_{11}\right)_{y}=\left(s^{n} a_{12}\right)_{x}$ and $\left(s^{n} a_{12}\right)_{y}=$ $\left(s^{n} a_{22}\right)_{x}$. If we evaluate these equations at the origin, we obtain

$$
s_{y}(0,0) a_{11}(0,0)=s_{x}(0,0) a_{12}(0,0), \quad s_{y}(0,0) a_{12}(0,0)=s_{x}(0,0) a_{22}(0,0)
$$

Or equivalently, by the inverse function theorem,

$$
\begin{equation*}
-x_{t}(0,0) a_{11}(0,0)=y_{t}(0,0) a_{12}(0,0), \quad-x_{t}(0,0) a_{12}(0,0)=y_{t}(0,0) a_{22}(0,0) \tag{4-8}
\end{equation*}
$$

Note that $\left(x_{t}(0,0), y_{t}(0,0)\right)$ is tangent to $s=0$ at the origin. From (4-8), we obtain at $(0,0)$

$$
-a_{12}\left(x_{t}^{2}-y_{t}^{2}\right)+\left(a_{11}-a_{22}\right) x_{t} y_{t}=y_{t}\left(x_{t} a_{11}+y_{t} a_{12}\right)-x_{t}\left(x_{t} a_{12}+y_{t} a_{22}\right)=0
$$

From (4-7), this implies that one of the analytic extensions of $L_{1}$ and $L_{2}$ is tangent to $s=0$ at the origin, as wished. This proves Proposition 4.1 in Case 2.

Case 3: $\eta(x, y)$ has degree $>n+3$, i.e., $m>n+1$. We prove next that this case cannot happen, which together with the previous two cases will prove Proposition 4.1.

Similarly to our arguments in the proof of Proposition 3.1, let us start by noting that we can write $u_{1}(x, y)=h(x, y)+\psi(x, y)$, where $h(x, y)$ is a polynomial of degree at most $m+1$ that is divisible by $x^{n+2}$, and $\psi:=u_{1}-h$ has $\eta(x, y)$ as the homogeneous polynomial of lowest degree in its series expansion. So, in our conditions, (3-12) holds. Next, consider the following facts:
(1) $J\left[\Delta u_{1}, \mathcal{H}\left(u_{1}\right)\right]=0$, by (3-10). Thus, the left-hand side of (3-12) vanishes.
(2) $J[\Delta h, \mathcal{H}(h)]$ is divisible by $x^{3 n+1}$, since $h$ is divisible by $x^{n+2}$.
(3) The lowest-order term in the right-hand side of (3-12) not coming from $J[\Delta h, \mathcal{H}(h)]$ is given by

$$
\begin{equation*}
J[\Delta w,\{w, \eta\}]+J[\Delta \eta, \mathcal{H}(w)] \tag{4-9}
\end{equation*}
$$

and has degree $2 n+m-2$ (if it is not identically zero).
Moreover, since in our situation $w(x, y)=a x^{n+2}$, we have that $\mathcal{H}(w)=0$ and that (4-9) is a constant multiple of $x^{2 n-1} \eta_{y y y}$. Since $\eta$ is not divisible by $x^{n+2}$ by hypothesis, we conclude from this discussion that the homogenous polynomial (4-9) is not divisible by $x^{3 n+1}$ (unless it is identically zero). Thus, adding this information to the three facts above, we conclude by (3-12) that $\eta_{y y y}=0$. Consequently,

$$
\eta(x, y)=x^{m}\left(a_{1} x^{2}+a_{2} x y+a_{3} y^{2}\right), \quad a_{1}, a_{2}, a_{3} \in \mathbb{R}
$$

Since $m>n+1$ by hypothesis, we see that $x^{n+2}$ divides $\eta(x, y)$, a contradiction. So, Case 3 cannot happen, as claimed.

## 5. Proof of Theorem 1.1

Following previous notation, let $p_{0}=(0,0)$ be a point in $\bar{\Omega}$ where $D^{2} u=\lambda$ Id for some $\lambda \in \mathbb{R}$ and for which situation (C.3) holds. Then, by (3-9) and Proposition 3.1, we have

$$
\begin{equation*}
u(x, y)=a x+b y+c_{0}+v\left(\sqrt{x^{2}+y^{2}}\right) \tag{5-1}
\end{equation*}
$$

globally on $\bar{\Omega}$ (by analyticity), where $v=v(r)$ is a real-analytic function, and $a, b, c_{0}$ are real constants.
If $a=b=0$, then from (5-1) we see that $u=u(\varrho)$; i.e., $u$ is a radial function with respect to the origin. From here, it is easy to check from the overdetermined conditions in (1-2) that $\Omega$ is a disk, and the result follows.

Assume next that $(a, b) \neq(0,0)$. Up to a rotation in the $(x, y)$-coordinates, we can assume that $b=0$, i.e., that

$$
\begin{equation*}
u(x, y)=a x+c_{0}+v\left(\sqrt{x^{2}+y^{2}}\right) \tag{5-2}
\end{equation*}
$$

Moreover, let us observe that if $u$ is a solution to (1-2) on $\Omega$, and $t \neq 0$, then the function $u_{t}(x, y):=$ $u(t x, t y) / t^{2}$ is a solution to (1-2) on $\Omega_{t}:=t \Omega$ for the boundary constant $c_{t}:=c /|t|$. Using this transformation, it is clear that we can assume without loss of generality that $a=1$ holds in (5-2), i.e., that

$$
\begin{equation*}
u(x, y)=x+c_{0}+v\left(\sqrt{x^{2}+y^{2}}\right) \tag{5-3}
\end{equation*}
$$

We will keep denoting by $\Omega$ the corresponding rotated and dilated domain in the plane; that is, $\Omega$ will be the simply connected planar domain for which (1-2) holds for $u$ as in (5-3). By (5-3), we have

$$
|D u|^{2}=\frac{1}{\varrho^{2}}\left(\left(\varrho+x v^{\prime}(\varrho)\right)^{2}+y^{2} v^{\prime}(\varrho)^{2}\right)=1+v^{\prime}(\varrho)^{2}+\frac{2 x v^{\prime}(\varrho)}{\varrho} .
$$

Since $u=0$ along $\partial \Omega$, we conclude from (5-3) and the above equation that

$$
|D u|^{2}=1+v^{\prime}(\varrho)^{2}-\frac{2\left(c_{0}+v(\varrho)\right)}{\varrho} v^{\prime}(\varrho) \quad \text { along } \partial \Omega
$$

So, since $|D u|^{2}=c^{2}$ along $\partial \Omega$ by the Neumann condition in (1-2), we deduce that $v$ is a solution to the ODE

$$
\begin{equation*}
1+v^{\prime}(\varrho)^{2}-\frac{2\left(c_{0}+v(\varrho)\right)}{\varrho} v^{\prime}(\varrho)=c^{2} \tag{5-4}
\end{equation*}
$$

Differentiating (5-4) we obtain

$$
\begin{equation*}
\frac{2\left(c_{0}+v(\varrho)-\varrho v^{\prime}(\varrho)\right)\left(-v^{\prime}(\varrho)+\varrho v^{\prime \prime}(\varrho)\right)}{\varrho^{2}}=0 \tag{5-5}
\end{equation*}
$$

So, there are two options. If $c_{0}+v(\varrho)-\varrho v^{\prime}(\varrho)=0$, then $v(\varrho)=-c_{0}+t \varrho$, with $t \in \mathbb{R}$. Otherwise, we have $-v^{\prime}(\varrho)+\varrho v^{\prime \prime}(\varrho)=0$, from which we get $v(\varrho)=t_{1} \varrho^{2}+t_{2}$, with $t_{1}, t_{2} \in \mathbb{R}$.

In the first case, we have by (5-3) that $u(x, y)=x+t \sqrt{x^{2}+y^{2}}$, and so its nodal set is contained in the union of two straight lines. Thus, this case is impossible, since $u=0$ on $\partial \Omega$.

In the second case, we have by (5-3) that $u(x, y)=c_{1}+x+c_{2}\left(x^{2}+y^{2}\right)$ for some $c_{1}, c_{2} \in \mathbb{R}$. Thus, $u(x, y)$ is radial with respect to the point $q_{0}:=\left(-1 /\left(2 c_{2}\right), 0\right) \in \mathbb{R}^{2}$, and $\Omega$ is a disk centered at $q_{0}$.

In conclusion, we have proved: if there exists some point $p_{0} \in \bar{\Omega}$ such that $D^{2} u=\lambda \operatorname{Id}$ for some $\lambda \in \mathbb{R}$, and for which case (C.3) holds, then Theorem 1.1 is true.

So, to finish the proof, we assume next that there is no point $p_{0} \in \bar{\Omega}$ with $p_{0} \in \mathcal{U}$ and for which case (C.3) holds and reach a contradiction. Let $L_{1}, L_{2}$ denote, as usual, the line fields given by the eigenlines of $D^{2} u$. As explained previously, they are well-defined and analytic in $\bar{\Omega} \backslash \mathcal{U}$. Moreover, since by hypothesis there are no points in $\mathcal{U}$ for which case (C.3) happens, and by Proposition 4.1 the line fields $L_{1}, L_{2}$ are well-defined and analytic around any point for which case (C.2) holds, we deduce that $L_{1}, L_{2}$ are well-defined and analytic in $\bar{\Omega} \backslash \mathcal{U}_{1}$, where $\mathcal{U}_{1}:=\{p \in \mathcal{U}$ : case (C.1) holds at $p\}$.

We next prove that the points in $\mathcal{U}_{1}$ are isolated. Indeed, let $p_{0} \in \mathcal{U}_{1}$, and assume for simplicity that $p_{0}=(0,0)$. Again, we recall that $u$ can be extended analytically to a neighborhood of the origin, even if $(0,0) \in \partial \Omega$. Following the notation of Section 3, let $w$ denote the first nonzero homogeneous polynomial of degree $\geq 3$ of the series expansion of $u$ at $(0,0)$. Since $(0,0) \in \mathcal{U}_{1}$, we know $w$ is a homogeneous harmonic polynomial. By the first equation in (3-7), we have

$$
\begin{equation*}
(\Delta u)^{2}-4 \mathcal{H}(u)=-4\left(w_{x x} w_{y y}-w_{x y}^{2}\right)+\cdots \tag{5-6}
\end{equation*}
$$

By harmonicity of $w$, we have $w_{x x} w_{y y}-w_{x y}^{2}<0$ in $\mathbb{R}^{2} \backslash\{(0,0)\}$. Thus, from (5-6) we conclude that $(\Delta u)^{2}-4 \mathcal{H}(u)>0$ in a punctured neighborhood of $(0,0)$. In particular, $(0,0)$ is isolated in $\mathcal{U}_{1}$, and the line fields $L_{1}, L_{2}$ are well-defined around $(0,0)$, with an isolated singularity at the origin.

This fact, together with the boundary conditions, implies the following:
Claim. $L_{1}, L_{2}$ are two analytic line fields with isolated singularities in $\bar{\Omega}$, the singularities being the points in $\mathcal{U}_{1}$. Moreover, each $L_{i}, i=1,2$, is either tangent or normal to $\partial \Omega$ at each $p \in \partial \Omega \backslash \mathcal{U}_{1}$.

Proof of the Claim. The first statement follows directly from the previous discussion. For the second one, let $\gamma(s)=(x(s), y(s))$ be a unit speed parametrization of $\partial \Omega$, and let $v(s):=\left(-y^{\prime}(s), x(s)\right)$ denote the inner unit normal of $\partial \Omega$. By the overdetermined boundary conditions in (1-2), we have $D u(\gamma(s))=\hat{c} \nu(s)$ for some constant $\hat{c} \in \mathbb{R}$. Differentiating this expression, we obtain that

$$
D^{2} u\left(\gamma^{\prime}(s), v(s)\right)=0
$$

This implies that the tangent and normal lines to $\partial \Omega$ are eigenlines of $D^{2} u$ at every $p \in \partial \Omega$. Thus, each $L_{i}$ is tangent or normal to $\partial \Omega$ at each $p \in \partial \Omega \backslash \mathcal{U}$.

Consider finally a point $p \in \partial \Omega$ that lies in $\Sigma:=\left\{p \in \partial \Omega \cap \mathcal{U}: p \notin \mathcal{U}_{1}\right\}$. Then, case (C.2) happens at $p$. By Proposition 4.1, we have two possible situations: either $\Sigma$ is a finite set or $\Sigma=\partial \Omega$. In the first case, again by Proposition 4.1, we deduce by continuity that $L_{1}, L_{2}$ are well-defined at any $p \in \Sigma$ and are tangent or normal to $\partial \Omega$ at that point. Thus, the statement of the Claim follows. In the second case, all points of $\Sigma=\partial \Omega$ are in $\mathcal{U}$, and by Proposition 4.1 we deduce that $L_{1}$ or $L_{2}$ is globally tangent to $\partial \Omega$. This finishes the proof of the Claim.

In these conditions, it follows from the Claim and a standard application of the Poincaré-Hopf theorem that the sum of all rotation indices of each $L_{i}$ at the isolated singularities of $\mathcal{U}_{1}$ is equal to 1 .

Next, we will compute the rotation index of $L_{1}, L_{2}$ at $(0,0) \in \mathcal{U}_{1}$. In order to do this, let us first look at the eigenlines $L_{1}^{w}, L_{2}^{w}$ of $D^{2} w$. These eigenlines are given as the solutions to the equation

$$
\begin{equation*}
-w_{x y}\left(d x^{2}-d y^{2}\right)+\left(w_{x x}-w_{y y}\right) d x d y=2 \operatorname{Im}\left(w_{\zeta \zeta} d \zeta^{2}\right)=0 \tag{5-7}
\end{equation*}
$$

where $\zeta:=x+i y$ and $\partial_{\zeta}:=\left(\partial_{x}-i \partial_{y}\right) / 2$. Since $w=a \zeta^{n+2}$ for $n \geq 1$ by (C.1), we see that the eigenlines $L_{1}^{w}, L_{2}^{w}$ given by (5-7) have an isolated singularity at $(0,0)$, and their rotation index at the origin is negative, equal to $-n / 2$.

Assume next that $p_{0}=(0,0)$ is an interior point, i.e., $p_{0} \in \Omega$. From (3-6) and the previous arguments, we see then that the eigenlines $L_{1}, L_{2}$ of $D^{2} u$, given by (4-1), are arbitrarily well-approximated around the origin by the eigenlines $L_{1}^{w}, L_{2}^{w}$, given by (5-7). In particular, the rotation index of both line fields $L_{1}, L_{2}$ around $(0,0)$ is also negative and equal to $-n / 2$.

In the case that $(0,0) \in \partial \Omega$, a similar argument shows that the (boundary) index of $L_{1}$ and $L_{2}$ at $(0,0)$ coincides with the half-rotation index of $L_{1}^{w}, L_{2}^{w}$ at the origin in a half-plane, which is given by the value $-n / 4$.

This proves that both $L_{1}, L_{2}$ only have isolated singularities of negative index in $\bar{\Omega}$, which contradicts that the sum of all such indices must be equal to 1 , as explained above. This contradiction proves that there exists a point $p_{0} \in \mathcal{U}$ for which (C.3) holds. So, by previous arguments, $u$ is radial and $\Omega$ is a disk. This concludes the proof of Theorem 1.1.

## References

[Del Pino et al. 2015] M. Del Pino, F. Pacard, and J. Wei, "Serrin's overdetermined problem and constant mean curvature surfaces", Duke Math. J. 164:14 (2015), 2643-2722. MR Zbl
[Domínguez-Vázquez et al. 2019] M. Domínguez-Vázquez, A. Enciso, and D. Peralta-Salas, "Solutions to the overdetermined boundary problem for semilinear equations with position-dependent nonlinearities", Adv. Math. 351 (2019), 718-760. MR Zbl
[Espinar and Mazet 2019] J. M. Espinar and L. Mazet, "Characterization of $f$-extremal disks", J. Differential Equations 266:4 (2019), 2052-2077. MR Zbl
[Espinar et al. 2021] J. M. Espinar, A. Farina, and L. Mazet, " $f$-extremal domains in hyperbolic space", Calc. Var. Partial Differential Equations 60:3 (2021), art. id. 112. MR Zbl
[Farina and Valdinoci 2013] A. Farina and E. Valdinoci, "On partially and globally overdetermined problems of elliptic type", Amer. J. Math. 135:6 (2013), 1699-1726. MR Zbl
[Farina et al. 2013] A. Farina, L. Mari, and E. Valdinoci, "Splitting theorems, symmetry results and overdetermined problems for Riemannian manifolds", Comm. Partial Differential Equations 38:10 (2013), 1818-1862. MR Zbl
[Gálvez and Mira 2020] J. A. Gálvez and P. Mira, "Uniqueness of immersed spheres in three-manifolds", J. Differential Geom. 116:3 (2020), 459-480. MR Zbl
[Hauswirth et al. 2011] L. Hauswirth, F. Hélein, and F. Pacard, "On an overdetermined elliptic problem", Pacific J. Math. 250:2 (2011), 319-334. MR Zbl
[Hopf 1951] H. Hopf, "Über Flächen mit einer Relation zwischen den Hauptkrümmungen", Math. Nachr. 4 (1951), 232-249. MR Zbl
[Hsiang 1982] W.-y. Hsiang, "Generalized rotational hypersurfaces of constant mean curvature in the Euclidean spaces, I", J. Differential Geometry 17:2 (1982), 337-356. MR Zbl
[Mira 2018] P. Mira, "Overdetermined elliptic problems in topological disks", J. Differential Equations 264:11 (2018), 69947005. MR Zbl
[Newns 1967] W. F. Newns, "Functional dependence", Amer. Math. Monthly 74 (1967), 911-920. MR Zbl
[Ros and Sicbaldi 2013] A. Ros and P. Sicbaldi, "Geometry and topology of some overdetermined elliptic problems", J. Differential Equations 255:5 (2013), 951-977. MR Zbl
[Ros et al. 2017] A. Ros, D. Ruiz, and P. Sicbaldi, "A rigidity result for overdetermined elliptic problems in the plane", Comm. Pure Appl. Math. 70:7 (2017), 1223-1252. MR Zbl
[Ros et al. 2020] A. Ros, D. Ruiz, and P. Sicbaldi, "Solutions to overdetermined elliptic problems in nontrivial exterior domains", J. Eur. Math. Soc. 22:1 (2020), 253-281. MR Zbl
[Schlenk and Sicbaldi 2012] F. Schlenk and P. Sicbaldi, "Bifurcating extremal domains for the first eigenvalue of the Laplacian", Adv. Math. 229:1 (2012), 602-632. MR Zbl
[Serrin 1971] J. Serrin, "A symmetry problem in potential theory", Arch. Ration. Mech. Anal. 43 (1971), 304-318. MR Zbl
[Sicbaldi 2010] P. Sicbaldi, "New extremal domains for the first eigenvalue of the Laplacian in flat tori", Calc. Var. Partial Differential Equations 37:3-4 (2010), 329-344. MR Zbl
[Silvestre and Sirakov 2015] L. Silvestre and B. Sirakov, "Overdetermined problems for fully nonlinear elliptic equations", Calc. Var. Partial Differential Equations 54:1 (2015), 989-1007. MR Zbl
[Traizet 2014] M. Traizet, "Classification of the solutions to an overdetermined elliptic problem in the plane", Geom. Funct. Anal. 24:2 (2014), 690-720. MR Zbl
[Voss 1959] K. Voss, "Über geschlossene Weingartensche Flächen", Math. Ann. 138 (1959), 42-54. MR Zbl
[Weinberger 1971] H. F. Weinberger, "Remark on the preceding paper of Serrin", Arch. Ration. Mech. Anal. 43 (1971), 319-320. MR Zbl

Received 5 Feb 2019. Accepted 27 Jan 2020.
José A. GÁLVEZ: jagalvez@ugr.es
Departamento de Geometría y Topología, Universidad de Granada, Granada, Spain
Pablo Mira: pablo.mira@upct.es
Departamento de Matemática Aplicada y Estadística, Universidad Politécnica de Cartagena, Cartagena, Spain

# Analysis \& PDE 

msp.org/apde

Editor-IN-Chief<br>Patrick Gérard patrick.gerard@math.u-psud.fr<br>Université Paris Sud XI<br>Orsay, France

## Board of Editors

| Massimiliano Berti | Scuola Intern. Sup. di Studi Avanzati, Italy berti@sissa.it | Clément Mouhot | Cambridge University, UK c.mouhot@dpmms.cam.ac.uk |
| :---: | :---: | :---: | :---: |
| Zbigniew Błocki | Uniwersytet Jagielloński, Poland zbigniew.blocki@im.uj.edu.pl | Werner Müller | Universität Bonn, Germany mueller@math.uni-bonn.de |
| Charles Fefferman | Princeton University, USA cf@math.princeton.edu | Gilles Pisier | Texas A\&M University, and Paris 6 pisier@math.tamu.edu |
| Isabelle Gallagher | Université Paris-Diderot, IMJ-PRG, France gallagher@math.univ-paris-diderot.fr | Igor Rodnianski | Princeton University, USA irod@math.princeton.edu |
| Colin Guillarmou | Université Paris-Saclay, France colin.guillarmou@universite-paris-saclay.fr | Yum-Tong Siu | Harvard University, USA siu@math.harvard.edu |
| Ursula Hamenstaedt | Universität Bonn, Germany ursula@math.uni-bonn.de | Terence Tao | University of California, Los Angeles, USA tao@math.ucla.edu |
| Vadim Kaloshin | University of Maryland, USA vadim.kaloshin@ gmail.com | Michael E. Taylor | Univ. of North Carolina, Chapel Hill, USA met@math.unc.edu |
| Herbert Koch | Universität Bonn, Germany koch@math.uni-bonn.de | Gunther Uhlmann | University of Washington, USA gunther@math.washington.edu |
| Izabella Laba | University of British Columbia, Canada ilaba@math.ubc.ca | András Vasy | Stanford University, USA andras@math.stanford.edu |
| Anna L. Mazzucato | Penn State University, USA alm24@psu.edu | Dan Virgil Voiculescu | University of California, Berkeley, USA dvv@math.berkeley.edu |
| Richard B. Melrose | Massachussets Inst. of Tech., USA rbm@math.mit.edu | Jim Wright | University of Edinburgh, UK j.r.wright@ed.ac.uk |
| Frank Merle | Université de Cergy-Pontoise, France Frank.Merle@u-cergy.fr | Steven Zelditch | Northwestern University, USA zelditch@ math.northwestern.edu |
| William Minicozzi II | Johns Hopkins University, USA minicozz@math.jhu.edu | Maciej Zworski | University of California, Berkeley, USA zworski@math.berkeley.edu |

PRODUCTION
production@msp.org
Silvio Levy, Scientific Editor

See inside back cover or msp.org/apde for submission instructions.
The subscription price for 2021 is US $\$ 340 /$ year for the electronic version, and $\$ 550 /$ year ( $+\$ 60$, if shipping outside the US) for print and electronic. Subscriptions, requests for back issues from the last three years and changes of subscriber address should be sent to MSP.

Analysis \& PDE (ISSN 1948-206X electronic, 2157-5045 printed) at Mathematical Sciences Publishers, 798 Evans Hall \#3840, c/o University of California, Berkeley, CA 94720-3840, is published continuously online. Periodical rate postage paid at Berkeley, CA 94704, and additional mailing offices.

APDE peer review and production are managed by EditFlow ${ }^{\circledR}$ from MSP.

## PUBLISHED BY

mathematical sciences publishers

## ANALYSIS \& PDE

## Volume 14 No. 52021

$\begin{array}{ll}\text { Parabolic dimensional reductions of 11-dimensional supergravity } & 1333\end{array}$ Teng Fei, Bin Guo and Duong H. Phong
Boundary layer of the Boltzmann equation in 2-dimensional convex domains 1363 Lei Wu
$\begin{array}{ll}\text { Serrin's overdetermined problem for fully nonlinear nonelliptic equations } & 1429\end{array}$
José A. Gálvez and Pablo Mira
$\begin{array}{ll}\text { Singular stochastic integral operators } & 1443\end{array}$
Emiel Lorist and Mark Veraar
De Branges canonical systems with finite logarithmic integral 1509
Roman V. Bessonov and Sergey A. Denisov
Existence and stability of infinite time bubble towers in the energy critical heat equation 1557 Manuel del Pino, Monica Musso and Juncheng Wei
On the singular set in the thin obstacle problem: higher-order blow-ups and the very thin 1599 obstacle problem
Xavier Fernández-Real and Yash Jhaveri


[^0]:    Research partially supported by MICINN/FEDER grants no. PID2020-118137GB-I00, CEX2020-001105-M, and Junta de Andalucía grants no. A-FQM-139-UGR18, P18-FR-4049.
    MSC2010: 35N25, 35M12, 53A10.
    Keywords: overdetermined problems, fully nonlinear equations, Poincaré-Hopf index.

