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a b s t r a c t 

Earthquakes are non-linear phenomena that are often treated as a chaotic natural processes. We propose 

the use of the Second Law of Thermodynamics and entropy, H, as an indicator of the equilibrium state 

of a seismically active region (a seismic system). In this sense, in this paper we demonstrate the ex- 

portability of first principles (e.g., thermodynamics laws) to others scientific fields (e.g., seismology). We 

suggest that the relationship between increasing H and the occurrence of large earthquakes reflects the 

irreversible transition of a system. From this point of view, a seismic system evolves from an unstable 

initial state (due to external stresses) to a state of reduced stress after an earthquake. This is an irre- 

versible transition that entails an increase in entropy. In other words, a seismic system is in a metastable 

situation that can be characterised by the Second Law of Thermodynamics. We investigated two seismic 

episodes in the Canterbury area of New Zealand: the 2010 Christchurch earthquake (M = 7.2) and the 

2016 Kaikoura earthquake (M = 7.8). The results are remarkably in line with our theoretical forecasts. 

In other words, an earthquake, understood as an irreversible transition, must results in an increase in 

entropy. 

© 2021 The Author(s). Published by Elsevier Ltd. 

This is an open access article under the CC BY-NC-ND license 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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. Introduction 

One of the great challenges of modern seismology is character- 

sing the chaotic and non-linear behaviour of earthquakes, of any 

ize and in any environment, tectonic or volcanic. This handicap is 

einforced by the physical impossibility of accessing direct obser- 

ations (or measurements) owing to the short observation period, 

hich makes it difficult to record multiple ruptures of the same lo- 

ation or fault segment. Such behaviour suggests that earthquakes 

re not stochastic. Together, these issues are why earthquakes re- 

ain unpredictable physical phenomena. However, earthquakes are 

recise physical phenomena associated with the exchange of en- 

rgy, during both accumulation and deformation processes, and 

uring processes of rupture and propagation in the form of seis- 

ic waves. As such, earthquakes represent a physical system that 
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s moving from equilibrium to non-equilibrium, where an increase 

nd decrease in the internal energy of the system is observed con- 

inuously, and stochastic processes cannot be used to define it. 

ne this basis, the laws of thermodynamics, and fundamentally the 

econd Law, or the use of entropy, is a useful tool to describe this 

henomenon. 

The Zero, First, and Second laws (or principles) of Thermody- 

amics lead to the definition of three state functions. From the 

ero Law, temperature (T) as a state function is deduced. From the 

irst Law, internal energy (U) as a state function is deduced. Fi- 

ally, from the Second Law, entropy (S) is deduced. On one hand, 

emperature is associated with the state of thermal equilibrium, 

nd internal energy establishes the conversion between heat and 

ork. In addition, entropy can be calculated as the maximum of 

he Boltzmann function , −H (t) , over all possible states that a sys- 

em can access or as the time limit of that function [ 1 , 2 ]. For this

eason in many fields of science, it is possible to use −H (t) as 

n indicator of the evolution of a certain system; for instance, en- 

ropy is used in cosmology [3] , climatology [ 4 , 5 ], life sciences [ 6 , 7 ],
under the CC BY-NC-ND license 
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hemistry [8] , languages [9] , and social sciences [10] . In seismol- 

gy, entropy can be used to identify future states in a region of 

arth’s crust based on its current state [ 11 , 12 ]. A detailed review

f the entropy concept is provided in Appendix A . 

The Second Law can be applied to the study of earthquakes in 

rder to better understand their spatio-temporal distribution and 

agnitudes. In particular, the application of this Law to the study 

f the distribution of magnitudes is crucial. Magnitude reflects the 

elease of accumulated elastic energy, and so is evidence of the 

eneration of irreversible processes. 

Spatial and temporal patterns of seismicity should vary as a re- 

ult of the stress field applied to a volume of the Earth’s crust. 

odelling of the distribution of earthquakes reflects a physical sys- 

em characterised by chaotic processes [13] . This system, called the 

seismic system’ by some authors [14] , continuously suffers reorga- 

ization of stresses from an equilibrium state to a non-equilibrium 

tate with the occurrence of each earthquake. De Santis et al. 

15] states that, in seismology, the occurrence of an earthquake 

an be considered as a phase transition (the authors also review 

nd clearly explain, the importance of using entropy to under- 

tand seismic phenomenon holistically). Therefore, seismic activity 

s viewed as a non-equilibrium statistical process [16] where the 

nergy released by earthquakes is not transformed integrally into 

ectonic energy. From the perspective of the Second Law, this re- 

rganization is reflected in the values of entropy; the postulates 

hat only those phenomena for which entropy (see Appendix A ) 

ncreases in the whole Universe are allowed. Thus, in the field of 

eismology, the Second Law can be used to ascertain future states 

f a region of the Earth’s crust from its current state [11] . A brief

eview of the use of entropy in seismology is given in Appendix B .

In this study, we established a methodology based on changes 

n the value of entropy, as identified by De Santis et al. [17] , when

n earthquake occurs. The proposed technique is novel from two 

oints of view. Firstly, we systematically established the theoretical 

teps necessary to determine entropy—(1) calculate the threshold 

agnitude M 0 , (2) evaluate the windowing process and the width 

f the window (W) and, (3) compute H. In addition, error is con- 

idered in the results. Secondly, the chosen application is not ap- 

lied to a seismic system with a single event. Instead, we show 

hat when two earthquakes occur in the same seismic system, the 

alue of H recovers after the first seismic episode and grows again 

fter the second, returning to the original values when stresses re- 

urn to equilibrium. 

With respect to a systematic methodology for determining H, 

e identified the relationship between the value of parameter b 

rom the Gutenberg-Richter relationship and the value of the en- 

ropy, H. Secondly, error calculation in b was established, allowing 

rror in H to be quantified through a new formula ( Eq. 18 ). Thirdly,

e detail the common methods for determining the threshold 

agnitude M 0 ; the use of the Maximum Curvature (MAXC) tech- 

ique is expressly proposed [18] . 

To test our methodology, we applied it to two seismic episodes 

n the Canterbury area of New Zealand: the 2010 Christchurch 

arthquake (M = 7.2) and the 2016 Kaikoura earthquake (M = 7.8). 

hese events were chosen both for their global tectonic inter- 

st, and for the fact that while initially considered as classic 

ainshocks-aftershocks seismic sequences, when individually re- 

iewed and placed in their tectonic context, they were found to 

epresent temporal and energetic anomalies. 

. Methods and data 

.1. Second law of thermodynamics and magnitude distribution 

The distribution of earthquake magnitudes follows an empirical 

nd universal relationship, usually called the Gutenberg-Richter re- 
2 
ationship (GRr) [19] : 

og n ( M > ) = a − bM (1) 

here n(M > ) is the cumulative number of earthquakes with mag- 

itude equal to or larger than M, and a and b are real constants 

hat may vary in space and time. Parameter a characterises the 

eneral level of seismicity in a given area during the study period 

i.e., the higher the a value, the higher the seismicity), whereas pa- 

ameter b, which is typically close to 1, describes the relative abun- 

ance of large to smaller shocks. 

Many works have tried to identify the physical meanings of 

hese parameters; for example, Jimenez et al. [20] studied long-run 

orrelations in a seismic catalogue (the Iberian Peninsula catalogue 

ecorded from 1970 to 2001) by means of the Hurst exponent and 

roved that seismicity rate (a value) provides the best measure of 

he predictability in an earthquake system. However, it is the b pa- 

ameter that has been the main focus of interest, perhaps owing to 

he almost universality of its value (i.e., close to unity everywhere 

n the world). Most studies have found the range of b to be 0.6–

.2 (e.g., Frohlich and Davis [21] , Wesnousky [22] , and, recently, 

ingh et al. [23] ); however, we can expect larger b values ( > 1.3)

or some open systems such as volcanoes (e.g., Turcotte [24] and 

iemer and McNutt [25] ). 

It is accepted that the b value depends on the stress regime and 

ectonic character of the region [ 26 , 27 ]; a recent study found that

he b value of the GRr is an indicator of rock failure processes [28] .

thers interpretations of b can be found in, for instance, Wiemer 

nd Benoit [29] and Wiemer et al. [30] , who identified volumes 

f active magma bodies, Turcotte [24] who confirmed the relation- 

hip between fractal dimension D and b (D = 2b), Gibowicz and 

asocki [31] who related b with induced seismicity, Monterroso 

nd Kulhanek [32] who studied the roots of regional volcanism, 

nd Monterroso [33] and Nuannin et al. [34] who used values of 

 to forecast major tectonic earthquakes. However, the most inter- 

sting relationship is between the a and b values and the Second 

aw (i.e., entropy). 

Berrill and Davis [35] , Shen and Manshina [36] , Main and Bur- 

on [37] , and Feng and Luo [38] all consider p(M) to be the proba-

ility density function of magnitude for earthquakes and, following 

q. A9 , the Shannon information entropy is: 

 ( p ) = −
∞ ∫ 

M 0 

p ( M ) · log p ( M ) · dM (2) 

here M 0 is the threshold magnitude. There are two restrictive 

onditions. First: 
∞ 

 

 0 

p ( M ) dM = 1 (3) 

he other restrictive condition arises from the fact that the average 

alue of all possible magnitudes M̄ , in certain period of time, is: 

¯
 = 

∞ ∫ 
M 0 

M p ( M ) dM (4) 

he Second Law requires that there exists a distribution under 

hich H would be at its maximum value but under two restric- 

ive conditions; that is, the spontaneous development of the sys- 

em from a state of non-equilibrium to a state of equilibrium is a 

rocess in which entropy increases and the final state of equilib- 

ium corresponds to the maximum entropy. Then, the problem can 

e solved by applying the Lagrange multiplier method; to do that, 

e define the lagrangian L as: 

 ( p ( M ) ) = H ( p ( M ) ) − λ1 

∞ ∫ 
M 0 

p ( M ) dM − λ2 

∞ ∫ 
M 0 

M p ( M ) dM (5) 
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turns to stable values. 
here λ1 and λ2 are Lagrange’s multipliers; then, it is possible to 

educe the probability density function in the form [38] : 

 ( M ) = 

1 

M̄ − M 0 

exp 

(
− M − M 0 

M̄ − M 0 

)
(6) 

f we have N earthquakes: 

 ( M ) = 

n 

N 

(7) 

hen, we match both formulas and take logarithms to get: 

og n = log 

(
N 

M̄ − M 0 

)
+ 

M 0 · log ( e ) 

M̄ − M 0 

− log ( e ) 

M̄ − M 0 

· M (8) 

rom which the identifying terms from GRr are: 

 = log 

(
N 

M̄ − M 0 

)
+ 

M 0 · log ( e ) 

M̄ − M 0 

(9) 

nd 

 = 

log ( e ) 

M̄ − M 0 

(10) 

ence, the probability density function ( Eq. 6 ) can be rewritten as: 

p ( M ) = 

b 

log ( e ) 
· 10 

− b ( M − M 0 ) (11) 

ubstituting into Eq. 3 , we get [15] : 

 = −
∞ ∫ 

M 0 

b · 10 

− b ( M − M 0 ) 

log ( e ) 
· log 

(
b · 10 

− b ( M − M 0 ) 

log ( e ) 

)
dM = 

 − log ( b ) + log ( e · log ( e ) ) (12) 

This result is general and does not depend on the seismic se- 

uence to be studied; secondly, it is obtained from the Second Law 

nd allows us to interpret the meaning of the b parameter in terms 

f entropy. De Santis et al. [17] stated that is not a simple rescal-

ng of b and declared that the main contribution of their work, 

ith respect to previous studies on GRr analysis, is Eq. 10 . They 

pplied this formula to an Abruzzi region seismic sequence (that 

f the L ́Aquila 2009 earthquake) and to the Colfiorito, Umbria–

arche sequence (1997). The last equation only can be used if 

 ≤ log(e × log e ) ≈ 1 . 18 in order to have H ≥ 0 [17] . 

On the other hand, Aki [39] and Utsu [40] were the first to de-

cribe the Maximum Likelihood Estimation method to obtain the b 

alue; they considered the magnitude M to be a continuous ran- 

om variable and showed that if GRr holds, then the probability 

ensity function is: 

p Aki −Utsu ( M ) = 

b 

log ( e ) 
· 10 

−bM 

10 

−b M min − 10 

−b M max 
(13) 

here M min and M max are the minimum and maximum magnitude 

n the catalogue, respectively. When M max � M min in Eq. 13 be- 

omes Eq. 11; for instance, Marzocchi and Sandri [42] suggest that 

 max − M 0 ≥ 3 . 0 [41] ; alternatively, Lolli and Gasperini [42] point 

ut that it is sufficient for M max − M 0 ≥ 2 . 0 , whereas De Santis 

t al. [17] indicated that is valid when M min is significantly lower 

han the largest expected magnitude. Furthermore, Eq. 10 is also 

btained by using the Aki [39] and Utsu [40] statistical formulas; 

tsu [43] suggested a slight modification of Eq. 10 after consider- 

ng that the lowest binned magnitude (i.e., the threshold magni- 

ude) contains all the magnitudes in the range: 

 0 − �M / 2 ≤ M < M 0 + �M / 2 (14) 

here �M is the resolution of the magnitude (usually �M = 0 . 1) , 

nd thus the real minimum magnitude is [44] : 

 = M 0 − �M / 2 (15) 
min 

3 
onsequently, after the Utsu [43] correction, Eq. 10 becomes: 

 = 

log ( e ) 

M̄ − ( M 0 − �M 

2 
) 

(16) 

inally, the Aki [39] and Utsu [ 40 , 43 ] formulas show that the un-

ertainty associated with the b value, interpreted as the error in 

he b value determination, is given by: 

b = 

b √ 

N 

(17) 

here N is the number of earthquakes considered to compute b. 

ther estimations of b uncertainty were made by Shi and Bolt 

45] and Amorèse et al. [46] ; however, in applied methods such 

s that proposed here, the formulas of Aki [39] or Utsu [ 40 , 43 ] are

ufficient [17] . 

In summary, our proposed approach includes three analysis 

teps: 

1 First, the value of M 0 is a critical choice. There are two 

main classes of methods to evaluate M 0 [47] : catalogue-based 

methods (e.g., Rydelek and Sacks [48] , Woessner and Wiemer 

[49] , and Amorèse [50] ) and network-based methods (e.g., 

Kvaerna and Ringdal [51] , Schorlemmer and Woessner [52] , 

D’Alessandro et al. [53] ). We used a catalogue-based method 

because the necessary inputs were available from our dataset. 

Although some studies estimate the value of M 0 by fitting GRr 

to the observed frequency-magnitude distribution (the magni- 

tude at which the lower end of the frequency-magnitude dis- 

tribution departs from the GRr is taken as an estimate of M 0 ) 

[54] , there are several other methods that can help us to a bet- 

ter determine the threshold magnitude. Some of the catalogue- 

based techniques include the day-to-night noise modulation 

(day/night method) [48] , the M 0 from the Entire Magnitude 

Range [55] , the MAXC technique [18] , the Goodness-of-Fit Test 

(GFT) [18] , the M 0 by b-value stability (MBS) approach [56] , and 

the Median-based analysis of the segment slope (MBASS) [50] . 

The maximum curvature technique is mainly used in applied 

techniques and was chosen here; however, the results do not 

differ significantly among these approaches. 

2 Second, the time interval W is determined for the calculation of 

entropy. In other words, the minimum number of earthquakes 

is used to calculate H. Moreover, the time interval can be 

chosen using a cumulative, moving, or overlapping earthquake 

window. On the whole, the final window size will be a reason- 

able compromise between required resolution and smoothing 

results. The width of the window can be chosen following the 

criteria of De Santis et al. [17] based on meaningful values of b; 

in short, considering that 200 events are the minimum num- 

ber of events to perform a robust statistical estimation of the 

quantities b and H. This is also confirmed by previous statisti- 

cal analyses of a and b values [57] . However, larger values of W 

could be adopted depending on the relative error made when 

entropy is computed. Here, the results are presented with a cu- 

mulative window, which presents greater stability when only 

one event is studied, or with a moving window when we want 

to avoid the memory effect. Nevertheless, the results are sub- 

stantially the same regardless of the approach taken. 

3 Finally, the entropy function is obtained for each time t follow- 

ing Eq. 12 . By convention, the time attributed to each point of 

the analyses is the time of the last seismic event considered in 

each window. The occurrence of a large earthquake (or the ac- 

cumulation of several important ones) is expected to lead the 

seismic system to a state of greater disorder; that is, the earth- 

quake is an irreversible transition to a new state, which means 

an increase in entropy. Once the mainshock is over, entropy re- 
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Fig. 1. Study area maps. Canterbury region (red rectangle) of New Zealand, within 

which purple and blue boxes indicates the Kaikoura and Christchurch epicentral ar- 

eas, respectively. Epicentres for earthquakes with magnitude of > 3.5 (cyan circles), 

> 4.5 (blue circles), > 5.5 (orange triangles), and > 6.5 (red stars) for Kaikoura area 

(up) and Christchurch area (bottom). 
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.2. Seismological setting and dataset 

New Zealand is located on the margin between the Australian 

nd Pacific tectonic plates, where an oblique relative convergent 

cenario accommodates around 30–50 mm/yr [ 58 , 59 ]. Since 1850, 

0 earthquakes with magnitudes larger than 7.0 have occurred in 

ew Zealand. The largest, the 1855 Wairarapa earthquake, occurred 

ear the capital city of Wellington; its magnitude is estimated to 

ave reached 8.2 [60] . The high seismicity reflects a complex tec- 

onic structure where plate boundary deformation creates a south- 

asterly advancing repetitive structural pattern governed by the 

ropagation of northeast-striking thrust assemblages [61] . As a re- 

ult, New Zealand experiences many types of faults and earthquake 

ources: besides subduction zone earthquakes in the Hikurangi and 

uysegur trenches, there are shallow strike-slip and thrust earth- 

uakes, normal faulting earthquakes in the back arc of the North 

sland, and volcanic earthquakes [62] . 

With respect to the northern South Island, on the one hand, 

he Pacific tectonic plate (in the east) is subducting beneath the 

ustralian plate (in the west); however, the southern South Is- 

and sits on the Australian plate, which is subducting beneath 

he Pacific plate [63] . Canterbury is located in the central-eastern 

outh Island and Christchurch is the South Island’s largest city (and 

he country’s second-largest urban area). The present study deals 

ith two large events that occurred in the Canterbury region—

he 2010 M 7.2 Christchurch earthquake and the 2016 M 7.8 Kaik- 

ura earthquake—consequently, seismic activity analysis was con- 

trained to the period between 1 January 20 0 0 and 31 December 

020 in the area defined by 171E–175E and 41S–45S. The seismic 

atalogue was obtained from GeoNet, a collaboration between GNS 

cience and the Earthquake Commission of New Zealand. 

The first seismic crisis ( Fig. 1 ) extended from late 2010 through 

o January 2012. On 4 September 2010, the M 7.2 earthquake struck 

0 km west of Christchurch; fortunately, there were no associated 

eaths. It was followed by an aftershock sequence that included 

round 30 0 0 aftershocks of magnitude greater than 3 [64] . Two 

arger aftershocks, M 6.2 on 22 February and M 6.0 on 13 June 

011, heavily damaged Christchurch city; 185 people died, 20 0 0 

ere injured, and ~105 buildings were affected. A third aftershock 

f M 5.9 took place on 23 December 2011 ( Fig. 2 ) [65] . 

The second seismic crisis ( Fig. 1 and Fig. 2 ) was located along

he north-east coast of the South Island, in the northern Canter- 

ury region near the border with Marlborough. On 13 November 

016, a large magnitude (M = 7.8) earthquake struck; the epicentre 

as located 60 km southwest of Kaikoura [65] . This earthquake is 

onsidered one of the most complex ruptures ever [66] ; the com- 

lexity was highly unusual and was due to multiple rupturing pro- 

esses along a large number of unconnected (widely spatially sep- 

rated) fault segments, all of which broke at the same time. 

. Results 

The seismic catalogue includes 35,267 earthquakes in the Can- 

erbury region. In magnitude versus time and monthly seismic 

raphs ( Fig. 2 ), large magnitude events and the seismic sequences 

f 2010 and 2016 are clearly visible. In both cases, more 3,0 0 0 

arthquakes occurred in the months following the main shocks. 

o detect the entropy changes after the 2010 earthquake, we anal- 

sed the catalogue from 20 0 0 to 2015 (catalogue NZ1, which con- 

ains 21,094 earthquakes). Next, the rest of the catalogue (i.e., un- 

il 2020) was added (catalogue NZ2, which contains 35,267 earth- 

uakes) and used to identify entropy change indicating the occur- 

ence of subsequent earthquakes. 

First, the threshold magnitude was needed. Fig. 3 shows the 

Rr for NZ1; using the MAXC technique [18] , we choose a thresh- 

ld of M = 2 . 5 . The final dataset included 13,785 earthquakes. 
0 

4 
The next step is to determine the windowing mode (cumula- 

ive, sliding, or partial overlapping) and value of the width of the 

indow (W). As discussed, the results are similar regardless of the 

indowing process; therefore, in the case of NZ1 we chose the 

ost stable approach (cumulative windowing). The choice of the 

indow width W must consider that values of b should be sig- 

ificant, and so a minimum value of W = 200 earthquakes was 

stablished. One way to objectify this choice of W is to study the 

elative error made in obtaining the entropy. From Eqs. 13 and 18 , 

or an entropy value of H, the error margins are: 

H = log 

(
b + �b 

b − �b 

)
(18) 

ence, the relative error can be calculated as: 

 ( % ) = 

100 

H 

· log 

(
b + �b 

b − �b 

)
(19) 

Fig. 4 shows the relative error as a function of the given initial 

indow width. The cyan line, for instance, corresponds to an ini- 
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Fig. 2. Seismic activity in the Canterbury region. First plot corresponds to Monthly activity from 20 0 0 to 2020. Peaks are clearly visible in month number 129 (September 

2010, relating to the Christchurch seismic sequence) and month number 203 (November 2016, relating to the Kaikoura seismic sequence). After the first main shock in 

Christchurch (M = 7.2), more than 14,0 0 0 events occurred in the area over 2.5 years (35 of them of > M = 5.0); after the second main shock in Kaikoura (M = 7.8), more 

than 10,0 0 0 earthquakes occurred within 2 years (42 of them of > M = 5.0). Second graph shows Magnitude versus time (in days) from 20 0 0 to 2020. Third and fourth 

graphs show Magnitude versus time (in days) for Christchurch seismic sequence (note the three aftershocks with magnitudes M = 6.2, M = 6.0, and M = 5.9 marked with 

red stars) and for the Kaikoura seismic sequence (five aftershocks with magnitudes M = 6.7, M = 6.2, M = 6.1 and with M = 6.0 are marked with red stars). 

t
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c

i

i

r

2  

e

b

e

ial window width of W = 100, for which calculated relative error 

n entropy is 5.4%. As the window width increases, the error de- 

reases; thus, when the window width is 1200 earthquakes (200 

nitials plus 10 0 0 cumulatively added), the error is barely 2%. Sim- 

larly, for a window of W = 10 0 0 earthquakes (yellow line), the 
5 
elative error of entropy is close to 2%; when the window becomes 

0 0 0 earthquakes (10 0 0 initial and 10 0 0 accumulated), the relative

rror is equal to 1%. Overall, the relative errors of entropy range 

etween 0.5% and 2% for window widths with > 10 0 0 cumulative 

arthquakes. In any case, as stated above, the choice of W must be 
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Fig. 3. Gutenberg-Richter (GR) law for the Christchurch seismic sequence. Orange 

circles indicate the cumulative number of earthquakes; green triangles denote the 

non-cumulative number of earthquakes. Based on the Maximum Curvature (MAXC) 

technique [18] , we selected a magnitude threshold of M 0 = 2 . 5 . 

Fig. 4. Relative error ε for the Christchurch earthquakes (calculated using Eq. 18 ). 

The insert graph shows ε for a given initial window width (from W = 100, cyan 

line, to W = 10 0 0 0, brown line) and it ranges to 12,0 0 0 earthquakes (the whole se- 

ries). The main graph shows a window width zoom from 0 until 20 0 0 events. The ε

ranges between 0.5% and 2% for window widths of > 10 0 0 cumulative earthquakes. 
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 reasonable compromise between calculated errors and the visi- 

ility of the results. 

Based on W = 200 earthquakes (i.e., the minimum reasonable 

alue), the entropy, as a function of time, can be seen in Fig. 5 . We

ound that 20 0 0 days before the Christchurch earthquake, the en- 

ropy values were approximately constant; however, with the main 

hock (M = 7.2, on 3 September 2010), the value of H doubled, in-

icating that an irreversible phase transition had taken place. In 

he days immediately after the main event, the entropy decreased; 

e interpret this as a new equilibrium state characterised by new 

tress and strain fields. Following a subsequent M = 6.2 event on 

1 February, the entropy again increased. This sequence was re- 

eated twice more with earthquakes of M = 6.0 (13 June 2011) 

nd M = 5.9 (23 December 2011). Finally, 20 0 0 days after the main

hock, entropy was continuing to decrease, indicating that the sys- 

em was evolving towards a stable situation. 

This analysis corresponds to a cumulative window process; 

ig. 6 shows the same analysis but using a moving window pro- 

ess (W = 1500, for which relative error is < 1%). The results are

ualitatively identical. 

Finally, we tested whether our hypothesis would hold when 

he chosen seismic system was expanded; in other words, when 

he Kaikoura 2016 seismic sequence was also considered. For this 

oint study, the data file previously described as NZ2 was used. The 

Rr for NZ2 is shown in Fig. 7 . Based on the MAXC technique, we

stablished a threshold of M 0 = 2 . 25 , yielding a dataset of 26,163

arthquakes. 
6 
By using the moving windowing process (W = 1500 earth- 

uakes), we avoided the memory effect of past earthquakes; the 

esults are shown in Fig. 8 . We found that H exhibited the same 

ehaviour as that described for the Christchurch sequence; how- 

ver, we can now see that its initial values (after the Christchurch 

equence) had recovered prior to the 2016 Kaikoura earthquake. 

. Discussion 

Our study shows that it is possible to associate changes in 

ntropy, H, with the occurrence of significant seismic events in 

 given area. The relationship between H and the value of the 

arameter b in the well-known Gutenberg-Richter law was in- 

roduced by Feng and Luo [38] among others; De Santis et al. 

17] provided two tests based on Italian seismic sequences of mod- 

rate magnitude earthquakes, including the 2009 M 6.3 L’Aquila 

009 and 1997 M 6.0 Colfiorito 1997 events. In the present paper, 

he robustness of this technique is confirmed; moreover, we have 

xpanded the approach to allow it to be extended to various events 

n the same area. From a thermodynamic point of view, an increase 

n H is associated with an irreversible transition from one state to 

nother. This has been confirmed both on a small scale [27] and a 

arge scale [e.g., Parsons et al. [67] . Even for quiescent seismic se- 

uences, where is a relative decrease in the number of earthquakes 

r energy within a certain time interval in comparison with long- 

erm observations in the same region, H could decrease and could 

e used as a precursor parameter (e.g., Hainzl et al. [68] , Rudolf- 

avarro et al. [69] ). 

Our results show that entropy is a geophysical observable that 

an improve understanding of elastic energy accumulation inside 

he Earth. To date, most of the regions studied from this per- 

pective are so-called tectonic regions (i.e., regions in which large 

arthquakes occur). However, other regions, and in particular vol- 

anic regions, are also dominated by energy accumulation pro- 

esses, including non-linear and quasi-static processes. Volcanic 

eismicity does not follow the Gutenberg-Richter law (e.g., Ibáñez 

t al. [70] ) or the propagation of stresses and deformation is not a 

inear process (e.g., Díaz-Moreno et al. [71] ). For this reason, in ad- 

ition to new insight into the seismic series analysed, we believe 

hat this study opens an important door for application of this ap- 

roach to other processes of the Earth’s interior dynamics. 

The choice of New Zealand earthquakes was not arbitrary; in 

arge part, this case study was chosen owing to the high quality 

f the data provided by GeoNet. However, it was also chosen be- 

ause it provided data on the occurrence of two large earthquakes 

n the same region (albeit on different fault systems) within a short 

imespan (6 years). Even considering the two separate fault sys- 

ems, it is unusual for two large earthquakes to occur so close 

ogether (epicentral distances < 300 km) and so close in time. 

ecurrence periods in New Zealand are considerable (e.g., Lan- 

ridge et al. [72] ), and can be estimated from probabilities based 

n continuous monitoring and from our knowledge of fault rup- 

ure histories. Recurrence periods in the study area range from 500 

ears (Wellington Fault for a M = 7.0 earthquake) to 1200 years 

Wairarapa Fault for a M = 8.0 earthquake); nonetheless, the Kaik- 

ura earthquake occurred only 6 years after Christchurch event. 

uch events demonstrate the need for tools and methodologies to 

acilitate seismic prediction studies. 

Moreover, the Christchurch earthquakes revealed the complex- 

ty of the crust in the region. For instance, the main shock in 

eptember and the M = 6.2 aftershock in February occurred on 

reviously unknown faults [64] ; this most likely reflects the fact 

hese earthquakes take place in an immature intra-plate setting, 

ith little seismic activity prior to this sequence [73] . Moreover, 

ome factors (tectonic, seismic, source spectra, and stress drop) 

uggest that that the second earthquake was not an aftershock, but 
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Fig. 5. Entropy, H, versus time (in days with respect to the date of the main event; that is, 4 September 2010) during the Christchurch sequence. The windowing process was 

carried out with a cumulative window width starting at W = 200 earthquakes. The H saw an abrupt increase on the day of the main event (red star) and a decrease after 

it. It increased again with the first aftershock (M = 6.2, orange circle) and then decreased. This pattern was repeated for two further aftershocks (M = 6.0, green triangle; 

M = 5.9, blue diamond). 

Fig. 6. Entropy, H, versus time (in days with respect to the date of the main event; 

that is, 4 September 2010) during the Christchurch sequence. The windowing pro- 

cess was carried out with a moving window width starting at W = 1500 earth- 

quakes. Despite different windowing process, the results are qualitatively identical 

to those in Fig. 5 . 

Fig. 7. Gutenberg-Richter (GR) law for the Christchurch and Kaikoura seismic se- 

quences. Orange circles indicate the cumulative number of earthquakes; green tri- 

angles denote the non-cumulative number of earthquakes. Based on the Maximum 

Curvature (MAXC) technique [18] , we selected a magnitude threshold of M 0 = 2 . 55 . 

a  

r

q

e

o

Fig. 8. Entropy, H, versus time (in days with respect to 1 January 20 0 0) for the NZ2 

catalogue (Christchurch and Kaikoura seismic sequences). The windowing process 

was carried out with a moving window (to avoid memory effects) width starting at 

W = 1500 earthquakes (for which relative errors are < 1%). The two sequences can 

be recognised by abrupt variations in H. 
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n  
n independent event (e.g., Atzori et al. [64] , Kaiser et al. [74] ). Cur-

ently, there is no way to confirm the nature of the February earth- 

uake [75] ; which could have been and aftershock or a subsequent 

vent in another part of the seismic system that would not have 

ccurred without the first (i.e., not an aftershock but a triggered 
7 
arthquake). For the Kaikoura earthquake, the unprecedented com- 

lexity of the rupture process [65] , with multiple blocks of crust 

reaking simultaneously along more than a 100 km, does not fit 

ith standard earthquake generation models. These factors high- 

ight the usefulness of techniques such as the one presented here 

n terms of monitoring seismic activity. 

However, although the methodology used here may be useful 

n the field of seismic prediction, two important issues must be 

onsidered. First, changes in H are detected both before and after 

he main earthquake. Further studies are necessary to determine, 

ithout prior knowledge of how a series will continue, how H val- 

es will evolve in the immediate future. In other words, an abso- 

ute scale of entropy is necessary. This has recently been achieved 

76] using fluctuations of entropy change under the time reversal 

f entropy over natural time [77] . This considers the sequential or- 

er of events, and thus captures the dynamic entropy characteris- 

ics of the system, which differs essentially from statistical entropy 

Shannon entropy). 

The second consideration falls within the spatial domain. This 

ork always takes into consideration a spatially limited seismic 

ystem. However, the expansion of the technique over a larger area 

e.g., the entire Pacific plate border) presents difficulties, since it is 

ecessary to connect the variation in H to a point. That is, it is not
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nough to simply detect an increase in H; one must also deter- 

ine where the increase is located. The authors of this work are 

urrently working on a ‘microzone’ of regions within the southern 

berian Peninsula that could allow for spatial, and not just tempo- 

al, monitoring of H. 

. Conclusions 

In this study, we proposed the use of the Second Law of Ther- 

odynamics (i.e., entropy, H) as an indicator of the equilibrium 

tate of seismically active regions. This hypothesis was tested us- 

ng two earthquake sequences on the South Island of New Zealand. 

oreover, we compiled a detailed review of entropy ( Appendix A ). 

t is common in the scientific literature to speak about the evo- 

ution of entropy towards maximum values following the Second 

aw of Thermodynamics; however, it has been emphasised that en- 

ropy is a function of state and, as such, does not depend on time. 

owever, it is the Boltzmann H function, identified with entropy 

nd usually known as such, which is used to study the evolution 

f any system, and especially complex systems such as the Earth’s 

rust and the earthquakes occurring within it. One of the main ob- 

ectives of our review was to show the exportability of some classi- 

al concepts of Thermodynamics to others scientific fields, includ- 

ng the study of non-linear phenomena such as earthquakes. 

Secondly, we developed a new methodology to identify the oc- 

urrence of an earthquake with an irreversible transition within a 

eismic system. This methodology is systematic, and its goal is to 

alculate the H function for a seismic system in which earthquakes 

re occurring (i.e., that is in a metastable state). Furthermore, we 

ave presented an innovative approach for evaluating the error in 

ntropy (H) values, which allows us to better interpret our results. 

Our results, based on analysis of the 2010 M 7.2 Christchurch 

eismic crisis, show that sudden changes in entropy are associated 

ith the occurrence of earthquakes. Moreover, it is possible to de- 

ect earthquakes considered as aftershocks or those that are sub- 

equent to a previous event in another part of the seismic system 

ut that would not have occurred without the first (i.e., not an af- 

ershock but a triggered earthquake). 

Finally, based on analysis of both the 2010 M 7.2 Christchurch 

nd 2016 M 7.8 Kaikoura seismic sequences, we found that en- 

ropy changes associated with the occurrence of a subsequent large 

arthquake, separated in time from the first and with H having re- 

urned to the original values, again increase considerably. 
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ppendix A [1–117] 

The concept of entropy and its connection to the Second Law of 

hermodynamics was proposed by Clausius in 1865 [78] : “An un- 

ompensated transmission of heat from a colder body to a warmer 

ody can never occur”. From this principle, Clausius discovered 

hat entropy (S) is a state function that can be used to present the 

econd Law: 

S ≥ �Q/T (A1) 

here �Q is the heat added to the system and T is the system’s 

emperature. A few years later, Boltzmann realised that entropy 

ould be used to connect the microscopic motion of particles to 

he macroscopic world; in his analysis, entropy is proportional to 

he number of accessible micro-states of the system ( �) and is ex- 

ressed by the famous Boltzmann equation: 

 = k ln� (A2) 

here k is Boltzmann’s constant. Ben-Naim [79] stated that, at 

rst glance, Boltzmann’s entropy and Clausius’ entropy are abso- 

utely different; however, there is complete agreement calculating 

hanges of entropy using the two methods. Moreover, Boltzmann 

efined a function H(t) [80] : 

 ( t ) = 

∫ f 

( R , p , t ) log f ( R , p , t ) dR dp (A3) 

ased on the position (R) and momenta (p) distribution f( R , p , t ) 

or a given time t and proved, now known as Boltzmann’s H- 

heorem, that: 

dH ( t ) 

dt 
≤ 0 (A4) 

nd at equilibrium: 

dH ( t ) 

dt 
= 0 , t → ∞ (A5) 

rom this theorem, function −H(t) always increases with time, and 

t equilibrium it reaches a maximum. Ben-Naim [79] showed that 

e can obtain entropy from the following equivalent formulas (up 

o a multiplicative constant): 

 = max 
over all t ′ s 

[ −H ( t ) ] (A6) 

nd: 

 = lim 

t →∞ 

[ −H ( t ) ] (A7) 

fter this theorem, although entropy is a state function and, as 

uch, it is not function of time, time has often been identified 

s a behaviour of entropy and is included in the −H(t) function 

f Boltzmann. Thus, when we state that the entropy of the uni- 

erse always increases, we mean that the −H(t) function always 

ncreases. 

https://www.geonet.org.nz
https://doi.org/10.13039/501100011011
https://doi.org/10.1016/j.chaos.2021.111243
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The generalization of Boltzmann’s entropy for systems de- 

cribed by other macroscopic variables reflects Gibbs [81] and can 

e written as: 

 = − k 

�∑ 

i=1 

p i log p i (A8) 

here p i is the probability of the system being in the i-th state. If 

e have infinite possible states, then: 

 = − k 

∫ p 

( ξ ) ln p ( ξ ) d ξ (A9) 

hannon [82] and Shannon and Weaver [83] introduced 

oltzmann-Gibbs’s entropy concept into communication the- 

ry and defined the measure of information as: 

 ( p ) = 

W ∑ 

i=1 

p i log p i (A10) 

here p is the distribution of states, p i is the relative frequency 

or each event i , and W is the number of possible states. The func-

ion I(p) is called ‘Shannon information’ because it is a measure 

f knowledge; therefore, Majewski [84] highlighted that −I(p) de- 

otes a lack of knowledge or ignorance. Clearly, I(p) is always neg- 

tive or zero; as such, it is possible to define the ‘Shannon entropy’ 

r ‘Shannon information entropy’ as the negative information mea- 

ure; that is: 

 ( p ) = − I ( p ) = −
W ∑ 

i=1 

p i log p i (A11) 

hich is always positive or zero. Probably, it would be better to 

ote Shannon entropy with the symbol H since it is a measure of 

nformation [85] or the lack of information. 

Some (relatively) recent research carried out in the field of in- 

ormation theory suggests that the above expressions can be gen- 

ralised. Thus, Tsallis [86] proposed the use of: 

 τ = 

k 

τ − 1 

( 

1 −
W ∑ 

i=1 

p 

τ
i 

) 

(A12) 

here τ is a real number called the entropic index. The standard 

istribution that characterises Boltzmann-Gibbs statistics is a par- 

icular case of Tsallis entropy in the limit of τ = 1. 

Regardless of the entropy used, the classical formulation of the 

econd Law of Thermodynamics establishes that: 

dS 

dt 
≥ 0 (A13) 

here dS can be split in two parts. First, the variation of the en- 

ropy produced inside the system ( d S i ), and second, the transfer of 

ntropy outside the system ( d S o ). Then: 

 S i + d S o ≥ 0 (A14) 

f the system is an isolated one, then d S o = 0 and it is possible to

onclude that: 

 S i ≥ 0 (A15) 

ajewski and Teisseyre [87] noted that the equal sign applies to 

he state of equilibrium, whereas the unequal sign applies to en- 

ropy production due to irreversible processes occurring inside the 

ystem (for example, irreversible strains such as those resulting 

rom faulting processes in the crust). Thus, only in irreversible pro- 

esses does the production of entropy occur and, therefore, the 

econd Law of Thermodynamics expresses that if any irreversible 

rocess advance in time, there is always an entropy increase. 
9 
ppendix B 

The Second Law of Thermodynamics has been widely used in 

eismology as an indicator of the evolution of a system (e.g., Run- 

le et al. [88] , Sornette and Werner [89] ). In addition, several au- 

hors have found that entropy is the most convenient tool for char- 

cterising a statistical process (e.g., Apostol and Cune [16] , who ex- 

lain the Vancrea earthquakes); moreover, it is a reliable parame- 

er to characterise the critical point where an earthquake happens 

e.g., De Santis et al. [15] in Italian case studies of the L’Aquila and

olfiorito earthquakes). 

In geophysics in general, but in seismology, in particular, the 

econd Law and entropy were introduced from statistical physics 

o measure the disorder produced by seismic activity. A number of 

tudies have shown that complexity in earthquake processes can 

e characterised by entropy [90] . Most try to elucidate if there is a 

orrelation between changes in entropy values and the occurrence 

f an earthquake. 

Telesca et al. [91] found anomalous behaviour of Shannon en- 

ropy H in a 1983–2003 catalogue of seismicity in Central Italy; 

he anomaly is associated with stronger earthquakes. Main and 

aylor [92] derived an analytical expression for entropy produc- 

ion and tested if the Second Law is a thermodynamic driver for 

 self-organised criticality state, in which elastic strain is near- 

ritical and the rupture of materials could be reached (i.e., earth- 

uake generation). Meanwhile, Machado and Lopes [93] and Lopes 

nd Machado [94] used the Second Law to characterise the statis- 

ical distribution of earthquakes throughout the world, from 1963 

o 2012, and concluded that entropy could represent the interrela- 

ion between the studied data. Specifically, they made use of the 

ullback-Leibler formula [95] based on Shannon entropy. 

A remarkable application was revealed by Akopian [96] in a 

tudy of the devastating 2011 M 9.1 Tohoku (Japan) earthquake 

97] ; in that work, the author used entropy to mathematically 

odel the preparatory process that led to the earthquake. The 

ame earthquake was studied by Sarlis et al. [98] by means of nat- 

ral time analysis, a useful technique for analysing seismicity [99] , 

nd physiological time series [100] ; they showed that the entropy 

f seismicity in natural time under time reversal changed sharply 2 

onths before the earthquake. Varotsos et al. [101] applied natural 

ime analysis to study the Tsallis entropy q index [102] before the 

arthquake, and found that the index grew before this mega-event. 

Shannon entropy and the fractal dimension was used by Bres- 

an et al. [103] to study seismic sequences before and after earth- 

uakes in Italy and Slovenia. Regional Entropy of Seismic Informa- 

ion (RESI) was proposed by Ohsawa [104] to detect short-term 

recursors to the activation of earthquakes; clusters of earthquakes 

ere introduced as microstates when computing entropy. 

The concept of nowcasting was defined by Rundle et al. [105] ; 

owcasting is a method in which proxy data are used to estimate 

he current dynamic state of a driven complex system (such as an 

arthquake). Rundle et al. [105] incorporated measures of Shannon 

nformation entropy. Also, more recently, Akopian [106] explained 

he double earthquake phenomenon (earthquakes close in time, 

lace, and magnitude) using the seismic entropy method; they at- 

empted to clarify the nature of occurrence for earthquake fore- 

asting and classified some of the features in seismic systems lo- 

ated in different seismotectonic situations, such as the Altai (Kuril 

slands), central United States, and Pakistan. 

In parallel, a series of notable works [107] introduced seismic 

oise entropy to detect preparation processes for strong earth- 

uakes; the authors suggested that changes in the temporal and 

patial structure of seismic noise in Japan and California are pre- 

ursors to large earthquakes. The properties of seismic noise en- 

ropy from continuous records of the global network of broadband 

eismic stations from 1997 to 2019 were analysed. 
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Shannon entropy is not only used to examine the occurrence 

f earthquakes. For instance, the interevent-time and interevent- 

istance series of seismic events in Egypt, from 2004 to 2010, 

ere studied by Telesca et al. [108] using Shannon entropy and 

he Fisher Information Measure. Vogel el al. [109] successfully pro- 

osed a method based on information theory to detect phase tran- 

itions in magnetism and applied it to Chilean earthquakes. [110] . 

elesca et al. [111] combined measures of magnitude (Shannon en- 

ropy and Fisher information) to distinguish between tsunamigenic 

nd non-tsunamigenic earthquakes in a sample of major earth- 

uakes. The same method was used by Telesca et al. [112] to con- 

rm the correlation between the properties of geoelectrical sig- 

als and crustal deformation at three sites in Taiwan. The spa- 

ial heterogeneity (and complexity of spatial point patterns) for a 

atalogue of earthquake events in Chile was analysed by Nicolis 

t al. [113] by adopting a combined Shannon entropy and wavelet- 

ased approach. Vargas et al. [114] improved the performance of 

 genetic algorithm to optimise the test mathematical functions 

y determining the initial populations with the entropy of Shan- 

on. Recently, Metin-Karaka ̧s and Çalik [115] employed entropy ap- 

roximations (Tsallis, Shannon, and Rényi entropy) to introduce the 

olatile concept for the Anatolian fault line during the period 1990 

o 2019. Even in social science fields associated with earthquakes, 

hannon entropy has been used to study the emergency rescue 

oordination relationship [116] and to evaluate social vulnerability 

117] . 
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