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Abstract: Adjusting for covariates is important in the study of the performance of diagnostic tests.
In this manuscript, the simultaneous comparison of the sensitivities and specificities of two binary
diagnostic tests is studied when discrete covariates are observed in all of the individuals in the
sample. Four methods are presented to simultaneously compare the two sensitivities and the two
specificities: a global hypothesis test and three other methods based on individual comparisons.
The maximum likelihood method was applied to adjust the overall estimators of sensitivities and
specificities. Simulation experiments were carried out to study the asymptotic behaviors of the four
proposed methods when the covariate is binary, giving general rules of application. The results were
applied to a real example.
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1. Introduction

A diagnostic test is a medical test that is applied to a patient to determine the presence
or absence of a certain disease. When the result of a diagnostic test may be either positive
or negative, the diagnostic test is called a binary diagnostic test (BDT). The exercise test
for the diagnosis of coronary artery disease is an example of a BDT. The fundamental
parameters to measure the effectiveness of a BDT are its sensitivity and the specificity. The
sensitivity (Se) is the probability that the BDT result is positive when the individual has
the disease, and the specificity (Sp) is the probability that the BDT result is negative when
the individual does not have the disease. Both parameters depend only on the intrinsic
properties (physical, biological, chemical, etc.) of the BDT. The effectiveness of a BDT is
assessed in relation to a gold standard. A gold standard (GS) is a medical test used to
objectively diagnose the presence (or absence) of a certain disease. Therefore, a GS is an
error-free test. An angiography for diagnosis of coronary artery disease is an example of a
GS.

The comparison of the sensitivities (specificities) of two BDTs is an important topic
in the study of statistical methods for diagnosis in medicine. The most common type of
sample design to compare these parameters is the paired design. The paired design consists
of applying the two BDTs to a random sample of # patients whose disease state is known by
applying a GS. When the sensitivities and specificities of two BDTs are compared under a
paired design, the problem is traditionally solved by conditioning on the disease status and
applying a comparison test of two paired binomial proportions (e.g., the McNemar test).
Therefore, the comparison of the two sensitivities is made conditioning on the diseased
individuals and solving the test Hy : Se; = Sep vs. Hj : Seq # Sep applying the McNemar
test to an « error [1]. Similarly, the comparison of the two specificities is made conditioning
on the non-diseased individuals and solving the test Hy : Sp; = Spa vs. Hy : Spy # Sp2
by applying the same method. Therefore, sensitivities and specificities are compared
independently, by solving the hypothesis tests Hy : Se; = Sep and Hy : Sp; = Spy, to the
same « error. Roldan-Nofuentes and Sidaty-Regad [2] studied the simultaneous comparison
of sensitivities and specificities, and showed that comparing the two sensitivities and the
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two specificities independently can give rise to global type I errors that greatly exceed the
nominal error (and therefore can lead to wrong conclusions).

In clinical practice, when evaluating the effectiveness of a BDT, covariates are fre-
quently observed in all patients in the sample. When the covariate is related to the disease
and to the diagnostic test, it is necessary to adjust for covariates [3]. For example, in the
diagnosis of coronary disease, smoking is a risk factor for the disease. Because smoking
speeds up the heart rate, constricts the main arteries, and can cause disturbances in the
rhythm of the heartbeat, if an exercise test is used, adjustment for smoking is needed to
properly describe the diagnostic effectiveness of the exercise test. Another topical example
is the diagnosis of COVID-19. Lahner et al. [4] studied the diagnosis of this disease in
health workers using IgG serology as a diagnostic test (among other tests). Lahner et al.
showed that the diagnostic performance of IgG serology is associated with the number of
days elapsed (at least 14 or 20 days) after the nasopharyngeal swab. Therefore, adjusting
for elapsed days is necessary to evaluate the diagnostic effectiveness of IgG serology. This
problem also arises when comparing the effectiveness of two BDTs [3]. Therefore, when
two BDTs are compared, it is necessary to eliminate the effect that the covariates have on
the estimation of sensitivities and specificities, and on the comparison of these parameters.

This manuscript is an extension of the study by Rolddn-Nofuentes and Sidaty-Regad [2],
to the situation in which a discrete covariate is observed in all patients in the sample.
Therefore, a global hypothesis test was studied to simultaneously compare the sensitivities
and specificities of two BDTs when discrete covariates are observed in all patients in the
sample. Other alternatives to the global hypothesis test were also studied. Adjusting
for covariates in this situation eliminates the effect of covariates in the simultaneous
comparison of the two sensitivities and specificities. This problem is approached by
applying the maximum likelihood method to the estimation of the parameters and the delta
method to the estimation of the variances-covariances. This manuscript is structured as
follows. In Section 2, the model to simultaneously compare the sensitivities and specificities
of two BDTs in the presence of a discrete covariate is described, in addition to other
alternative methods. In Section 3, simulation experiments are carried out to study the sizes
and the powers of the methods proposed in Section 2. In Section 4, a function written
in R [5] is presented that allows the problem studied in this manuscript to be solved. In
Section 5, the results are applied to the diagnosis of coronary heart disease, and in Section 6
the results are discussed.

2. Global Hypothesis Test

The objective is to study the simultaneous comparison of overall sensitivities and
overall specificities of the two BDTs, i.e., to solve the global hypothesis test:

H(] : (581 = 562 and SPl = sz) VS. H1 : (Sel 7é 582 and/or Spl 7é sz) (1)

when the two BDTs are applied to all individuals in a sample with a size of 7 and a discrete
covariate is observed in all of them. Therefore, let us consider two BDTs, Test 1 and Test 2,
that are applied to all n individuals in a random sample. The disease state (disease present
or disease absent) of all of the individuals in the sample is known by applying a GS. Let
Tj, be the binary random variable that models the result of the hth BDT: Tj, = 1 when the
result of the BDT is positive and T, = 0 when it is negative. Let the binary random variable
D that models the result of the GS: D = 1 when the individual is diseased and D = 0 when
the individual is non-diseased. Moreover, let us consider that for all of the n individuals
of the sample we observe a vector X = (X1, X, ..., Xj) of a discrete covariate, where X,
is each of the different values or patterns that the covariate can take withm = 1,..., M.
Let us suppose that the number of individuals that verify X = X, is n,,, and therefore

M
n= Y ny. Table 1 shows the observed frequencies for X = X, where n;j,, = Sijm + Tijm-
m=1
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Table 1. Observed frequencies for X = Xj;.

T, =1 T, =0
T, — 1 T, — - I Total
) = =0 =1 T, =0
D=1 S11m S10m S01m S00m Sm
D=0 "1m "10m T01m T00m Ym
Total 11m n10m no1m 100m M

The sample of n individuals is the product of a multinomial distribution whose
probabilities are:
Tmij = P(X = Xm,D = 1,T1 = i,Tz :])

and:
Umij = PX=Xu,D=0,T1 =i,T> :j)’
with:
M 1 M1
Z 2 Tmij + Z Z Upij = 1.
m=11,j=0 m=11,j=0

From the multinomial distribution sized n and probabilities 7,,;; and vy;j, 8M — 1
parameters can be estimated, because in total there are 8M probabilities that are subject
M 1 M 1 _ M 1 M 1
to X X Twijt ¥ X Uwij = 1Ge, o =1— ¥ ¥ Tuij— L X Unij)- If the
m=11,j=0 m=11,j=0 m=11,j=0 m=11,j=0
(mij)#(M1,1)
covariate is binary, then 15 parameters can be estimated.

Let ¥, = P(X = X,) be the probability that an individual X = X,, andp = (1,...,9¥p)",
M
with ) ¢ = 1. Let ¢, and @;jy, be the probabilities defined as
m=1

4)ijm = P(D = 1,T1 = i,Tz :j|X = Xm) and q)ijm = P(D = 0,T1 = i,Tz =j|X = Xm),
then probabilities 7,,;; and v, can be written as:

Tinij = YmPijm and Vi = Ym Pij- 2)

The sample of n individuals can be seen as a sample of a mixture of M multinomial
independent 2 x 4 tables. By conditioning on the mth table, i.e., conditioning on X = Xy,
and applying the conditional dependence model of Berry et al. [6], it holds that:

Gijm = PD=1T1 =i =jX=Xn) =
P(D = 1|X = %, ) [P(Ty = i]X = Xy, D = 1) x P(Ty = j|X = X, D = 1) + &611] =
Pm {Seilm(l - Selm)l_lSeJZm(l — Seo) T + 6ijSe1mSeam (a1m — 1)}

and:

Piim=P(D=0,T1 =i, Ty = j|]X = Xpy) =
P(D = 0|X = x ) [P(Ti = i]X = X0, D = 0) x P(T> = j|X = Xpn, D = 0) + Gjjeon] =

G| SPLo (1= Sp1n) P2 (1= Span)) + 851 = Sp1n) (1 = Spaw) (wom — 1)),

1
where py, = P(D =1|X=Xy) = X ¢jjn is the disease prevalence for the individu-
i,j=0
als with X = Xy, g = 1 — pu, 0ij = 1ifi = jandéi]- = —1if i # j, and the pa-
rameter a1, (xom) is the covariance [6] between both BDTs when D = 1 (D = 0) and
X = Xy;. The covariances verify [6] that 1 < ay,, < 1/max{Sej, Sezr,} and 1 < ag,, <
1/max{(1 — Spim), (1 — Spam) }- If a1,y = om = 1, then both BDTs are conditionally inde-
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pendent on the disease when X = X,;;, an assumption that is not realistic, so in practice
a1, > 1and/or agy, > 1.

. T
For the mth table (i.e., X = Xiu), let wm = (P11, Pr0m, Po1m, P00m, P11ms P10m, P01 PoOM)
be the vector whose components are the probabilities ¢;;,, and ]¢;j,. Therefore, con-

ditioning on X = X,;, w,, is the probability vector of a multinomial distribution. Let

w=(wy,...,w M)T be the vector whose components are w,. In X = Xj;,, the sensitivities
of the BDTs are:

Seyy = P(Ty =1|D =1,X = X,, ) and Segyy = P(T, = 1|D = 1,X = X,,,),
and the specificities are:

Spim = P(T; = 0|D = 0,X = X, ) and Spyyy = P(T, = 0|D = 0,X = X,).

M M 1
Letp= Y Ympm = L Yum ( ) <pl-]-m> be the overall prevalenceand g =1 —p
m=1 m=1 1,j=0

M M 1
= Y Yuqm = Y l[Jm< Y @ijm |- The overall sensitivity and the overall specificity of
m=1 m=1 ]

i,j=0
each BDT are:
M M
Y YmpPmSenm Y YugmSPm
Seh:P(Th:1|D=1):m:1fand 5p;1=p(Th20|D=0)=’"ﬂT, 3)
With & = 1,2, and where:
Sey, = O11m + P1om and Spin, — (Po1mq+ Poom
m m

are the sensitivity and specificity of Test 1 in X = X;;;, and:

_ P1im + Poim and Span — P10m + Poom
Pm qm

S€2m

are the sensitivity and specificity of Test 2 in X = X;,. The overall sensitivity and the overall
specificity of each BDT are written in terms of ¢, ¢ij, and @;jyy, as:

M M
Y Y (Pr1im + Prom) Y ¥ (Poom + Qoim)
Sep = m=1 and Sp; = m=1
M 1 M 1
)y <¢m )y ¢z]m> D <lpm D @ijm)
m=1 i,j=0 m=1 i,j=0
for Test 1, and:
M M
Y Ym(P11m + Poim) Y Ym(@oom + P1om)
Sey = =1 and Sp, = =1
M 1 M 1
)y <¢m B <Pijm> D (le D (Pijm>
m=1 i,j=0 m=1 i,j=0

for Test 2.

The parameters of the model are estimated by applying the maximum likelihood
method. If the covariate has M patterns then 8M — 1 parameters must be estimated: 2M
sensitivities, 2M specificities, 2M covariances, M prevalences and M — 1 probabilities ¢,

M
(since Y, ¢ = 1). If the covariate is binary (M = 2) then 15 parameters must be estimated:
m=1
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four sensitivities (Sej1, Sep1, Seix and Sepy), four specificities (Sp11, Sp21, Sp12 and Spao),
four covariances (x11, ®o1, #12 and «gy), two prevalences (p; and p») and the probability ¢,
(since o = 1 — ¢1). Therefore, all the parameters of the model can be estimated from the
sample of n individuals, since the number of parameters that must be estimated is equal to
the number of parameters that can be estimated from the initial multinomial distribution.
The log-likelihood function based on n individuals is:

1 M 1 M
l(ll)/ w) = Z Z Xijm log(lpmﬁbijm) + Z Z Yijm log(wmfPijm)‘
ij=0m=1 ij=0 m=1

This function can be written as:

(P, w) =hL() +h(w), 4)
where: L u
hW) =Y Y nijmlog(¥m) ©)
ij=0m=1
and:
1 M 1 M
h(w) = ‘Zo 21 Xijm 10g (Pijm) + 'Zo 21 Yijm 108 (Pijm ) - (6)
i,j=0m= i,j=0m=

Maximum likelihood estimators of 1 and w are easily obtained from Functions (5)
and (6), i.e.,

A Ny Sijm N
Yy =—, (Pijm = ——and Pijm = ——-
n Ny m

The estimators of sensitivities and specificities in X = X,;;, the estimator of overall
prevalence, and the estimators of overall sensitivities and of overall specificities are easily
obtained by substituting the parameters for their estimators into their respective equations.
The Fisher information matrix of function (4) is:

I(p, w) = Diag{I}, I},

where I; = I() and I, = I(w) are the Fisher information matrixes of Functions (5) and
(6) respectively, verifying that:

17! (4, w) = Diag{ 1", 1;'}

and, therefore, the covariances between 1\ and w are zero. Because vector 1 is the proba-
bility vector of a multinomial distribution, the variance-covariance matrix of 1 is:

Y = I = {Diag(w) — v }/n.

The variance-covariance matrix of @, is:

me = {Diag(wm) — wmwz;l}/nm

and the variance-covariance matrix of @ is:

Yo =L =Diag{¥ L,

The proof can be seen in Appendix A.
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Let © = (Seq1, Sp1, Sez, S pz)T be a vector whose components are the overall sensitivities
and the overall specificities; then, by applying the delta method [7], the variance-covariance

matrix of 8 is: . .
00 00 00 \ & 00
Xo= (5e) Do) + ()2 ()
The estimated variance-covariance matrix }_4 is obtained by substituting into this

expression the parameters for their estimators.
The global hypothesis test (1) is equivalent to the hypothesis test:

Hp:A® =0vs. Hy: AD #0,

where A is a complete range matrix with the size 2 x 4, i.e.,

1 0 -1 0
A= ( 01 0 -1 )
By applying the multivariate central limit theorem, it is verified that /7 (8 — ©) — N(0, L)
when 7 is large. Then, the statistic:

Q* = 8'AT(AY ,A") 'ab

is distributed according to a Hotelling T-squared distribution. This distribution has 2 and
n degrees of freedom, where 2 is the dimension of the vector AD. When n is large, Q2 is
distributed according to a central chi-squared distribution with 2 degrees of freedom when
the null hypothesis is true, i.e.,

N -1
Q*=A'AT(A},AT) AR — @)

To calculate this test statistic, it is necessary to verify that s10,; + So1m + *10m + ro1m > 0.

The global hypothesis test (1) can also be solved from the individual hypothesis test,
i.e.,, Hy: Sey = Sep and Hy : Sp; = Spa, each of which are independent of the « error. In
this situation, the corresponding test statistics are:

§€1 — §82
z= —F— — ——— (8)
\/Var(Sel) + Var(Sep) —2Cov(Seq, Sep)
and: R R
. Spl — sz (9)

\/Var(§p1) + Var(Spa) — 2Cov(Sp1, Sp2) ‘

Both test statistics have a normal standard distribution when the sample size n is large.
Another method used to solve the global test consists of solving each of the individual
tests along with a method of multiple comparisons, such as the Bonferroni method [8] or
the Holm method [9]. The Bonferroni and Holm methods are very easy to apply and are
based on the p-values of the individual hypothesis tests. In the situation studied here, the
Bonferroni method consists of solving each individual hypothesis test with an «/2 error.
The Holm method is a less conservative method than the Bonferroni method. Let p; and p;
be the p-values obtained in each individual hypothesis test and let us suppose that p; < py;
then, the Holm method [9] consists of the following two steps:

(1) If p; > a/2, then none of the two null hypothesis Hy : Se; = Sep and Hy : Sp; = Sp2
are rejected. If p; < a/2, then the null hypothesis corresponding to that hypothesis
test is rejected and we go on to the next step.

(2) If po > «, then the corresponding null hypothesis is not rejected. If p, < a, then the
null hypothesis is rejected and the process ends.
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In this proposed model, it is assumed that a discrete covariate is observed in all of
the individuals in the sample. If several discrete covariates are observed, the problem
is solved in a similar manner. In this situation, a single discrete covariate is considered,
whose number of patterns is the product of the patterns of the observed covariates [10].
For example, if two covariates are observed with two and three patterns, respectively, for
example, sex and age group (young, adult, and older), then a covariate that has six patterns
is considered (young man, adult man, older man, young woman, adult woman, and older
woman).

3. Simulation Experiments

Monte Carlo simulation experiments were carried out to study the sizes and the
powers of the four methods described in Section 2: global hypothesis test with & = 5%;
individual hypothesis tests each with « = 5%; individual hypothesis tests along with the
Bonferroni method and & = 5%; and individual hypothesis tests along with the Holm
method and & = 5%. For the global hypothesis test with a = 5%, the global type I error is
the error that is committed when the alternative hypothesis is accepted (Se; # Sep and/or
Sp1 # Spz) when the null hypothesis is true (Se; = Sep and Sp; = Spy). Regarding the
individual hypothesis tests with & = 5% (with or without a multiple comparison method),
the objective is to study the magnitude and behavior of the global type I error and of the
global power. The global type I error is the error made when we reject Hy : Se; = Sep
and/or Hy : Sp; = Sp, when both are true, whether or not each test is with « = 5% or
applies the Bonferroni (or Holm) method. The argument for the global power is similar to
this.

These experiments consisted of generating N = 10, 000 random samples with multi-
nomial distributions with a size of n = {50, 100, 200, 500, 1000, 2000}, whose probabilities
were calculated from Equation (2). It was considered that the discrete covariate X is binary
(M = 2) with patterns X; and Xj, such as the presence of a risk factor (Yes or No), family
history of the disease (Yes or No), or sex; this situation is very frequent in clinical practice.
As values for ¢ (o =1 — 1), we considered 0.25 and 0.50, and for the prevalence p;;, we
considered the values 10%, 25%, and 50%. As values of the sensitivities (Se11, Seqa, Sex
and Seypp) and specificities (Sp11, Sp12, Spo1 and Spyp) in each pattern of the covariate, we
took the values {0.70,0.80,0.90}. Then, from the values Sey,,,, and Spy,,,, we calculated the
maximum values of the covariances «1,, and «g,;;, and as values of a1, and «;,;, we took
intermediate and high values, i.e,,

f
= 1—
i Max{Se1,, Seam } + f

and:

Xom = /
Max{(1— Spim), (1 — Spam)}

with f = {0.10,0.50,0.90}. From all of the above values, the overall sensitivities and overall
specificities were calculated by applying Equation (3). The simulation experiments were
designed in such a manner that, if it is not possible in a sample to estimate a parameter (for
example, if Sey,,, = 0), then that sample is discarded and another is generated in its place
until N samples are obtained.

+1-f,

3.1. Type I Errors

Tables 2 and 3 show the type I errors obtained for the four methods proposed in
Section 2, considering different scenarios. Table 2 shows some results for Se;, = 0.90 and
Spy, ={0.70,0.80} (Se, > Spy,), and Table 3 shows some results for Se, = {0.70,0.80} and
Spy = 0.90 (Seh < Sph)
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Table 2. Type I errors (in %) of different methods to simultaneously compare the sensitivities
(Se, = 0.90) and specificities (Spy, = {0.70,0.80}) of two BDTs in the presence of a binary covariate.

Se; = Sep = 0.90, Sp; = Sp, = 0.70, p; = 10%, p, = 25%, By = 25%, P, = 75%

N1 = 0.009 g1 = 0.021 N1 = 0.045 o1 = 0.105 N1 = 0.081 o1 = 0.189
K1y = 0.009 Ko = 0.021 K1y = 0.045 Koy = 0.105 N1y = 0.081 Ko = 0.189

n M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4
50 034 214 108 108 008 088 034 034 0 0 0 0
100 128 410 208 208 086 288 142 142 0 0.02 0 0

200 140 452 236 236 120 370 164 164 002 082 016 0.16
500 198 448 260 260 178 466 246 246 058 3.00 138 1.38
1000 230 524 274 278 182 482 238 238 088 326 148 148
2000 350 724 358 360 244 526 240 240 120 418 196 196

Se; = Se; = 0.90, Sp, = Sp, =0.70, p; =10% , p, = 25%, P = 50%, P, = 50%

11 = 0.009 o1 = 0.021 K11 = 0.045 o1 = 0.105 11 = 0.081 o1 = 0.189
a1y = 0.009 agy = 0.021 a1y = 0.045 agy = 0.105 a1y = 0.081 agp = 0.189

n M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4
50 058 242 126 126 010 102 022 022 0 0 0 0
100 120 408 186 186 050 2838 1.16 1.16 0 0.04 0 0

200 176 440 222 222 116 364 158 158 0.04 068 014 0.14
500 244 498 242 242 160 420 182 182 064 3.08 120 120
1000 322 706 3.08 310 256 582 298 3.04 108 366 176 176
2000 420 816 422 428 326 714 326 332 176 448 206 2.06

Se; = Se, = 0.90, Sp; = Sp, = 0.80, p; = 10%, p, = 25%, Py = 25%, P, = 75%

N1 = 0.009 o1 = 0.016 N1 = 0.045 o1 = 0.080 N1 = 0.081 o1 = 0.144
a1y = 0.009 apy = 0.016 a1y = 0.045 gy = 0.080 a1y = 0.081 g = 0.144

n M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4
50 024 138 058 0.58 0 045 005 0.05 0 0 0 0
100 092 330 168 168 040 215 075 075 0 0 0 0

200 114 424 19 19 075 275 115 115 0 030 005 0.05
500 176 468 236 236 140 375 18 18 025 225 070 0.70
1000 248 508 268 268 155 480 215 215 1.00 315 165 1.65
2000 328 622 322 322 280 645 320 320 175 395 235 235

Se; = Se; = 0.90, Sp; = Sp, = 0.80, p; = 10%, p, = 25%, Py = 50%, P, = 50%

N1 = 0.009 o1 = 0.016 K11 = 0.045 o1 = 0.080 N1 = 0.081 o1 = 0.144
K1y = 0.009 Ko = 0.016 K1y = 0.045 X = 0.080 K1y = 0.081 Ko = 0.144

n M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4
50 032 178 066 066 004 074 022 022 0 0 0 0
100 122 362 184 184 042 240 084 084 0 0 0 0

200 152 448 204 204 108 350 146 146 0 048 0.02 0.02
500 240 528 266 266 170 454 222 222 032 202 056 056
1000 322 678 312 312 242 524 232 232 088 352 148 148
2000 374 810 388 388 356 730 380 386 164 452 228 228

M1: global hypothesis test. M2: individual test with & = 5%. M3: individual tests with Bonferroni method.
M4: individual tests with Holm method.
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Table 3. Type I errors (in %) of different methods to simultaneously compare the sensitivities
(Se, = {0.70,0.80}) and specificities (Sp;, = 0.90) of two BDTs in the presence of a binary covariate.

Se; = Se = 0.70, Sp; = Sp, = 0.90, p; = 10%, p, = 25%, By = 50%, P, = 50%

N1 = 0.021 g1 = 0.009 N1 = 0.105 o1 = 0.045 N1 = 0.189 o1 = 0.081
N1y = 0.021 o — 0.009 K1y = 0.105 Ko — 0.045 N1y = 0.189 Ko — 0.081

n M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4
50 010 066 020 020 0 0.08 0 0 0 0 0 0
100 072 240 106 1.06 0.02 068 014 0.14 0 0 0 0

200 188 478 172 174 062 260 074 076 002 008 002 0.02
500 268 6.04 264 270 198 438 196 200 010 068 024 024
1000 3.88 8.64 400 404 314 726 330 336 080 254 110 1.10
2000 454 884 452 458 424 882 408 410 144 406 148 148

Se; = Se; =0.70, Sp; = Sp, = 0.90, p; = 10%, p, = 50%, Py = 25%, P, = 75%

11 = 0.021 o1 = 0.009 K11 = 0.105 o1 = 0.045 11 = 0.189 o1 = 0.081
a1y = 0.021 agy = 0.009 a1y = 0.105 agy = 0.045 a1y = 0.189 agp = 0.081

n M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4
50 0 022 0.04 0.04 0 0 0 0 0 0 0 0
100 026 182 042 042 0.04 056 006 0.06 0 0 0 0
200 088 298 120 120 032 19 0.60 0.60 0 0 0 0

500 226 446 198 198 128 424 176 176 0.02 036 012 0.12
1000 3.18 6.68 3.18 322 198 492 208 208 038 172 0.66 0.66
2000 378 820 374 386 346 688 322 324 118 374 140 140

Se; = Se; = 0.80, Sp; = Sp, = 0.90, p; = 10%, p, = 25%, Py = 25%, P, = 75%

N1 = 0.016 o1 = 0.009 N1 = 0.080 o1 = 0.045 N1 = 0.144 o1 = 0.081
a1y = 0.016 agy = 0.009 a1y = 0.080 gy = 0.045 aqp = 0.144 gy = 0.081

n M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4
50 006 060 014 0.14 0 0.04 002 0.02 0 0 0 0
100 072 266 1.08 108 0.06 074 016 0.16 0 0 0 0
200 158 450 144 146 0.62 248 098 098 0 0.02 0 0

500 324 630 284 288 196 462 206 206 006 084 014 014
1000 362 812 366 376 278 658 276 286 054 230 088 0.88
2000 510 982 506 512 428 808 400 404 160 416 194 194

Se; = Se; = 0.80, Sp; = Sp, = 0.90, p; = 10%, p, = 50%, Wy = 25%, P, = 75%

aqq = 0.016 ag; = 0.009 g7 = 0.080 &gy = 0.045 aqq = 0.144 g, = 0.081
K1y = 0.016 Ko = 0.009 K1y = 0.080 X = 0.045 K1y = 0.144 Ko = 0.081

n M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4
50 0 020 0.02 0.02 0 0 0 0 0 0 0 0
100 010 158 018 018 0.02 032 0.06 0.06 0 0 0 0
200 106 314 152 152 026 202 056 056 0 0 0 0

500 178 434 192 192 146 38 176 176 0.00 042 014 0.14
1000 244 6.02 262 264 206 464 210 210 026 1.68 058 0.58
2000 4.02 824 394 400 288 642 294 294 082 294 114 114

M1: global hypothesis test. M2: individual test with & = 5%. M3: individual tests with Bonferroni method.
M4: individual tests with Holm method.

In the study;, it is considered that the type I error exceeds the nominal error when the
global type I error is equal to or greater than or than 7%. The covariances a1,, and &g, have
an important effect on the type I errors of the four methods: type I errors decrease when
the values of the covariances increase. From the results, the following general conclusions
were obtained:

(a). Global hypothesis test. The type I error of the global hypothesis test is very small when
the sample size is small and increases as the sample size increases, until it approaches
the nominal error without exceeding it. Therefore, the global hypothesis test is a
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(b).

(0).

(d).

conservative test when the sample size is small (n = 50) or moderate (n = 100-200),
and its global type I error approaches the nominal error (without exceeding it) when
the sample size is large (n = 500-1000) or very large (n = 2000).

Individual tests with &« = 5%. The type I error of the individual tests with & = 5% is
less than the nominal error when the sample size is small and increases as the sample
size increases. The type I error can clearly exceed the nominal error when the sample
size is large. Therefore, the method based on individual tests with & = 5% can give
false significance when the sample size is large and should not be used.

Individual tests combined with the Bonferroni method. The type I error of the method
based on the individual tests combined with the Bonferroni method has a behavior
very similar to the type I error of the global hypothesis test, and there is no important
difference between both type I errors

Individual tests combined with the Holm method. The type I error of the method
based on the individual tests combined with the Holm method is very similar (even
the same in many cases) to the type I error of the individual tests combined with the
Bonferroni method.

3.2. Powers

Tables 4 and 5 show the powers obtained for the four methods proposed in Section 2,

considering different scenarios. The covariances a1, and «g,, have an important effect
on the powers of the methods: the powers increase when the values of the covariances
increase. From the results, the following general conclusions are obtained:

(a).

(b).

The power of the method based on the individual tests with « = 5% is greater than
the powers of the other methods, due to the fact that its global type I error is also
greater than that of the other methods (clearly exceeding the nominal error when the
sample size is large).

The power of the method based on individual tests combined with the Bonferroni
method and the power of the method based on individual tests combined with the
Holm method are practically equal. Therefore, both methods show an asymptotic
behavior, in terms of type I error and power, that is practically identical.

In very general terms, the power of the method based on the individual tests combined
with Bonferroni (Holm) is slightly greater than the power of the global hypothesis
test when the sample size is small or moderate. When the sample size is large or very
large, the power of the global hypothesis test is, in very general terms, slightly higher
than that of the method based on individual tests with Bonferroni (Holm). In these
situations, all of these methods have a very similar type I error.
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Table 4. Powers (in %) of different methods to simultaneously compare the sensitivities
(Se, = {0.70,0.90}) and specificities (Sp;, = {0.70,0.90}) of two BDTs in the presence of a binary

covariate.

Seq = 0.70, Se; = 0.90, Sp; = 0.90, Sp, = 0.90, p; =10%, p, = 25%, Py = 25%, P, = 75%
11 = 0.063 o1 = 0.081

K11 = 0.007 o1 = 0.009
a1 = 0.007 agy = 0.009

a1 = 0.035 o1 = 0.045
a1y = 0.035 agy = 0.045

a1p = 0.063 apy = 0.081

n M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4
50 004 048 014 014 0 0.10 0 0 0 0 0 0
100 054 240 080 080 0.02 060 012 012 001 001 001 0.01
200 172 412 168 168 086 290 084 084 0.02 030 002 0.02
500 526 898 378 384 478 792 336 340 204 438 146 148

1000 21.04 31.78 2048 20.64 2318 3516 2252 2274 2126 37.66 2276 2290
2000 56.24 70.72 58.08 5842 66.18 7872 6840 68.60 77.82 88.60 81.30 81.48

Se; = 0.70, Se; = 0.90, Sp; = 0.90, Sp, = 0.90, p; = 10%, p, = 50%, P = 25%, P, = 75%
= 0.063 ol = 0.081

N1 = 0.007 g1 = 0.009 N1 = 0.035 np1 = 0.045 011

K1y = 0.007 Ko = 0.009 K1y = 0.035 Ko = 0.045 N1y = 0.063 Ko = 0.081
n M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4
50 0.02 028 0.08 0.08 0 0.04 0 0 0 0 0 0
100 018 168 026 026 001 036 001 001 001 001 001 001
200 132 340 128 128 056 216 050 051 0.02 0.06 002 0.02
500 542 934 394 408 424 828 332 338 162 49 172 172
1000 20.84 3150 20.76 2096 21.14 3268 21.16 2138 214 37.88 2288 23.16
2000 55.12 69.84 56.84 5722 6542 7758 6716 6744 7752 8938 8139 81.46

Se; = 0.90, Se; = 0.70, Sp; = 0.90, Sp, = 0.70, p; = 10%, p, = 25%, Py = 25%, P, = 75%

11 = 0.007 o1 = 0.007
K1y = 0.007 Xop = 0.007

«11 = 0.035 a1 = 0.035
K1y = 0.035 Ko = 0.035

«11 = 0.063 ap; = 0.063
N1y = 0.063 Koo = 0.063

n M1 M2 M3 M4 M1 M2 M3 M4 Ml M2 M3 M4
50 170 678 354 354 134 566 296 296 102 562 268 2.68
100 898 1934 1246 1246 1026 21.28 1394 1394 1178 2476 16.06 16.06
200 30.01 42.88 29.54 2954 33.82 4996 3356 3356 44.80 58.62 4422 44.22
500 78.62 8530 7716 7744 86.46 90.66 8430 8456 9236 9548 91.74 91.78
1000 98.68 99.18 9834 9846 99.58 99.70 99.16 9920 99.98 100 99.92 99.94
2000 100 100 100 100 100 100 100 100 100 100 100 100

Se; = 0.90, Se, = 0.70, Sp, = 0.90, Sp, = 0.70, p; = 10%, p, = 25%, Py = 50%, P, = 50%
K11 = 0.007 o1 = 0.007 a1 = 0.035 o1 = 0.035 K11 = 0.063 o1 = 0.063
x1p = 0.007 agp = 0.007 a1y = 0.035 agp = 0.035 w1y = 0.063 agp = 0.063

n M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4

50 044 216 084 084 028 150 056 056 012 142 044 044
100 160 478 228 228 116 394 188 188 1.02 352 148 148
200 518 1088 446 470 472 1008 4.04 428 518 1066 442 448
500 2526 34.72 2224 2242 29.08 3924 2480 2526 32.88 4238 26.64 27.46
1000 6278 7476 59.60 6024 7158 81.84 6850 69.20 8532 91.18 83.84 84.32
2000 9344 9596 9234 92,62 97.66 98.66 9686 97.00 99.82 99.94 99.74 99.74

individual tests with Bonferroni method.

M1: global hypothesis test. M2: individual test with a = 5%. M3:
M4: individual tests with Holm method.
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Table 5. Powers (in %) of different methods to simultaneously compare the sensitivities
(Se,, = {0.80,0.90}) and specificities (Sp;, = {0.70,0.80,0.90}) of two BDTs in the presence of a

binary covariate.

Seq = 0.80, Se; = 0.90, Sp; = 0.90, Sp, = 0.70, p; = 10%, p, = 25%, Py = 25%, P, = 75%
11 = 0.072 o1 = 0.063

K11 = 0.008 o1 = 0.007
«12 = 0.008 agp = 0.007

a1 = 0.040 o1 = 0.035
a15 = 0.040 agy = 0.035

a1y = 0.072 agp = 0.063

n M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4
50 194 666 38 38 138 630 316 316 1.08 6.04 286 286
100 846 1880 1216 1216 9.78 21.38 13.90 1390 11.82 2410 16.82 16.82
200 2986 4330 29.68 29.68 3512 4786 3501 35.01 4276 58.16 4226 42.26
500 76.62 8394 7540 7540 8422 89.62 83.84 83.88 9280 9520 91.32 91.32
1000 97.78 98.88 97.48 9754 99.22 99.68 99.06 99.08 99.90 99.98 99.88 99.88
2000 100 100 100 100 100 100 100 100 100 100 100 100

Se; = 0.80, Se; = 0.90, Sp; = 0.90, Sp, = 0.70, p; = 10%, P, = 50%, Py = 25%, Py = 75%

N1 = 0.040 np1 = 0.035

N1 = 0.008 g1 = 0.007
K1y = 0.040 Ko = 0.035

X1y = 0.008 xXpp = 0.007

N1 = 0.072 ol = 0.063
N1y = 0.072 Ko = 0.063

n M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4
50 026 260 08 08 012 186 068 068 016 1.60 048 048
100 258 678 378 378 224 682 352 352 176 586 292 292
200 8.18 1364 806 8.06 838 1482 832 832 922 1646 916 9.16
500 2112 3098 21.04 21.04 2674 3570 2624 2634 2956 41.84 29.38 29.38
1000 49.10 5838 46.00 46.38 5812 66.60 5484 5522 6878 7572 6534 65.58

2000 8448 8822 80.62 81.08 9136 9370 87.88 8834 97.02 97.66 95.04 9554

Se; = 0.90, Se; = 0.80, Sp; = 0.90, Sp, = 0.80, p; = 10%, p, = 25%, Py = 25%, P, = 75%

11 = 0.040 o1 = 0.040 N1 = 0.072 o1 = 0.072
K1y = 0.040 Ko = 0.040 N1y = 0.072 Koo = 0.072

a11 = 0.008 ap; = 0.008
K1y = 0.008 Xop = 0.008

n M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4

50 034 218 09 09 030 176 062 062 002 084 024 024
100 280 710 418 418 222 758 388 388 144 732 288 2.88
200 990 1678 982 982 1026 1970 10.16 10.16 1436 2456 1429 14.29
500 2840 3824 2831 2831 37.68 4934 3754 37.60 55.82 66.88 5557 55.57
1000 60.62 69.44 5792 5818 74.08 81.66 7154 7190 9142 95.00 90.46 90.58
2000 9146 9430 8942 8990 97.76 9824 96.80 97.00 9992 100 99.80 99.80

Seq =0.90, Se; = 0.80, Sp; = 0.90, Sp, = 0.80, p; =10%, p, = 25%, Py = 50%, P, = 50%

K11 = 0.008 o1 = 0.008 a1 = 0.040 o1 = 0.040

K11 = 0.072 o1 = 0.072
N1y = 0.072 Ko = 0.072

w15 = 0.008 agr = 0.008

a1p = 0.040 agp = 0.040

n M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4
50 018 144 046 046 008 086 022 022 0.02 034 0.06 0.06
100 110 340 150 150 048 228 090 090 036 190 0.68 0.68
200 256 6.02 252 254 237 560 232 232 171 404 158 158
500 760 1280 6.64 678 7.62 1232 598 6.06 768 1130 528 536
1000 20.08 31.10 1796 1846 2452 3570 2278 23.08 3170 4240 27.60 28.28
2000 4558 57.12 4334 4384 56.80 68.70 5530 5592 8024 86.62 79.06 79.52

M1: global hypothesis test. M2: individual test with a = 5%. M3: individual tests with Bonferroni method.
M4: individual tests with Holm method.

3.3. Application Rules

Based on the conclusions obtained from the simulation experiments, the following
general application rules can be given when simultaneously comparing the accuracies of
two BDTs in the presence of a binary covariate:
(a). When the sample size is small or moderate, solve the individual hypothesis tests
Hy : Se; = Sep (Equation (8)) and Hy : Sp1 = Sp» (Equation (9)) combined with the
Bonferroni (or Holm) method using an error & = 5%.
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(b). When the sample size is large or very large, solve the global test Hy : (Se; = Se; and Sp1 = Sp»)
(Equation (7)) using an error « = 5%. If the global hypothesis test is not significant,
then the equality of the accuracy of the two BDTs is not rejected. If the global hy-
pothesis test is significant, then the causes of the significance will be investigated via
testing Hy : Se; = Sep and Hy : Sp; = Spy by individually applying Equations (8)
and (9) combined with the Bonferroni (Holm) method using an error & = 5%. The
global hypothesis test is initially applied because it is a somewhat more powerful
method than the individual tests combined with the Bonferroni (Holm) method when
the sample size is large or very large.

These application rules are given solely based on the sample size n because it is the
only parameter of the study whose value was set by the researcher.

4. The “scapbc” Function

A function was written in R [5] that allows simultaneously comparing the accuracies
of two BDTs subject to a paired design in the presence of a binary covariate. The function is
called “scapbc” (simultaneous accuracy comparison in the presence of a binary covariate)
and is executed with the command:

SCﬁPbC(Slll, 5101,5011, 5001, 7111, 7101, 7011, Y001, 5112, 5102, 5012, 5002, Y112, Y102, 7012, 7002~ 06)

where (s111, 5101, - - -, Y012, To02 ) are the observed frequencies and “a” is the « error. The
function checks that the values of the arguments are valid. The function solves the problem
by applying the rules given in Section 3.3, by applying the Bonferroni method. The results
obtained are recorded in the file “results_scapbc.txt” in the same folder from which the
function is run. The “scapbc” function is available as the Supplementary Materials of this
manuscript.

5. Example

The results were applied to the diagnosis of coronary artery disease [11]. Weiner
et al. [11] applied two BDTs (exercise test and clinical history) and a GS (coronary angiogra-
phy) to a sample of 2045 patients (1465 men and 580 women). The observed frequencies
of the study are shown in Table 6, where the variable T; models the result of the exercise
test, T, models the result of the clinical history, and D models the result of the coronary

angiography.

Table 6. Observed frequencies in the study of Weiner et al.

Men
T =1 T, =0
! ! Total
=1 T, =0 T, = T, =0
D=1 786 29 183 25 1023
D=0 69 46 176 151 442
Total 855 75 359 176 1465
Women
T =1 T, =0
! ! Total
=1 T, =0 T, =1 T, =0
D=1 124 4 32 9 169
D=0 81 68 101 161 411
Total 205 72 133 170 580

In this study, the risk of coronary heart disease is 2.4 times higher in men than in
women [11]. The estimated value of the odds ratio is 5.63 (95% confidence interval: 4.56
to 6.95). Therefore, sex is a covariate that is related to the disease. In the exercise test,
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ST segment depression is less sensitive in women than in men, so sex is a covariate that
can influence the test result. Therefore, adjusting for sex is necessary to simultaneously
compare the two sensitivities and the two specificities. Executing the command

scapbc(786,29,183,25,69,46,176,151,124,4,32,9,81, 68,101,161, 0.05),
generates the results shown in Table 7.

Table 7. Results obtained in the study of Weiner et al.

Estimates by Sex
Seq,, £+ SE Spim = SE Seym & SE Spom + SE Pm Pm

Men 0.797 £ 0.013 0.740 £ 0.021 0.947 £+ 0.007 0.446 £0.024  69.8% 71.6%
Women  0.757 £0.033 0.637 £ 0.024 0.923 £ 0.020 0.557+0.025 29.1% 28.4%

Overall estimates

Se, + SE Spn + SE p
Exercise test 0.791 + 0.012 0.691 + 0.016 58,3,
Clinical history 0.944 + 0.007 0.499 + 0.017 e

SE: standard error.

Because the sample size is very large, the global hypothesis test is solved (application
rules of Section 3.3). The test statistic for the global hypothesis test is Q> = 224.252 and
p-value = 0. Therefore, the null hypothesis (equality of the two sensitivities and of the
two specificities) of the global hypothesis test is rejected. To investigate the causes of
significance, it is necessary to solve the individual tests and apply the Bonferroni (or Holm)
method. The test statistic for Hy : Se; = Sep vs. Hy : Seq # Sep is 12.265 (p—value = 0), and
the test statistic for Hy : Sp1 = Spp vs. Hy : Spy # Sp is 8.593 (p—value = 0). Applying
the Bonferroni method with & = 5%, the two null hypotheses are rejected. Therefore, the
sensitivity of the clinical history is significantly greater than the sensitivity of the exercise
test (95% confidence interval: 0.128 to 0.177), and the specificity of the exercise test is
significantly greater than the specificity of the clinical history (95% confidence interval:
0.148 to 0.235). The same conclusions are obtained if the Holm method is applied.

6. Discussion

Comparison of the sensitivities and specificities of two BDTs is a topic of great interest
in the study of statistical methods applied to diagnosis and has been the subject of numerous
studies in the statistical literature. When two BDTs are compared, it is common to observe
discrete covariates in all of the individuals in the sample. In this situation, if the covariates
are related to the disease and to either of the two BDTs, then it is necessary to adjust
for covariates. This adjustment has the purpose of eliminating the effect of the covariate
in the estimation of the global sensitivity and specificity of each BDT, and consequently
eliminating its effect in the comparison of the parameters. Therefore, adjustment for
covariates is important because the comparison of two diagnostic tests may be biased
when an adjustment is not made. This manuscript makes a contribution to this topic, by
simultaneously comparing the accuracies of two BDTs by adjusting for discrete covariates.
Therefore, in this manuscript the simultaneous comparison of the sensitivities and the
specificities of two BDTs was studied when discrete covariates are observed in all of the
individuals in the sample. The overall estimators of the sensitivities and specificities were
obtained by applying the maximum likelihood method and the variances-covariances
were estimated by applying the delta method. In this situation, simultaneous comparison
of sensitivities and specificities of two BDTs was resolved by four methods: the global
hypothesis test Hy : (Se; = Sep and Sp; = Spy) with an « error; individual tests Hy :
Se; = Sep and Hj : Sp; = Spy, each with an « error; individual tests Hy : Se; = Se; and
Hy : Sp1 = Spy and application of the Bonferroni method with an « error; and individual
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tests Hy : Sey = Sep and Hy : Sp; = Sp; and application of the Holm method with an «
€ITor.

Simulation experiments were carried out to study the behaviors of the different
methods when the covariate is binary. The results showed that the method based on the
individual tests Hp : Se; = Se; and Hy : Sp; = Spy, each with an « error, can give rise
to type I errors that far exceed the nominal error, and therefore this method gives rise to
too many false significances. Furthermore, the method based on the global hypothesis
test has better asymptotic behavior when the sample size is large or very large than the
methods based on individual tests and the application of the Bonferroni or Holm methods.
However, when the sample size is small or moderate, these latter two methods perform
better than the method based on the global hypothesis test. Therefore, based on the results
of the simulation experiments, some rules of application of the methods can be given
according to the sample size (which is the only value set by the researcher). These rules
are: (a) When the sample size is small or moderate, solve the individual hypothesis tests
Hy : Sey = Sep and Hy : Sp; = Sp, combined with the Bonferroni (or Holm) method
with an error & = 5%; (b) When the sample size is large or very large, solve the global
test Hy : (Se; = Sep and Sp; = Sp,) with an error « = 5%. If the global hypothesis test
is not significant, then it is not rejected that the two sensitivities are equal and that the
two specificities are equal. If the global hypothesis test is significant, then the causes of
significance are investigated by solving the individual tests combined with the Bonferroni
(Holm) method with an error & = 5%. The method based on the global hypothesis test is
very similar to the analysis of variance: first the global test is solved and, if it is significant,
then the individual tests are solved and a multiple comparisons method is applied.

Simulation experiments have shown that the covariances between the two BDTs
have an important effect on type I errors and powers. Type I errors are greater when
the two BDTs are conditionally independent of the disease than when the two BDTs are
conditionally dependent on the disease. Regarding the powers, for a fixed sample size, the
power of each method is greater when the two BDTs are conditionally dependent on the
disease than when they are conditionally independent of the disease. In practice, the only
parameter that the researcher can control is the sample size. Therefore, although the effect
of the covariances is important, the increase in power can only be achieved by increasing
the sample size (the researcher cannot increase the values of the covariances, because these
depend on the intrinsic properties of both diagnostic tests).

Simulation experiments have also shown that the global hypothesis test, whose test
statistic is a Wald-type test statistic, has a good asymptotic performance in terms of type I
error and power. The type I error of the global test is close to the nominal error when the
sample size is large or very large. Regarding the power, in general terms and depending
on the covariances between the two BDTs, a large sample size is needed for the power to
be large. Therefore, the global test performance when the covariate is binary is very similar
to that obtained in other studies [2].

The proposed method is based on the fact that the covariate is discrete. A future study
should address the problem that occurs when the covariate is quantitative.

Finally, a function was written in R that allows us to solve the problem posed when
the covariate is binary. The function is easy to use and provides all of the results so that
the researcher can easily solve the problem. The function is available as Supplementary
Materials to this manuscript.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/math9172029/s1. The “scapbc” function is a function written in R that allows simultaneous
comparison of the accuracies of two BDTs subject to a paired design in the presence of a binary
covariate.
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Appendix A
The log-likelihood function I/, (w) (Equation (6)) can be written as:

1 M 1 M M
b(w) =Y Y Xijulog(Pijm) + Y, Y Yijm1og(@ijm) = ) bm
m=1

i,j=0m=1 i,j=0m=1

where:
1

bw =Y [Xijm 108 (Pijm) + Yijm 108 (Pijm) |
ij=0

is the log-likelihood function in the mth covariate pattern. Then, the Fisher information
matrix of function I, (w) is:
I = Di{lg{121, ceey IZM}

and, therefore:

Yo =L =Disg{Y L, |
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