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#### Abstract

We design a decoding algorithm for linear codes over finite chain rings given by their parity check matrices. It is assumed that decoding algorithms over the residue field are known at each degree of the adic decomposition.
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## 1. Introduction

One of the first applications of linear codes whose underlying alphabet is not a finite field appears in [1], where nonlinear binary codes are built from $\mathbb{Z}_{4}$-linear codes by means of the Gray map. Since then, considerable research efforts have focused on linear codes having a finite ring $R$ as their alphabet. Normally, $R$ is assumed to enjoy suitable properties. For instance, Wood, in [2], states MacWilliams identities for finite Frobenius rings, extending the foundations of coding theory to linear codes over Frobenius rings. In [3] it is proven that finite Frobenius rings are Frobenius algebras over their characteristic subrings, which enriches the duality theory for linear codes over this kind of alphabet.

Feng et al. connect linear codes over finite chain rings to network coding in [4,5] by means of matrix channels. They provide a general description of linear codes over finite chain rings, where the $\mathfrak{m}$-adic decomposition is made with respect to any set of representatives containing the element zero.

Concerning efficient decoding algorithms, a framework for decoding linear codes over Galois rings is proposed in [6], which generalizes previous works like [7]. This decoding framework assumes that there is a chain of linear codes over the residue field which have efficient decoding algorithms. These codes are defined by their generating matrices.

In this paper we improve the decoding framework of [6] in two ways. In Appendix A we observe that the decoding scheme from [6] works, with slight modifications, over any finite chain ring and for any set of representatives containing 0 in each degree. Anyway, the efficiently decodable codes are still ordered in a chain. In Section 3 we introduce a new framework where the codes are provided by parity check matrices. This viewpoint has an advantage: the codes over the residue field which are associated to each degree in the corresponding $\mathfrak{m}$-adic decomposition do not need to be ordered in a chain. We gain thus flexibility to build them from codes over fields with good decoding algorithms. In Section 4, Smith normal form of matrices over chain rings are used to compute generating matrices from parity check ones. So a complete coding/decoding scheme is provided. We have also included the Sagemath code of the proposed framework in Appendix B.

## 2. Preliminaries

Throughout this paper, the word ring means finite commutative ring with identity. A ring is said to be a chain ring if its ideals form a chain under inclusion. Every chain ring is a
local ring and, therefore, its elements admit "adic" expansions with respect to the maximal ideal. More precisely, let $R$ be a finite local ring with maximal ideal $\mathfrak{m}$. Nakayama's Lemma shows that the powers of $\mathfrak{m}$ form a finite chain with strict inclusions

$$
R \supset \mathfrak{m} \supset \cdots \supset \mathfrak{m}^{v-1} \supset \mathfrak{m}^{v}=\{0\}
$$

with $\mathfrak{m}^{v-1} \neq\{0\}$ for some positive integer $v$ called the nilpotency index of $R$. If $R$ is a chain ring, then all its ideals appear in this chain.

Given $r \in R$, we set

$$
\operatorname{deg}(r)=\max \left\{i \leq v: r \in \mathfrak{m}^{i}\right\}
$$

the degree of $r$. For $i=0, \ldots, v-1$ we consider the canonical projection maps

$$
\pi_{i}: \mathfrak{m}^{i} \rightarrow \mathfrak{m}^{i} / \mathfrak{m}^{i+1}
$$

and we fix maps

$$
\epsilon_{[i]}: \mathfrak{m}^{i} / \mathfrak{m}^{i+1} \rightarrow \mathfrak{m}^{i}
$$

such that $\pi_{i} \epsilon_{[i]}=\mathrm{id}_{\mathfrak{m}^{i} / \mathfrak{m}^{i+1}}$.
Every $r \in R$ is expressed as

$$
\begin{equation*}
r=r_{[0]}+r_{[1]}+\cdots+r_{[v-1]}, \tag{1}
\end{equation*}
$$

for uniquely determined $r_{[i]} \in \operatorname{im} \epsilon_{[i]}$, for $i=0, \ldots, v-1$. This expression is referred to as the $\left(\mathfrak{m}, \epsilon_{[0]}, \ldots, \epsilon_{[v-1]}\right)$-adic expansion of $r$. Indeed, if $r$ is written as in (1), then, since $\pi_{k}\left(r_{[j]}\right)=0$ whenever $j>k$, we have

$$
\begin{equation*}
\pi_{i}\left(r_{[i]}\right)=\pi_{i}\left(r-r_{[0]}-\cdots-r_{[i-1]}\right), \tag{2}
\end{equation*}
$$

for every $i=1, \ldots, v-1$. Now, $r_{[i]} \in \operatorname{im} \epsilon_{[i]}$ implies $\epsilon_{[i]} \pi_{i}\left(r_{[i]}\right)=r_{[i]}$, so we deduce

$$
\begin{equation*}
r_{[i]}=\epsilon_{[i]} \pi_{i}\left(r-r_{[0]}-\cdots-r_{[i-1]}\right) . \tag{3}
\end{equation*}
$$

From (1) we also get that $\pi_{0}(r)=\pi_{0}\left(r_{[0]}\right)$ and, thus,

$$
\begin{equation*}
r_{[0]}=\epsilon_{[0]} \pi_{0}(r) \tag{4}
\end{equation*}
$$

Equality (4), in conjunction with the recursive formula (3), shows that the elements $r_{[i]}$ are uniquely determined by $r$.

This idea also shows how to compute, granting in this way the existence of the expression (1), the elements $r_{[i]}$ from a given $r \in R$. In fact, $r_{[0]}$ is computed according to (4), and the subsequent elements $r_{[1]}, \ldots, r_{[v-1]}$ are defined recursively by (3). Observe that

$$
r-r_{[0]}-\cdots-r_{[i-1]} \in \mathfrak{m}^{i}
$$

as a consequence of a recursive application of the identities $\pi_{i} \epsilon_{[i]}=\mathrm{id}_{\mathfrak{m}^{i} / \mathfrak{m}^{i+1}}$, (4) and (3). Finally, we may see that $\mathfrak{m}^{v}=\{0\}$ implies $\epsilon_{[v-1]} \pi_{v-1}=i d_{\mathfrak{m}^{v-1}}$, which, by (3), gives

$$
r_{[v-1]}=\epsilon_{[v-1]} \pi_{v-1}\left(r-r_{[0]}-\cdots-r_{[v-2]}\right)=r-r_{[0]}-\cdots-r_{[v-2]},
$$

leading to (1).
When $R$ is a chain ring, its maximal ideal is principal, and we may then choose $m \in R$ such that $\mathfrak{m}=R m$ (see e.g., Proposition 2.1 in [8] or §XVII in [9]). It follows that $\mathfrak{m}^{i}=R m^{i}$ for each $0 \leq i \leq v-1$.

Taking advantage of the well known fact that $\mathfrak{m}^{i} / \mathfrak{m}^{i+1}$ is a vector space of dimension 1 over the residue field $F=R / \mathfrak{m}$, we obtain a bijective map

$$
\left\{\epsilon_{i}: F \rightarrow R \mid \pi_{0} \epsilon_{i}=\operatorname{id}_{F}\right\} \rightarrow\left\{\epsilon_{[i]}: \mathfrak{m}^{i} / \mathfrak{m}^{i+1} \rightarrow \mathfrak{m}^{i} \mid \pi_{i} \epsilon_{[i]}=\operatorname{id}_{\mathfrak{m}^{i} / \mathfrak{m}^{i+1}}\right\}
$$

as follows. The multiplication map $R \xrightarrow{\cdot m^{i}} \mathfrak{m}^{i} / \mathfrak{m}^{i+1}$ induces an isomorphism of $R$-modules

$$
\lambda_{i}: R / \mathfrak{m} \rightarrow \mathfrak{m}^{i} / \mathfrak{m}^{i+1}, \quad\left(r+\mathfrak{m} \mapsto r m^{i}+\mathfrak{m}^{i+1}\right)
$$

In this way, for each $i=0,1, \ldots, v-1$, given $\epsilon_{i}: F \rightarrow R$ such that $\pi_{0} \epsilon_{i}=\mathrm{id}_{R / \mathfrak{m}}$, we may define the map $\epsilon_{[i]}=\left(\cdot m^{i}\right) \epsilon_{i} \lambda_{i}^{-1}$. Now, since $\lambda_{i} \pi_{0}=\pi_{i}\left(\cdot m^{i}\right)$, we get

$$
\pi_{i} \epsilon_{[i]}=\pi_{i}\left(\cdot m^{i}\right) \epsilon_{i} \lambda_{i}^{-1}=\lambda_{i} \pi_{0} \epsilon \lambda_{i}^{-1}=\lambda_{i} \operatorname{id}_{R / \mathfrak{m}} \lambda_{i}^{-1}=\operatorname{id}_{\mathfrak{m}^{i} / \mathfrak{m}^{i+1}}
$$

The maps $\epsilon_{[i]}$ obey the rule

$$
\begin{equation*}
\epsilon_{[i]}\left(r m^{i}+\mathfrak{m}^{i+1}\right)=\epsilon_{i}(r+\mathfrak{m}) m^{i} \tag{5}
\end{equation*}
$$

Summing up the relevant information so far obtained, we state the following proposition.
Proposition 1. Let $F=R / \mathfrak{m}$ denote the residue field of $R$. Fix a generator $m$ of $\mathfrak{m}$ and splitting maps $\epsilon_{0}, \epsilon_{1}, \ldots, \epsilon_{v-1}: F \rightarrow R$ such that $\pi_{0} \epsilon_{i}=\mathrm{id}_{F}$ for all $0 \leq i \leq v-1$. Then, for each $r \in R$, there exist uniquely determined $\rho_{0}, \ldots, \rho_{v-1} \in F$ such that

$$
\begin{equation*}
r=\epsilon_{0}\left(\rho_{0}\right)+\epsilon_{1}\left(\rho_{1}\right) m+\cdots+\epsilon_{v-1}\left(\rho_{v-1}\right) m^{v-1} \tag{6}
\end{equation*}
$$

Moreover, if $\epsilon_{i}(0)=0$ for each $0 \leq i \leq v-1$, then $r \in \mathfrak{m}^{i}$ if and only if $\rho_{0}=\cdots=\rho_{i-1}=0$.
Proof. Define the maps $\epsilon_{[i]}$ according to (5). For each $i=0, \ldots, v-1$ set, in the unique decomposition (1), $r_{[i]}=\epsilon_{i}\left(\rho_{i}\right) m^{i}$ for suitable $\rho_{i} \in F$. Indeed, from this last equality we see that $\pi_{i}\left(r_{[i]}\right)=\lambda_{i}\left(\rho_{i}\right)$, which proves that $\rho_{i}$ is uniquely determined by $r_{[i]}$. We thus obtain the expansion (6).

Now, from (2) we derive

$$
\begin{equation*}
\rho_{i}=\lambda_{i}^{-1}\left(r-\epsilon_{0}\left(\rho_{0}\right)-\epsilon_{1}\left(\rho_{1}\right) m-\cdots-\epsilon_{i-1}\left(\rho_{i-1}\right) m^{i-1}+\mathfrak{m}^{i+1}\right), \tag{7}
\end{equation*}
$$

with $\rho_{0}=\epsilon_{0}(r+\mathfrak{m})$. Using recursively (7), we prove that, when $\epsilon_{i}(0)=0, r \in \mathfrak{m}^{i}$ if and only if $\rho_{0}=\cdots=\rho_{i-1}=0$.

Remark 1. The coefficients $\rho_{i}$ can be computed recursively from (7).
The decomposition (6) depends on $\epsilon_{0}, \epsilon_{1}, \ldots, \epsilon_{v-1}$ and $m$. We call it the ( $m, \epsilon_{0}, \epsilon_{1}, \ldots, \epsilon_{v-1}$ )adic decomposition of $r$, or $m$-adic decomposition, when no ambiguity is expected. If $\epsilon=\epsilon_{0}=\epsilon_{1}=\cdots=\epsilon_{v-1}$ and $\epsilon(0)=0$, this decomposition coincides with that of Equation (2) in [4], since $\epsilon$ gives a choice of residuals modulo $m$.

Definition 1. A tuple $\left(m, \epsilon_{0}, \ldots, \epsilon_{v-1}\right)$ such that $\mathfrak{m}=R m$ is called a splitting structure for $R$ if, for each $0 \leq i \leq v-1, \epsilon_{i}: F \rightarrow R$ satisfies $\pi_{0} \epsilon_{i}=\operatorname{id}_{F}$ and $\epsilon_{i}(0)=0$,

Remark 2. Let $\left(m, \epsilon_{0}, \ldots, \epsilon_{v-1}\right)$ be a splitting structure for $R$. Assume $r=u m^{i}$ for some $u \in R$ and let (6) be its m-adic decomposition. Then, by (7) and Proposition 1,

$$
\rho_{i}=\lambda_{i}^{-1}\left(r+\mathfrak{m}^{i+1}\right)=\lambda_{i}^{-1}\left(u m^{i}+\mathfrak{m}^{i+1}\right)=u+\mathfrak{m}=\pi_{0}(u) .
$$

Hence, $\rho_{i}$ does not depend on the splitting structure.
The $m$-adic expansion (6) is extended to matrices in a straightforward way. Let $A^{s \times t}$ denote the set of all matrices of size $s \times t$ with coefficients in a commutative ring $A$, which
is a free $A$-module. We may extend any map $\epsilon: F \rightarrow R$ component-wise to a map $\epsilon: F^{s \times t} \rightarrow R^{s \times t}$. Then, every matrix $L \in R^{s \times t}$ has an $m$-adic expansion

$$
L=\epsilon_{0}\left(\Lambda_{0}\right)+\epsilon_{1}\left(\Lambda_{1}\right) m+\cdots+\epsilon_{v-1}\left(\Lambda_{v-1}\right) m^{v-1}
$$

for uniquely determined matrices $\Lambda_{i} \in F^{s \times t}$.
Although the splitting maps are not additive neither multiplicative, they obey some relations which will be used. Concretely, let $\rho, \sigma \in F$ and $\epsilon_{i}, \epsilon_{j}, \epsilon_{k}: F \rightarrow R$ splittings. Since $\pi_{0}: R \rightarrow F$ is a ring morphism, it follows that

$$
\pi_{0}\left(\epsilon_{i}(\rho+\sigma)-\epsilon_{j}(\rho)-\epsilon_{k}(\sigma)\right)=(\rho+\sigma)-\rho-\sigma=0
$$

and

$$
\pi_{0}\left(\epsilon_{i}(\rho \sigma)-\epsilon_{j}(\rho) \epsilon_{k}(\sigma)\right)=(\rho \sigma)-\rho \sigma=0
$$

hence

$$
\begin{gather*}
\epsilon_{i}(\rho+\sigma)-\epsilon_{j}(\rho)-\epsilon_{k}(\sigma) \in \mathfrak{m}  \tag{8}\\
\epsilon_{i}(\rho \sigma)-\epsilon_{j}(\rho) \epsilon_{k}(\sigma) \in \mathfrak{m}
\end{gather*}
$$

The structure of the finite chain rings is well known, see (XVII.5) Theorem in [9]. We will not use this description in full generality, so we only recall the rings that appear in our examples.

Example 1. Recall that a Galois ring $G R\left(p^{\alpha}, \beta\right)$ is an extension of degree $\beta$ of $\mathbb{Z} / \mathbb{Z} p^{\alpha}$, i.e., $G R\left(p^{\alpha}, \beta\right) \cong\left(\mathbb{Z} / \mathbb{Z} p^{\alpha}\right)[x] /\langle f\rangle$, where $f$ is a basic monic irreducible polynomial in $\left(\mathbb{Z} / \mathbb{Z} p^{\alpha}\right)[x]$ of degree $\beta$. Its maximal ideal is generated by the prime $p$. The nilpotency index of $p$ is $\alpha$, and $F \cong(\mathbb{Z} / \mathbb{Z} p)[x] /\langle\bar{f}\rangle$, where $\bar{f}$ is the canonical projection of $f$ to $(\mathbb{Z} / \mathbb{Z} p)[x]$. In particular, $\mathbb{Z} / \mathbb{Z} p^{\alpha}=G R\left(p^{\alpha}, 1\right)$ is a chain ring. On the other side, $G F\left(p^{\beta}\right)=G R(p, \beta)$ is a field, so it is trivially a chain ring.

Example 2. The ring $\mathbb{F}_{p^{\alpha}}[x] /\left\langle x^{\beta}\right\rangle$, where $\mathbb{F}_{p^{\alpha}}$ is the field with $p^{\alpha}$ elements, is also a chain ring. The maximal ideal is generated by $x$, and it has nilpotency index $\beta$. Of course $F \cong \mathbb{F}_{p^{\alpha}}$.

In the rest of the paper, $\mathcal{C}$ is an $R$-linear code of length $n$. Vectors are represented by boldface letters, whilst matrices with uppercase letters. We use Latin alphabet to represent elements in $R$ and greek alphabet to represent elements of $F$. Moreover, given a matrix $M$ over $R$ with $n$ rows, we denote

$$
\operatorname{im}(M)=\left\{\boldsymbol{x} M \mid \boldsymbol{x} \in R^{n}\right\} \text { and } \operatorname{ker}(M)=\left\{\boldsymbol{x} \in R^{n} \mid \boldsymbol{x} M=0\right\} .
$$

The same applies to matrices over the residue field $F$.
Remark 3. By an abuse of language, for $\boldsymbol{v}=\left(v_{0}, \ldots, v_{n-1}\right) \in R^{n}$, we say that $\boldsymbol{v} \in \mathfrak{m}^{i}$ if $v_{j} \in \mathfrak{m}^{i}$ for all $0 \leq j \leq n-1$. The same convention applies to matrices.

## 3. Decoding via Parity Check

Let us fix a chain ring $R$ with maximal ideal $\mathfrak{m}$ and nilpotency index $v$, i.e., $\mathfrak{m}^{v}=\{0\}$ and $\mathfrak{m}^{v-1} \neq\{0\}$. We also fix a splitting structure $\left(m, \epsilon_{0}, \ldots, \epsilon_{v-1}\right)$ for $R$. There are two standard ways to present an $R$-linear code $\mathcal{C}$, as the image $\mathcal{C}=\operatorname{im}(G)$ of a generating matrix $G$ or as the kernel $\mathcal{C}=\operatorname{ker}(H)$ of a parity check matrix $H$. In the first case, by §IV in [5], we do not lose generality if we assume $\mathcal{C}=\operatorname{im}(G)$, where

$$
G=\left(\begin{array}{c}
G^{(0)} \\
G^{(1)} \\
\vdots \\
G^{(v-1)}
\end{array}\right)
$$

and, for each $0 \leq i \leq v-1, G^{(i)}$ is a $k_{i} \times n$ matrix whose $m$-adic decomposition is

$$
G^{(i)}=\epsilon_{i}\left(\Gamma_{i}^{(i)}\right) m^{i}+\epsilon_{i+1}\left(\Gamma_{i+1}^{(i)}\right) m^{i+1}+\cdots+\epsilon_{v-1}\left(\Gamma_{v-1}^{(i)}\right) m^{v-1}
$$

with matrices $\Gamma_{j}^{(i)}$ whose entries are in $F$, and $\Gamma_{i}^{(i)}$ is full rank.
The decoding framework introduced in [6] and expounded in Appendix A uses this presentation of codes as images. It needs a chain of linear codes over the residue field $F$

$$
\operatorname{im}\left(\Gamma_{0}^{(0)}\right) \subseteq \operatorname{im}\binom{\Gamma_{1}^{(1)}}{\Gamma_{0}^{(0)}} \subseteq \cdots \subseteq \operatorname{im}\left(\begin{array}{c}
\Gamma_{v-1}^{(v-1)} \\
\vdots \\
\Gamma_{0}^{(0)}
\end{array}\right)
$$

with efficient decoding algorithms. There are several ways to get it. For instance, even with classical linear codes, if we want to use BCH (Bose-Chaudhuri-Hocquenghem) codes, we shall use a decreasing chain of defining sets to build the chain of codes. Goppa codes can also be used but taking as the Goppa polynomial of one code in the chain a divisor of the Goppa polynomial of the previous code. Anyway, this is a limitation of the possible codes we can use at each degree.

We are interested in the second presentation, so let $\mathcal{C}$ be an $R$-linear code given by a parity check matrix $H \in R^{n \times q}$, i.e.,

$$
\mathcal{C}=\operatorname{ker}(H)=\left\{\boldsymbol{x} \in R^{n} \mid \boldsymbol{x} H=0\right\} .
$$

In this section, we develop a new decoding framework based on syndrome decoding for each degree, i.e., we use the parity check matrices and the syndromes of the received words to decode. This strategy allows one to choose independently the linear codes over the residue field at each degree.

By §II.D in [4], we can replace $H$ by its column reduced canonical form, so we do not lose generality if we assume

$$
\begin{gather*}
H=\left(H^{(0)}\left|H^{(1)}\right| \cdots \mid H^{(v-1)}\right), \\
\text { where } \quad H^{(i)}=\sum_{j=i}^{v-1} \epsilon_{j}\left(\Theta_{j}^{(i)}\right) m^{j} \tag{9}
\end{gather*}
$$

for suitable matrices $\Theta_{j}^{(i)} \in F^{n \times q_{i}}$ such that the matrices $\Theta_{i}^{(i)}$ are full rank.
As usual, let $\boldsymbol{y}=\boldsymbol{c}+\boldsymbol{e}$, where $\boldsymbol{c} \in \mathcal{C}$ and $\boldsymbol{e}$ is the error vector. The syndrome is

$$
\boldsymbol{s}=\boldsymbol{y} H=\boldsymbol{e} H,
$$

and we denote

$$
\boldsymbol{s}^{(i)}=\boldsymbol{y} H^{(i)}=\boldsymbol{e} H^{(i)}, 0 \leq i \leq v-1 .
$$

Our decoding framework computes $\boldsymbol{e}$ from $H$ and $s$ by means of an iterative process. Let us introduce notation for the corresponding $m$-adic expansions:

$$
\begin{align*}
\boldsymbol{e} & =\sum_{l=0}^{v-1} \epsilon_{l}\left(\boldsymbol{\xi}_{l}\right) m^{l}, \\
\boldsymbol{s}^{(i)} & =\sum_{j=i}^{v-1} \epsilon_{j}\left(\boldsymbol{\sigma}_{j}^{(i)}\right) m^{j}, 0 \leq i \leq v-1 . \tag{10}
\end{align*}
$$

We have taken into account that $\boldsymbol{s}^{(i)} \in \mathfrak{m}^{i}$. Observe that, for each $0 \leq i \leq v-1$,

$$
\begin{align*}
\boldsymbol{e} H^{(i)} & =\sum_{l_{0}=0}^{v-1} \epsilon_{l_{0}}\left(\boldsymbol{\xi}_{l_{0}}\right) m^{l_{0}} \sum_{j_{0}=i}^{v-1} \epsilon_{j_{0}}\left(\Theta_{j_{0}}^{(i)}\right) m^{j_{0}} \\
& =\sum_{j_{0}=i}^{v-1} \sum_{l_{0}=0}^{v-1} \epsilon_{l_{0}}\left(\boldsymbol{\xi}_{l_{0}}\right) \epsilon_{j_{0}}\left(\Theta_{j_{0}}^{(i)}\right) m^{j_{0}+l_{0}}  \tag{11}\\
& =\sum_{j=i}^{v-1} \sum_{l=0}^{j-i} \epsilon_{l}\left(\boldsymbol{\xi}_{l}\right) \epsilon_{j-l}\left(\Theta_{j-l}^{(i)}\right) m^{j},
\end{align*}
$$

where we use that $m^{\nu}=0$ and we performed the change of variable $j=j_{0}+l_{0}$. Hence,

$$
\begin{equation*}
\sum_{j=i}^{v-1} \epsilon_{j}\left(\boldsymbol{\sigma}_{j}^{(i)}\right) m^{j}=\sum_{j=i}^{v-1} \sum_{l=0}^{j-i} \epsilon_{l}\left(\boldsymbol{\xi}_{l}\right) \epsilon_{j-l}\left(\Theta_{j-l}^{(i)}\right) m^{j} \tag{12}
\end{equation*}
$$

for each $0 \leq i \leq v-1$. The right hand side of (12) needs not to be an $m$-adic decomposition, so we cannot infer from (12) any equality of the corresponding coefficients of each $m^{j}$.

Let us describe the iterative decoding framework.

### 3.1. First Step: Computing $\boldsymbol{\xi}_{0}$

Equation (12), when $i=v-1$, gives

$$
\epsilon_{v-1}\left(\boldsymbol{\sigma}_{v-1}^{(v-1)}\right) m^{v-1}=\epsilon_{0}\left(\boldsymbol{\xi}_{0}\right) \epsilon_{v-1}\left(\Theta_{v-1}^{(v-1)}\right) m^{v-1}
$$

By (8),

$$
\epsilon_{0}\left(\boldsymbol{\xi}_{0}\right) \epsilon_{v-1}\left(\Theta_{v-1}^{(v-1)}\right)-\epsilon_{v-1}\left(\boldsymbol{\xi}_{0} \Theta_{v-1}^{(v-1)}\right) \in \mathfrak{m}
$$

hence

$$
\epsilon_{0}\left(\boldsymbol{\xi}_{0}\right) \epsilon_{v-1}\left(\Theta_{v-1}^{(v-1)}\right) m^{v-1}=\epsilon_{v-1}\left(\boldsymbol{\xi}_{0} \Theta_{v-1}^{(v-1)}\right) m^{v-1}
$$

By Proposition 1,

$$
\begin{equation*}
\boldsymbol{\sigma}_{v-1}^{(v-1)}=\boldsymbol{\xi}_{0} \Theta_{v-1}^{(v-1)} \tag{13}
\end{equation*}
$$

Proposition 2. Let $\mathfrak{d}_{v-1}$ be a decoding algorithm for the linear code $\operatorname{ker}\left(\Theta_{v-1}^{(v-1)}\right)$. If the weight of $\boldsymbol{\xi}_{0}$ is below the correction capability of $\mathfrak{d}_{v-1}$, then $\boldsymbol{\xi}_{0}=\mathfrak{d}_{v-1}\left(\boldsymbol{\sigma}_{v-1}^{(v-1)}\right)$.

Proof. Just observe that $\xi_{0}$ is the only one solution of (13) whose weight is below the correction capability of $\operatorname{ker}\left(\Theta_{v-1}^{(v-1)}\right)$.

### 3.2. Second Step: Computing $\boldsymbol{\xi}_{1}$

We include this second step to help the reader to follow the framework. At this step, $\boldsymbol{\xi}_{0}$ is known. If we put $i=v-2$ in (12), we have

$$
\begin{align*}
& \epsilon_{v-2}\left(\boldsymbol{\sigma}_{v-2}^{(v-2)}\right) m^{v-2}+\epsilon_{v-1}\left(\boldsymbol{\sigma}_{v-1}^{(v-2)}\right) m^{v-1}= \\
& \quad \epsilon_{0}\left(\boldsymbol{\xi}_{0}\right) \epsilon_{v-2}\left(\Theta_{v-2}^{(v-2)}\right) m^{v-2}+\epsilon_{0}\left(\boldsymbol{\xi}_{0}\right) \epsilon_{v-1}\left(\Theta_{v-1}^{(v-2)}\right) m^{v-1}+\epsilon_{1}\left(\boldsymbol{\xi}_{1}\right) \epsilon_{v-2}\left(\Theta_{v-2}^{(v-2)}\right) m^{v-1} \tag{14}
\end{align*}
$$

Since the vector $\boldsymbol{\xi}_{0}$ is assumed to be known, the element

$$
\begin{aligned}
\epsilon_{v-2}\left(\boldsymbol{\sigma}_{v-2}^{(v-2)}\right) m^{v-2}+\epsilon_{v-1} & \left(\boldsymbol{\sigma}_{v-1}^{(v-2)}\right) m^{v-1}- \\
& \epsilon_{0}\left(\boldsymbol{\xi}_{0}\right) \epsilon_{v-2}\left(\Theta_{v-2}^{(v-2)}\right) m^{v-2}-\epsilon_{0}\left(\boldsymbol{\xi}_{0}\right) \epsilon_{v-1}\left(\Theta_{v-1}^{(v-2)}\right) m^{v-1} \in \mathfrak{m}^{v-1}
\end{aligned}
$$

can be computed. Hence, by Proposition 1, there exists $\boldsymbol{\delta} \in F^{n}$ such that

$$
\begin{align*}
& \epsilon_{v-2}\left(\boldsymbol{\sigma}_{v-2}^{(v-2)}\right) m^{v-2}+\epsilon_{v-1}\left(\boldsymbol{\sigma}_{v-1}^{(v-2)}\right) m^{v-1}- \\
& \epsilon_{0}\left(\boldsymbol{\xi}_{0}\right) \epsilon_{v-2}\left(\Theta_{v-2}^{(v-2)}\right) m^{v-2}-\epsilon_{0}\left(\boldsymbol{\xi}_{0}\right) \epsilon_{v-1}\left(\Theta_{v-1}^{(v-2)}\right) m^{v-1}=\epsilon_{v-1}(\boldsymbol{\delta}) m^{v-1}, \tag{15}
\end{align*}
$$

which can be computed since all elements appearing in its definition are known. Equations (14) and (15) imply

$$
\epsilon_{v-1}(\boldsymbol{\delta}) m^{v-1}=\epsilon_{1}\left(\boldsymbol{\xi}_{1}\right) \epsilon_{v-2}\left(\Theta_{v-2}^{(v-2)}\right) m^{v-1}
$$

By (8),

$$
\epsilon_{1}\left(\boldsymbol{\xi}_{1}\right) \epsilon_{v-2}\left(\Theta_{v-2}^{(v-2)}\right)-\epsilon_{v-1}\left(\boldsymbol{\xi}_{1} \Theta_{v-2}^{(v-2)}\right) \in \mathfrak{m}
$$

hence

$$
\epsilon_{1}\left(\boldsymbol{\xi}_{1}\right) \epsilon_{v-2}\left(\Theta_{v-2}^{(v-2)}\right) m^{v-1}=\epsilon_{v-1}\left(\boldsymbol{\xi}_{1} \Theta_{v-2}^{(v-2)}\right) m^{v-1}
$$

By Proposition 1, it follows that

$$
\begin{equation*}
\boldsymbol{\delta}=\boldsymbol{\xi}_{1} \Theta_{v-2}^{(v-2)} \tag{16}
\end{equation*}
$$

Proposition 3. Let $\mathfrak{a}_{v-2}$ be a decoding algorithm for the linear code $\operatorname{ker}\left(\Theta_{v-2}^{(v-2)}\right)$. If the weight of $\boldsymbol{\xi}_{1}$ is below the correction capability of $\mathfrak{d}_{v-2}$, then $\boldsymbol{\xi}_{1}=\mathfrak{d}_{v-2}(\boldsymbol{\delta})$.

Proof. Same proof that Proposition $2, \boldsymbol{\xi}_{1}$ is the only one solution of (16) whose weight is below the correction capability of $\operatorname{ker}\left(\Theta_{v-2}^{(v-2)}\right)$.

### 3.3. General Step: Computing $\boldsymbol{\xi}_{l}$

We assume that $\boldsymbol{\xi}_{0}, \ldots, \boldsymbol{\xi}_{l-1}$ have been computed. Proceeding as in the previous cases, Equation (12) for $i=v-1-l$ provides

$$
\begin{align*}
\sum_{j=v-1-l}^{v-1} \epsilon_{j}\left(\boldsymbol{\sigma}_{j}^{(v-1-l)}\right) m^{j}= & \sum_{j=v-1-l}^{v-1} \sum_{i=0}^{j-v+1+l} \epsilon_{i}\left(\boldsymbol{\xi}_{i}\right) \epsilon_{j-i}\left(\Theta_{j-i}^{(v-1-l)}\right) m^{j} \\
= & \sum_{j=v-1-l}^{v-2} \sum_{i=0}^{j-v+1+l} \epsilon_{i}\left(\boldsymbol{\xi}_{i}\right) \epsilon_{j-i}\left(\Theta_{j-i}^{(v-1-l)}\right) m^{j} \\
& +\sum_{i=0}^{l} \epsilon_{i}\left(\boldsymbol{\xi}_{i}\right) \epsilon_{v-1-i}\left(\Theta_{v-1-i}^{(v-1)}\right) m^{v-1}  \tag{17}\\
= & \sum_{j=v-1-l}^{v-2} \sum_{i=0}^{j-v+1+l} \epsilon_{i}\left(\boldsymbol{\xi}_{i}\right) \epsilon_{j-i}\left(\Theta_{j-i}^{(v-1-l)}\right) m^{j} \\
& +\sum_{i=0}^{l-1} \epsilon_{i}\left(\boldsymbol{\xi}_{i}\right) \epsilon_{v-1-i}\left(\Theta_{v-1-i}^{(v-1-l)}\right) m^{v-1} \\
& +\epsilon_{l}\left(\boldsymbol{\xi}_{l}\right) \epsilon_{v-1-l}\left(\Theta_{v-1-l}^{(v-1-l)}\right) m^{v-1} .
\end{align*}
$$

By Proposition 1, there exists $\delta \in F^{n}$ such that

$$
\begin{align*}
\sum_{j=v-1-l}^{v-1} \epsilon_{j}\left(\boldsymbol{\sigma}_{j}^{(v-1-i)}\right) m^{j} & -\sum_{j=v-1-l}^{v-2} \sum_{i=0}^{j-v+1+l} \epsilon_{i}\left(\boldsymbol{\xi}_{i}\right) \epsilon_{j-i}\left(\Theta_{j-i}^{(v-1-l)}\right) m^{j} \\
& -\sum_{i=0}^{l-1} \epsilon_{i}\left(\boldsymbol{\xi}_{i}\right) \epsilon_{v-1-i}\left(\Theta_{v-1-i}^{(v-1-l)}\right) m^{v-1}=\epsilon_{v-1}(\boldsymbol{\delta}) m^{v-1} \in \mathfrak{m}^{v-1} \tag{18}
\end{align*}
$$

The left hand side of the equality in (18) is known because $i<l$ in all summands. So vector $\boldsymbol{\delta}$ can be computed. By (8),

$$
\epsilon_{l}\left(\boldsymbol{\xi}_{l}\right) \epsilon_{v-1-l}\left(\Theta_{v-1-l}^{(v-1-l)}\right)-\epsilon_{v-1}\left(\boldsymbol{\xi}_{l} \Theta_{v-1-l}^{(v-1-l)}\right) \in \mathfrak{m}
$$

hence

$$
\begin{equation*}
\epsilon_{l}\left(\boldsymbol{\xi}_{l}\right) \epsilon_{v-1-l}\left(\Theta_{v-1-l}^{(v-1-l)}\right) m^{v-1}=\epsilon_{v-1}\left(\boldsymbol{\xi}_{l} \Theta_{v-1-l}^{(v-1-l)}\right) m^{v-1} \tag{19}
\end{equation*}
$$

Therefore, Equations (17)-(19) imply

$$
\epsilon_{v-1}(\boldsymbol{\delta}) m^{v-1}=\epsilon_{v-1}\left(\boldsymbol{\mathcal { F }}_{l} \Theta_{v-1-l}^{(v-1-l)}\right) m^{v-1}
$$

It follows, by Proposition 1 again, that

$$
\begin{equation*}
\boldsymbol{\delta}=\boldsymbol{\xi}_{l} \Theta_{v-1-l}^{(v-1-l)} \tag{20}
\end{equation*}
$$

Proposition 4. Let $\mathfrak{d}_{v-1-l}$ be a decoding algorithm for the linear code $\operatorname{ker}\left(\Theta_{v-1-l}^{(v-1-l)}\right)$. If the weight of $\boldsymbol{\xi}_{l}$ is below the correction capability of $\mathfrak{d}_{v-1-l}$, then $\boldsymbol{\xi}_{l}=\mathfrak{d}_{v-1-l}(\boldsymbol{\delta})$.

Proof. As we observed before in Propositions 2 and $3, \boldsymbol{\xi}_{l}$ is the unique solution of (20) whose weight is below the correction capability of $\operatorname{ker}\left(\Theta_{v-1-l}^{(v-1-l)}\right)$.

The decoding framework is summarized in Algorithm 1.

```
Algorithm 1: Syndrome decoding.
    Parameters \(H\) given as in (11), and decoding algorithms \(\mathfrak{d}_{0}, \mathfrak{d}_{1}, \ldots, \mathfrak{d}_{v-1}\)
    Input \(\boldsymbol{s}=\left(\boldsymbol{s}^{(0)}, \boldsymbol{s}^{(1)}, \ldots, \boldsymbol{s}^{(v-1)}\right) \in R^{q}\)
    Output The error vector \(\boldsymbol{e}=\sum_{l=0}^{v-1} \epsilon_{l}\left(\boldsymbol{\xi}_{l}\right) m^{l}\).
    Assumption For each \(0 \leq l \leq v-1\), the Hamming weight of \(\boldsymbol{\xi}_{l}\) is below the correction
        capability of \(\mathfrak{d}_{l}\).
    For each \(0 \leq i \leq v-1\), compute the \(m\)-adic expansion of \(\boldsymbol{s}^{(i)}\) in (10)
    for \(0 \leq l \leq v-1\) do
        Compute \(\boldsymbol{\delta}\) from (18)
        \(\boldsymbol{\xi}_{l}=\mathfrak{d}_{l}(\boldsymbol{\delta})\)
    end for
    return \(\sum_{l=0}^{v-1} \epsilon_{l}\left(\boldsymbol{\xi}_{l}\right) m^{l}\).
```

Theorem 1. Let $\boldsymbol{y} \in R^{n}$ and $\boldsymbol{s}^{(i)}=\boldsymbol{y} H^{(i)}$ for each $0 \leq i \leq v-1$. If there exists $\boldsymbol{e}=$ $\sum_{l=0}^{v-1} \epsilon_{l}\left(\boldsymbol{\xi}_{l}\right) m^{l} \in R^{n}$ such that $(\boldsymbol{y}-\boldsymbol{e}) H=0$ and the weight of $\boldsymbol{\xi}_{l}$ is below the correction capability of $\mathfrak{d}_{l}$ for each $0 \leq l \leq v-1$, then Algorithm 1 correctly computes it.

Proof. Follows directly from Propositions 2-4.
Example 3. In order to explain how this decoding framework works, we are going to develop a step by step example. Let $R=G R(4,2)$, so $F=\mathbb{F}_{4}=\mathbb{F}_{2}[a] /\left\langle a^{2}+a+1\right\rangle$. Let $\mathcal{C}=\operatorname{ker}(H)$, where

$$
H=\left(\begin{array}{rr|rr}
2 a+3 & 2 a+2 & 2 & 0 \\
2 a+2 & 2 a+1 & 0 & 2 \\
2 a+1 & 2 a+3 & 2 & 2 \\
3 & 3 a+2 & 2 & 2 a \\
1 & 3 a+1 & 2 & 2 a+2
\end{array}\right)
$$

The splitting structure is $\left(2, \epsilon_{0}, \epsilon_{1}\right)$, where

|  | 0 | 1 | $a$ | $a+1$ |
| :---: | :---: | :---: | :---: | :---: |
| $\epsilon_{0}$ | 0 | $2 a+1$ | $3 a+2$ | $a+3$ |
| $\epsilon_{1}$ | 0 | 3 | $3 a$ | $3 a+1$ |

According to this splitting structure, we have

$$
H^{(0)}=\left(\begin{array}{rr}
2 a+3 & 2 a+2 \\
2 a+2 & 2 a+1 \\
2 a+1 & 2 a+3 \\
3 & 3 a+2 \\
1 & 3 a+1
\end{array}\right)=\epsilon_{0}\left(\begin{array}{rr}
1 & 0 \\
0 & 1 \\
1 & 1 \\
1 & a \\
1 & a+1
\end{array}\right)+2 \epsilon_{1}\left(\begin{array}{rr}
1 & a+1 \\
a+1 & 0 \\
0 & 1 \\
a+1 & 0 \\
a & a+1
\end{array}\right)
$$

and

$$
H^{(1)}=\left(\begin{array}{rr}
2 & 0 \\
0 & 2 \\
2 & 2 \\
2 & 2 a \\
2 & 2 a+2
\end{array}\right)=2 \epsilon_{1}\left(\begin{array}{rr}
1 & 0 \\
0 & 1 \\
1 & 1 \\
1 & a \\
1 & a+1
\end{array}\right)
$$

Observe that $\Theta_{0}^{(0)}$ and $\Theta_{1}^{(1)}$ are the parity check matrices of a Hamming code of length 5 and dimension 3, which corrects one single error. It can be checked that

$$
(2,2 a+1, a+3,2 a, 3 a+3) \in \mathcal{C} .
$$

Although the error vector

$$
(2 a+2,0,0,3 a+2,0)
$$

has Hamming weight 2 , its $\left(2, \epsilon_{0}, \epsilon_{1}\right)$-adic decomposition is

$$
(2 a+2,0,0,3 a+2,0)=\epsilon_{0}(0,0,0, a, 0)+2 \epsilon_{1}(a+1,0,0,0,0)
$$

so our framework should be able to decode the received word

$$
\begin{aligned}
& (2,2 a+1, a+3,2 a, 3 a+3)+(2 a+2,0,0,3 a+2,0) \\
& \quad=(2 a, 2 a+1, a+3, a+2,3 a+3) .
\end{aligned}
$$

The syndrome of the received word is

$$
\begin{aligned}
&(2 a, 2 a+1, a+3, a+2,3 a+3)\left(\begin{array}{rr|rr}
2 a+3 & 2 a+2 & 2 & 0 \\
2 a+2 & 2 a+1 & 0 & 2 \\
2 a+1 & 2 a+3 & 2 & 2 \\
3 & 3 a+2 & 2 & 2 a \\
1 & 3 a+1 & 2 & 2 a+2
\end{array}\right) \\
&=(3 a, 3 a+3,2 a, 2 a+2)=((3 a, 3 a+3),(2 a, 2 a+2))
\end{aligned}
$$

whose $\left(2, \epsilon_{0}, \epsilon_{1}\right)$-decompositions are

$$
\begin{aligned}
& (3 a, 3 a+3)=\epsilon_{0}(a, a+1)+2 \epsilon_{1}(1, a) \\
& (2 a, 2 a+2)=2 \epsilon_{1}(a, a+1)
\end{aligned}
$$

Algorithm 1 can now be applied. In the first round, $i=0$, we have $\boldsymbol{\delta}=\boldsymbol{\sigma}_{1}^{(1)}=(a, a+1)$, which is a times the fourth row of $\Theta_{1}^{(1)}$. So $\boldsymbol{\xi}_{0}=(0,0,0, a, 0)$.

In the second round, $i=1$, we need to compute the $\left(2, \epsilon_{0}, \epsilon_{1}\right)$-adic decomposition of

$$
\begin{gathered}
\epsilon_{0}(a, a+1)+2 \epsilon_{1}(1, a)-\epsilon_{0}(0,0,0, a, 0) \epsilon_{0}\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
1 & 1 \\
1 & a \\
1 & a+1
\end{array}\right) \\
-2 \epsilon_{0}(0,0,0, a, 0) \epsilon_{1}\left(\begin{array}{rr}
1 & a+1 \\
a+1 & 0 \\
0 & 1 \\
a+1 & 0 \\
a & a+1
\end{array}\right)=(2 a+2,0),
\end{gathered}
$$

which is

$$
(2 a+2,0)=2 \epsilon_{1}(a+1,0) .
$$

So, $\boldsymbol{\delta}=(a+1,0)$, the first row of $\Theta_{0}^{(0)}$ multiplied by $a+1$. Therefore, $\boldsymbol{\xi}_{1}=(a+1,0,0,0,0)$. It follows

$$
\epsilon_{0}(0,0,0, a, 0)+2 \epsilon_{1}(a+1,0,0,0,0)=(2 a+2,0,0,3 a+2,0)
$$ as expected.

Unlike the former case, if we make use of a different splitting structure to decode, the framework could not work. For instance, consider the splitting structure $\left(2, \epsilon_{0}^{\prime}, \epsilon_{1}^{\prime}\right)$, where

$$
\begin{array}{c|cccc} 
& 0 & 1 & a & a+1 \\
\hline \epsilon_{0}^{\prime} & 0 & 2 a+3 & 3 a & a+1 \\
\hline \epsilon_{1}^{\prime} & 0 & 2 a+1 & a+2 & 3 a+1
\end{array}
$$

The $\left(2, \epsilon_{0}^{\prime}, \epsilon_{1}^{\prime}\right)$-decomposition of the error vector is

$$
(2 a+2,0,0,3 a+2,0)=\epsilon_{0}^{\prime}(0,0,0, a, 0)+2 \epsilon_{1}^{\prime}(a+1,0,0,1,0)
$$

which provides a vector of Hamming weight 2 in degree 1, so Algorithm 1 does not apply.
Remark 4. Our parity check decoding framework could be used to design a McEliece like cryptosystem following the proposal in [10]. However, by Remark 2, given H as in (9), the matrices $\Theta_{0}^{(0)}, \ldots, \Theta_{v-1}^{(v-1)}$ do not depend on the splitting structure, so an eavesdropper could use any structure to compute the parity check matrices of the linear codes over F. Therefore, the security of this possible cryptosystem would be equivalent to $v$ consecutive linear codes over the residue field $F$.

Remark 5. The time complexity of Algorithm 1 is bounded by the theoretical efficiency of the chosen decoding algorithms $\mathfrak{d}_{0}, \ldots, \mathfrak{d}_{v-1}$ (Line 4), and the intermediate calculations are described in Lines 1 and 3. Indeed, with respect to the number of elementary operations (additions, multiplications, and map images) over the residue field, let us assume that $\mathfrak{d}_{i}$ belongs to $O\left(f_{i}\right)$ for $i=0, \ldots, v-1$ with respect to the length of the code. Moreover, for simplicity, assume that $f_{i} \in O(f)$ for all $i$.

According to (7), an m-adic expansion can be computed by $2 v$ operations, so that Line 1 belongs to $O\left(v^{2}\right)$. Now, the calculation of $\delta$ in Line 4 is obtained by solving a linear system over the residue field $F$. This can be computed by Gaussian elimination, which can be done in $O\left(t^{\omega}\right)$, where $\omega$ is the matrix multiplication exponent and $t$ is the dimension of the matrix. We may consider the classical algorithm and set $\omega=3$, so that Line 3 in each iteration of the loop belongs to $O\left(n^{3}+f(n)\right)$, where $n$ is the length of the code. Thus Algorithm 1 can be executed in $O\left(v^{2}+v n^{3}+v f(n)\right)$. In general, since $v \ll n$, we may say that the complexity belongs to $O\left(\max \left(n^{3}, f(n)\right)\right)$.

## 4. Parity Check and Encoders

There are known interesting applications of linear codes over finite chain rings as those mentioned in [4,5]. So, even though the decoding framework is based on the syndrome decoding by means of parity check matrices, it is needed to provide an encoding process. So we need to build a generating matrix from the parity check matrix $H$ which defines our code. This task may be performed by using the Smith normal form. Recall that a $k \times n$ matrix $M$ over an arbitrary ring has a Smith normal form if there exist invertible $k \times k$ and $n \times n$ matrices $P, Q$ and a diagonal (non necessarily square) matrix $D$, where $d_{1}, \ldots, d_{\min (k, n)}$ are the elements in the main diagonal, such that $P M Q=D$ and $d_{i} \mid d_{i+1}$.

Any matrix over a commutative principal ideal ring has a Smith normal form (Chapter 15 in [11]). In the particular case of a chain ring, Algorithm 2 gives a way to compute this normal form which simplifies the general procedure in [11].

We may assume $k \leq n$, otherwise we can compute it for its transpose $M^{T}$, and if $P M^{T} Q=D$ we have $Q^{T} M P^{T}=D^{T}$.

```
Algorithm 2: Smith normal form for finite chain rings.
    Input A matrix \(M \in R^{k \times n}\) over a finite chain ring \(R\) with nilpotency index \(v\), such
        that \(k \leq n\).
    Output \(D, P, Q\) such that \(D\) is a Smith normal form, \(P\) and \(Q\) are invertible, and
        \(D=P M Q\).
        if \(k=1\) then
        \(Q \leftarrow I_{n \times n}\).
        Find \(m_{1, j}\) of lowest degree in \(M\).
        Swap columns 1 and \(j\) in \(M\) and \(Q\)
        for \(2 \leq j \leq n\) do
            Compute \(t \in R\) such that \(m_{1, j}=t m_{1,1}\)
            In \(M\) and \(Q\), replace column \(j\) with column \(j\) minus \(t\) times column 1.
        end for
        return \(D=\left(m_{1,1}, 0, \ldots, 0\right), P=1, Q\).
    else
        \(S, T \leftarrow I_{k \times k}, I_{n \times n}\)
        Find \(m_{i, j}\) of lowest degree in \(M\)
        Swap row 1 and row \(i\) in \(M\) and \(S\)
        Swap column 1 and column \(j\) in \(M\) and \(T\)
        for \(2 \leq i \leq k\) do
            Compute \(t \in R\) such that \(m_{i, 1}=t m_{1,1}\)
            In \(M\) and \(S\), replace row \(i\) with row \(i\) minus \(t\) times row 1 .
        end for
        for \(2 \leq j \leq n\) do
            Compute \(t \in R\) such that \(m_{1, j}=t m_{1,1}\)
            In \(M\) and \(T\), replace column \(j\) with column \(j\) minus \(t\) times column 1.
        end for
        Set \(M^{\prime} \in R^{(k-1) \times(n-1)}\) the matrix obtained from \(M\) deleting its first row and column.
        Apply Algorithm 2 to \(M^{\prime}\) and compute \(D^{\prime}, P^{\prime}, Q^{\prime}\) such that \(D^{\prime}\) is a Smith normal
        form for \(M^{\prime}\) and \(D^{\prime}=P^{\prime} M^{\prime} Q^{\prime}\).
        return \(\left(\begin{array}{l|l}m_{1,1} & \\ \hline & D^{\prime}\end{array}\right),\left(\begin{array}{l|l}1 & \\ \hline & P^{\prime}\end{array}\right) S\) and \(T\left(\begin{array}{l|l}1 & \\ \hline & Q^{\prime}\end{array}\right)\)
    end if
```

Remark 6. Observe that, once a generator $m$ has been fixed for the maximal ideal $\mathfrak{m}$ of $R$, it is easy to check that $\operatorname{deg}(r)=d$ if and only if $r=u m^{d}$ where $u \in R \backslash \mathfrak{m}$, the set of units of $R$.

Therefore, $\operatorname{deg}(r)=d$ and $\mathfrak{m}^{d}=R r$ are equivalent conditions on $r$. Since $\operatorname{deg}(r) \leq \operatorname{deg}(s)$ implies $s \in \mathfrak{m}^{\operatorname{deg}(r)}$, we get

$$
\begin{equation*}
\operatorname{deg}(r) \leq \operatorname{deg}(s) \text { if and only if } s=\operatorname{tr} \text { for some } t \in R . \tag{21}
\end{equation*}
$$

Since $\operatorname{deg}(r+s), \operatorname{deg}(r s) \geq \min \{\operatorname{deg}(r), \operatorname{deg}(s)\}$ for all $r, s \in R$, once $m_{1,1}$ is an element of lowest degree, any operation involving sums and products cannot decrease the degree, so, by (21), we can compute $t \in R$ in lines 6,16 and 20, and all entries of $M^{\prime}$ have degree greater or equal than the degree of $m_{1,1}$. Since $S$ and $T$ are built to obtain

$$
S M T=\left(\begin{array}{l|l}
m_{1,1} & \\
\hline & M^{\prime}
\end{array}\right)
$$

it follows

$$
\begin{array}{r}
\left(\begin{array}{l|l}
1 & \\
\hline & P^{\prime}
\end{array}\right) \operatorname{SMT}\left(\begin{array}{l|l}
1 & \\
\hline & Q^{\prime}
\end{array}\right)=\left(\begin{array}{l|l}
1 & \\
\hline & P^{\prime}
\end{array}\right)\left(\begin{array}{l|l}
m_{1,1} & \\
\hline & M^{\prime}
\end{array}\right)\left(\begin{array}{l|l}
1 & \\
\hline & Q^{\prime}
\end{array}\right) \\
=\left(\begin{array}{l|l}
m_{1,1} & \\
\hline & P^{\prime} M^{\prime} Q^{\prime}
\end{array}\right)\left(\begin{array}{ll}
m_{1,1} & \\
\hline & D^{\prime}
\end{array}\right),
\end{array}
$$

so the output of Algorithm 2 is correct.
Once the Smith normal form of the parity check matrix has been found, we may compute a generating matrix. Indeed, assume $H \in R^{n \times q}$ and let $D, P, Q$ matrices such that $D$ is a Smith normal form for $H$ and $D=P H Q$. Since $Q$ is invertible, it follows that $\boldsymbol{c} \in \operatorname{ker}(H)$ if and only if $\boldsymbol{c} \in \operatorname{ker}(H Q)$. Moreover, $\boldsymbol{x} \in \operatorname{ker}(D)$ if and only if $\boldsymbol{x} P \in$ $\operatorname{ker}(H Q)$, so, if $\operatorname{ker}(D)=\operatorname{im}(E)$ we get $\operatorname{ker}(H)=\operatorname{im}(E P)$. Now, recall $D$ is diagonal with $d_{1}\left|d_{2}\right| \cdots \mid d_{\min \{n, q\}}$ which, by (21), is equivalent to say that $\operatorname{deg}\left(d_{1}\right) \leq \operatorname{deg}\left(d_{2}\right) \leq \cdots \leq$ $\operatorname{deg}\left(d_{\min \{n, q\}}\right)$. It follows that $E$ can be taken as an $n \times n$ diagonal matrix whose diagonal elements are $\left\{m^{v-\operatorname{deg}\left(d_{1}\right)}, m^{v-\operatorname{deg}\left(d_{2}\right)}, \ldots, m^{v-\operatorname{deg}\left(d_{\min \{n, q\}}\right)}, 1, \ldots, 1\right\}$. We may summarize these ideas in Algorithm 3.

```
Algorithm 3: Generating matrix computation from a parity check matrix.
    Input A parity check matrix \(H \in R^{n \times q}\).
    Output A matrix \(G\) such that \(\operatorname{ker}(H)=\operatorname{im}(G)\).
```

        Compute \(D, P, Q\) by means of Algorithm 2 applied to \(H\).
        Compute \(E\) as the \(n \times n\) diagonal matrix with elements
    $$
m^{v-\operatorname{deg}\left(d_{1}\right)}, m^{v-\operatorname{deg}\left(d_{2}\right)}, \ldots, m^{v-\operatorname{deg}\left(d_{\min \{n, q\}}\right)}, 1, \ldots, 1
$$

in its main diagonal.
return $E P$.

Author Contributions: All authors equally contributed to every aspect of this work. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by AEI (https:/ / doi.org / 10.13039/501100011033 (accessed on 6 August 2021)), grant number PID2019-110525GB-IO0.

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Not applicable.
Conflicts of Interest: The authors declare no conflict of interest.

## Appendix A. Decoding via Encoders

In this appendix we show that the decoding framework for linear codes over Galois rings presented in [6] is still valid for the broader class of chain rings. In addition, we amend a subtle gap in [6].

A splitting structure $\left(m, \epsilon_{0}, \ldots, \epsilon_{v-1}\right)$ is fixed for a chain ring $R$ with maximal ideal $\mathfrak{m}$ and nilpotency index $v$. As we pointed out in Section 3, we may assume $\mathcal{C}=\operatorname{im}(G)$, where

$$
G=\left(\begin{array}{c}
G^{(0)} \\
G^{(1)} \\
\vdots \\
G^{(v-1)}
\end{array}\right)
$$

and, for each $0 \leq i \leq v-1, G^{(i)}$ is a $k_{i} \times n$ matrix whose $m$-adic decomposition is

$$
G^{(i)}=\epsilon_{i}\left(\Gamma_{i}^{(i)}\right) m^{i}+\epsilon_{i+1}\left(\Gamma_{i+1}^{(i)}\right) m^{i+1}+\cdots+\epsilon_{v-1}\left(\Gamma_{v-1}^{(i)}\right) m^{v-1},
$$

with matrices $\Gamma_{j}^{(i)}$ whose entries are in $F$, and $\Gamma_{i}^{(i)}$ is full rank.
Information is presented as vectors

$$
\boldsymbol{u}=\left(\boldsymbol{u}^{(0)}|\cdots| \boldsymbol{u}^{(v-1)}\right)
$$

where the $m$-adic expansion of $\boldsymbol{u}^{(i)}$ is

$$
\boldsymbol{u}^{(i)}=\epsilon_{0}\left(\boldsymbol{v}_{0}^{(i)}\right)+\epsilon_{1}\left(\boldsymbol{v}_{1}^{(i)}\right) m+\cdots+\epsilon_{v-1-i}\left(\boldsymbol{v}_{v-1-i}^{(i)}\right) m^{v-1-i}
$$

with $\boldsymbol{v}_{j}^{(i)} \in F^{k_{i}}$. Observe that $\boldsymbol{v}_{j}^{(i)}=0$, if $v-1-i<j$. The reason for this restriction is that terms of higher degree are annihilated in the encoding process. Indeed, let $\boldsymbol{c}=\boldsymbol{u} G$. Then

$$
\begin{align*}
\boldsymbol{c} & =\boldsymbol{u} G \\
& =\sum_{i=0}^{v-1} \boldsymbol{u}^{(i)} G^{(i)} \\
& =\sum_{i=0}^{v-1} \sum_{j_{1}=0}^{v-1-i} \epsilon_{j_{1}}\left(\boldsymbol{v}_{j_{1}}^{(i)}\right) m^{j_{1}} \sum_{j_{2}=i}^{v-1} \epsilon_{j_{2}}\left(\Gamma_{j_{2}}^{(i)}\right) m^{j_{2}} \\
& =\sum_{i=0}^{v-1} \sum_{j_{1}=0}^{v-1-i v-1} \sum_{j_{2}=i}^{v-1} \epsilon_{j_{1}}\left(\boldsymbol{v}_{j_{1}}^{(i)}\right) \epsilon_{j_{2}}\left(\Gamma_{j_{2}}^{(i)}\right) m^{j_{1}+j_{2}} \\
& =\sum_{i=0}^{v-1} \sum_{j_{1}=0}^{v-1-i v-1-i} \sum_{j=0}^{l} \epsilon_{j_{1}}\left(\boldsymbol{v}_{j_{1}}^{(i)}\right) \epsilon_{j+i}\left(\Gamma_{j+i}^{(i)}\right) m^{j_{1}+j+i}  \tag{A1}\\
& =\sum_{l=0}^{v-1} \sum_{j=0}^{l} \sum_{i=0}^{l-j} \epsilon_{l-j-i}\left(\boldsymbol{v}_{l-j-i}^{(i)}\right) \epsilon_{i+j}\left(\Gamma_{i+j}^{(i)}\right) m^{l} \\
& =\sum_{l=0}^{v-1} \sum_{j=0}^{l}\left(\epsilon_{0}\left(\boldsymbol{v}_{0}^{(l-j)}\right) \quad \cdots \quad \epsilon_{l-j-1}\left(\boldsymbol{v}_{l-j-1}^{(1)}\right) \quad \epsilon_{l-j}\left(\boldsymbol{v}_{l-j}^{(0)}{ }_{j}\right)\right)\left(\begin{array}{c}
\epsilon_{l}\left(\Gamma_{l}^{(l-j)}\right) \\
\vdots \\
\epsilon_{1+j}\left(\Gamma_{1+j}^{(1)}\right) \\
\epsilon_{j}\left(\Gamma_{j}^{(0)}\right)
\end{array}\right) m^{l}
\end{align*}
$$

This is not necessarily the $m$-adic decomposition of $\boldsymbol{c}$, since we do not know if the coefficients of each $m^{l}$ belong to $\operatorname{im}\left(\epsilon_{l}\right)$. Actually, this is the inaccuracy in Equation (11)
in [6]. However, we may fix this issue, since the knowledge of $\boldsymbol{v}_{j}^{(i)}$, for $0 \leq i \leq v-1$ and $0 \leq j \leq v-1-i$, allows one to recover the codeword.

Let $\boldsymbol{y}=\boldsymbol{c}+\boldsymbol{e}$ with $m$-adic expansions

$$
\begin{aligned}
\boldsymbol{c} & =\sum_{l=0}^{v-1} \epsilon_{l}\left(\boldsymbol{\zeta}_{l}\right) m^{l}, \\
\boldsymbol{y} & =\sum_{l=0}^{v-1} \epsilon_{l}\left(\boldsymbol{\gamma}_{l}\right) m^{l} \\
\boldsymbol{e} & =\sum_{l=0}^{v-1} \epsilon_{l}\left(\boldsymbol{\xi}_{l}\right) m^{l} .
\end{aligned}
$$

For each $0 \leq l \leq v-1$ it follows that

$$
\sum_{i=0}^{l} \epsilon_{i}\left(\boldsymbol{\gamma}_{i}\right) m^{i}-\sum_{i=0}^{l} \epsilon_{i}\left(\boldsymbol{\zeta}_{i}\right) m^{i}-\sum_{i=0}^{l} \epsilon_{i}\left(\boldsymbol{\zeta}_{i}\right) m^{i} \in \mathfrak{m}^{l+1}
$$

and, by (A1),

$$
\sum_{i=0}^{l} \epsilon_{i}\left(\boldsymbol{\zeta}_{i}\right) m^{i}-\sum_{i=0}^{l} \sum_{j=0}^{i}\left(\epsilon_{0}\left(\boldsymbol{v}_{0}^{(i-j)}\right) \quad \cdots \quad \epsilon_{i-j}\left(\boldsymbol{v}_{i-j}^{(0)}\right)\right)\left(\begin{array}{c}
\epsilon_{i}\left(\Gamma_{i}^{(i-j)}\right) \\
\vdots \\
\epsilon_{j}\left(\Gamma_{j}^{(0)}\right)
\end{array}\right) m^{i} \in \mathfrak{m}^{l+1}
$$

Hence, for each $0 \leq l \leq v-1$,

$$
\sum_{i=0}^{l} \epsilon_{i}\left(\boldsymbol{\gamma}_{i}\right) m^{i}-\sum_{i=0}^{l} \epsilon_{i}\left(\boldsymbol{\xi}_{i}\right) m^{i}-\sum_{i=0}^{l} \sum_{j=0}^{i}\left(\begin{array}{lll}
\epsilon_{0}\left(\boldsymbol{v}_{0}^{(i-j)}\right) & \cdots & \epsilon_{i-j}\left(\boldsymbol{v}_{i-j}^{(0)}\right)
\end{array}\right)\left(\begin{array}{c}
\epsilon_{i}\left(\Gamma_{i}^{(i-j)}\right)  \tag{A2}\\
\vdots \\
\epsilon_{j}\left(\Gamma_{j}^{(0)}\right)
\end{array}\right) m^{i} \in \mathfrak{m}^{l+1}
$$

We use (A2) to describe the decoding framework. We start by computing $\boldsymbol{\xi}_{0}$ and $\boldsymbol{v}_{0}^{(0)}$. Let $C^{(0)}=\operatorname{im}\left(\Gamma_{0}^{(0)}\right)$. By (A2) with $l=0$,

$$
\epsilon_{0}\left(\boldsymbol{\gamma}_{0}\right)-\epsilon_{0}\left(\boldsymbol{\xi}_{0}\right)-\epsilon_{0}\left(\boldsymbol{v}_{0}^{(0)}\right) \epsilon_{0}\left(\Gamma_{0}^{(0)}\right) \in \mathfrak{m} .
$$

By (8),

$$
\epsilon_{0}\left(\boldsymbol{\gamma}_{0}-\boldsymbol{\xi}_{0}-\boldsymbol{v}_{0}^{(0)} \Gamma_{0}^{(0)}\right)-\epsilon_{0}\left(\boldsymbol{\gamma}_{0}\right)+\epsilon_{0}\left(\boldsymbol{\xi}_{0}\right)+\epsilon_{0}\left(\boldsymbol{v}_{0}^{(0)} \Gamma_{0}^{(0)}\right) \in \mathfrak{m}
$$

These last two equations imply that

$$
\epsilon_{0}\left(\boldsymbol{\gamma}_{0}-\boldsymbol{\xi}_{0}-\boldsymbol{v}_{0}^{(0)} \Gamma_{0}^{(0)}\right) \in \mathfrak{m}
$$

i.e.,

$$
\boldsymbol{\gamma}_{0}-\boldsymbol{\xi}_{0}-\boldsymbol{v}_{0}^{(0)} \Gamma_{0}^{(0)}=0
$$

Observe that $\boldsymbol{v}_{0}^{(0)} \Gamma_{0}^{(0)}$ is a codeword in $C^{(0)}$ and $\boldsymbol{\gamma}_{0}$ is a received word with error $\boldsymbol{\xi}_{0}$. If we can decode $\boldsymbol{\gamma}_{0}$, then we can compute $\boldsymbol{\xi}_{0}$ and $\boldsymbol{v}_{0}^{(0)}$. It follows from (8) that $\boldsymbol{\zeta}_{0}=\boldsymbol{\gamma}_{0}-\boldsymbol{\xi}_{0}=$ $\boldsymbol{v}_{0}^{(0)} \Gamma_{0}^{(0)}$.

For the general recursive step, assume that $\boldsymbol{\xi}_{i}$ for $0 \leq i \leq l-1$ and $\left(\boldsymbol{v}_{0}^{(j)} \cdots \boldsymbol{v}_{j}^{(0)}\right)$ for $0 \leq j \leq l-1$ are known. Let us describe how to compute $\boldsymbol{\xi}_{l}$ and $\left(\boldsymbol{v}_{0}^{(l)} \cdots \boldsymbol{v}_{l}^{(0)}\right)$. Equation (A2) implies

$$
\sum_{i=0}^{l} \epsilon_{i}\left(\boldsymbol{\gamma}_{i}\right) m^{i}-\sum_{i=0}^{l} \epsilon_{i}\left(\boldsymbol{\xi}_{i}\right) m^{i}-\sum_{i=0}^{l} \sum_{j=0}^{i}\left(\begin{array}{lll}
\epsilon_{0}\left(\boldsymbol{v}_{0}^{(i-j)}\right) & \cdots & \left.\epsilon_{i-j}\left(\boldsymbol{v}_{i-j}^{(0)}\right)\right)
\end{array}\left(\begin{array}{c}
\epsilon_{i}\left(\Gamma_{i}^{(i-j)}\right) \\
\vdots \\
\epsilon_{j}\left(\Gamma_{j}^{(0)}\right)
\end{array}\right) m^{i} \in \mathfrak{m}^{l+1}\right.
$$

Rearranging its summads we get

$$
\begin{align*}
& \sum_{i=0}^{l-1} \epsilon_{i}\left(\boldsymbol{\gamma}_{i}\right) m^{i}-\sum_{i=0}^{l-1} \epsilon_{i}\left(\boldsymbol{\xi}_{i}\right) m^{i} \\
& \quad-\sum_{i=0}^{l-1} \sum_{j=0}^{i}\left(\begin{array}{lll}
\epsilon_{0}\left(\boldsymbol{v}_{0}^{(i-j)}\right) & \cdots & \left.\epsilon_{i-j}\left(\boldsymbol{v}_{i-j}^{(0)}\right)\right)\left(\begin{array}{c}
\epsilon_{i}\left(\Gamma_{i}^{(i-j)}\right) \\
\vdots \\
\epsilon_{j}\left(\Gamma_{j}^{(0)}\right)
\end{array}\right) m^{i} \\
-\sum_{j=1}^{l}\left(\begin{array}{lll}
\epsilon_{0}\left(\boldsymbol{v}_{0}^{(l-j)}\right) & \cdots & \left.\epsilon_{l-j}\left(\boldsymbol{v}_{l-j}^{(0)}\right)\right)\left(\begin{array}{c}
\epsilon_{l}\left(\Gamma_{l}^{(l-j)}\right) \\
\vdots \\
\epsilon_{j}\left(\Gamma_{j}^{(0)}\right)
\end{array}\right) m^{l}+\epsilon_{l}\left(\boldsymbol{\gamma}_{l}\right) m^{l} \\
& -\epsilon_{l}\left(\boldsymbol{\xi}_{l}\right) m^{l}-\left(\begin{array}{lll}
\epsilon_{0}\left(\boldsymbol{v}_{0}^{(l)}\right) & \cdots & \left.\epsilon_{l}\left(\boldsymbol{v}_{l}^{(0)}\right)\right)\left(\begin{array}{c}
\epsilon_{l}\left(\Gamma_{l}^{(l)}\right) \\
\vdots \\
\epsilon_{0}\left(\Gamma_{0}^{(0)}\right)
\end{array}\right) m^{l} \in \mathfrak{m}^{l+1}
\end{array}\right.
\end{array} .\right.
\end{array} . \begin{array}{l}
\end{array} .\right.
\end{align*}
$$

Equation (A2) also implies

$$
\sum_{i=0}^{l-1} \epsilon_{i}\left(\boldsymbol{\gamma}_{i}\right) m^{i}-\sum_{i=0}^{l-1} \epsilon_{i}\left(\boldsymbol{\xi}_{i}\right) m^{i}-\sum_{i=0}^{l-1} \sum_{j=0}^{i}\left(\epsilon_{0}\left(\boldsymbol{v}_{0}^{(i-j)}\right) \quad \cdots \quad \epsilon_{i-j}\left(\boldsymbol{v}_{i-j}^{(0)}\right)\right)\left(\begin{array}{c}
\epsilon_{i}\left(\Gamma_{i}^{(i-j)}\right) \\
\vdots \\
\epsilon_{j}\left(\Gamma_{j}^{(0)}\right)
\end{array}\right) m^{i} \in \mathfrak{m}^{l}
$$

so, by Proposition 1, there exists $\boldsymbol{\delta}_{l} \in F^{n}$ such that

$$
\begin{align*}
& \sum_{i=0}^{l-1} \epsilon_{i}\left(\boldsymbol{\gamma}_{i}\right) m^{i}-\sum_{i=0}^{l-1} \epsilon_{i}\left(\boldsymbol{\xi}_{i}\right) m^{i} \\
& -\sum_{i=0}^{l-1} \sum_{j=0}^{i}\left(\begin{array}{lll}
\epsilon_{0}\left(\boldsymbol{v}_{0}^{(i-j)}\right) & \cdots & \epsilon_{i-j}\left(\boldsymbol{v}_{i-j}^{(0)}\right)
\end{array}\right)\left(\begin{array}{c}
\epsilon_{i}\left(\Gamma_{i}^{(i-j)}\right) \\
\vdots \\
\epsilon_{j}\left(\Gamma_{j}^{(0)}\right)
\end{array}\right) m^{i}-\epsilon_{l}\left(\boldsymbol{\delta}_{l}\right) m^{l} \in \mathfrak{m}^{l+1} . \tag{A4}
\end{align*}
$$

Combining (A3) and (A4), we get

$$
\begin{align*}
& \left(\epsilon_{l}\left(\delta_{l}\right)-\sum_{j=1}^{l}\left(\begin{array}{lll}
\epsilon_{0}\left(\boldsymbol{v}_{0}^{(l-j)}\right) & \cdots & \epsilon_{l-j}\left(\boldsymbol{v}_{l-j}^{(0)}\right)
\end{array}\right)\left(\begin{array}{c}
\epsilon_{l}\left(\Gamma_{l}^{(l-j)}\right) \\
\vdots \\
\epsilon_{j}\left(\Gamma_{j}^{(0)}\right)
\end{array}\right)\right. \\
& \left.+\epsilon_{l}\left(\boldsymbol{\gamma}_{l}\right)-\epsilon_{l}\left(\boldsymbol{\xi}_{l}\right)-\left(\begin{array}{lll}
\epsilon_{0}\left(\boldsymbol{v}_{0}^{(l)}\right) & \cdots & \epsilon_{l}\left(\boldsymbol{v}_{l}^{(0)}\right)
\end{array}\right)\left(\begin{array}{c}
\epsilon_{l}\left(\Gamma_{l}^{(l)}\right) \\
\vdots \\
\epsilon_{0}\left(\Gamma_{0}^{(0)}\right)
\end{array}\right)\right) m^{l} \in \mathfrak{m}^{l+1} . \tag{A5}
\end{align*}
$$

Equation (8) implies

$$
\left.\left.\begin{array}{r}
\epsilon_{l}\left(\boldsymbol{\delta}_{l}-\sum_{j=1}^{l}\left(\begin{array}{lll}
\boldsymbol{v}_{0}^{(l-j)} & \cdots & \boldsymbol{v}_{l-j}^{(0)}
\end{array}\right)\left(\begin{array}{c}
\Gamma_{l}^{(l-j)} \\
\vdots \\
\Gamma_{j}^{(0)}
\end{array}\right)+\boldsymbol{\gamma}_{l}-\boldsymbol{\xi}_{l}-\left(\begin{array}{lll}
\boldsymbol{v}_{0}^{(l)} & \cdots & \boldsymbol{v}_{l}^{(0)}
\end{array}\right)\left(\begin{array}{c}
\Gamma_{l}^{(l)} \\
\vdots \\
\Gamma_{0}^{(0)}
\end{array}\right)\right.
\end{array}\right), \begin{array}{c}
\epsilon_{l}\left(\Gamma_{l}^{(l-j)}\right) \\
\vdots \\
\epsilon_{j}\left(\Gamma_{j}^{(0)}\right) \tag{A6}
\end{array}\right) .
$$

Equations (A5) and (A6) imply
$\epsilon_{l}\left(\boldsymbol{\delta}_{l}-\sum_{j=1}^{l}\left(\begin{array}{lll}\boldsymbol{v}_{0}^{(l-j)} & \cdots & \boldsymbol{v}_{l-j}^{(0)}\end{array}\right)\left(\begin{array}{c}\Gamma_{l}^{(l-j)} \\ \vdots \\ \Gamma_{j}^{(0)}\end{array}\right)+\boldsymbol{\gamma}_{l}-\boldsymbol{\xi}_{l}-\left(\begin{array}{lll}\boldsymbol{v}_{0}^{(l)} & \cdots & \boldsymbol{v}_{l}^{(0)}\end{array}\right)\left(\begin{array}{c}\Gamma_{l}^{(l)} \\ \vdots \\ \Gamma_{0}^{(0)}\end{array}\right)\right) m^{l} \in \mathfrak{m}^{l+1}$
so, by Proposition 1,

$$
\boldsymbol{\delta}_{l}-\sum_{j=1}^{l}\left(\begin{array}{lll}
\boldsymbol{v}_{0}^{(l-j)} & \cdots & \boldsymbol{v}_{l-j}^{(0)}
\end{array}\right)\left(\begin{array}{c}
\Gamma_{l}^{(l-j)} \\
\vdots \\
\Gamma_{j}^{(0)}
\end{array}\right)+\boldsymbol{\gamma}_{l}-\boldsymbol{\xi}_{l}-\left(\begin{array}{lll}
\boldsymbol{v}_{0}^{(l)} & \cdots & \boldsymbol{v}_{l}^{(0)}
\end{array}\right)\left(\begin{array}{c}
\Gamma_{l}^{(l)} \\
\vdots \\
\Gamma_{0}^{(0)}
\end{array}\right)=0
$$

which is an equation in $F$. Let $C^{(l)}=\operatorname{im}\left(\begin{array}{c}\Gamma_{l}^{(l)} \\ \vdots \\ \Gamma_{0}^{(0)}\end{array}\right)$. We decode the known word $\boldsymbol{\delta}_{l}+\boldsymbol{\gamma}_{l}-$ $\sum_{j=1}^{l}\left(\begin{array}{lll}\boldsymbol{v}_{0}^{(l-j)} & \cdots & \boldsymbol{v}_{l-j}^{(0)}\end{array}\right)\left(\begin{array}{c}\Gamma_{l}^{(l-j)} \\ \vdots \\ \Gamma_{j}^{(0)}\end{array}\right)$ to compute $\boldsymbol{\xi}_{l}$ and $\left(\boldsymbol{v}_{0}^{(l)} \cdots \boldsymbol{v}_{l}^{(0)}\right)$.

## Appendix B. SageMath Code

Here we provide the SageMath [12] code we have implemented to check our algorithms and to produce examples. We have tested our implementation on the Galois rings $R=G R(4,3), G R(2,5), G R(3,3)$ (see Example 1). As far as we have checked, code inside the boxes can be cut and pasted from a PDF file opened with Adobe Acrobat Reader in a Sagemath notebook running under Jupyter. The character represents a white space. Although the code inside the boxes is uglier using this character, it is needed to obtain the correct indentation when pasting the code into Jupyter.

```
p,nu, r'ப=ப2,3,2
#p,nu, r
#p,nu, r
if
பபப\sqcupF}\mp@subsup{F}{ப}{=}=\textrm{GF}(\textrm{p}
\sqcup\sqcup\sqcup\sqcupR 
else:
பபப\sqcupF.<a>>=பGF(p^r)
பபப\sqcupR.<a>>=பIntegerModRing(p^nu). extension(F.modulus())
```

The splitting structure is introduced as a list of lists, each one having the images of the elements of the residue field $F$. The last element is a generator for the maximal ideal.

```
#\sqcupp,nu, r
splitting_structure
பபபபபபபபபபபபபபபபபபபபபபப [R(0),R(3*a+6),R(1*a+5),R(2*a+7)],
பபபபபபபபபபபபபபபபபபபபபபபப [R(0),R(5*a+6),R(5*a+1),R(6*a+1)]]
#\sqcupр,nu, r
#splitting_structure
#பபபபபபபபபபபபபபபபபபபபபபப [R(0), R(5)],
#\பபபபபபபபபபபபபபபபபபபபபபப [R(0),R(3)],
#\பபபபபபபபபபபபபபபபபபபபபபப [R(0),R(1)],
#பபபபபபபபபபபபபபபபபபபபபபப[R(0),R(3)]] \+U[p]
#\sqcupp,nu,r r = ப 3, 3,1
#splitting_structure
#\பபபபபபபபபபபபபபபபபபபபபபபப [R(0),R(25),R(17)]
#\பபபபபபபபபபபபபபபபபபபபபபப [R(0),R(19),R(11)]]\++[p]
mm
```

The canonical projection $\pi: R \rightarrow F$, splitting maps, $m$-adic expansion, and its inverse are defined as follows.

```
def
பபப\sqcupif }\mp@subsup{|}{\sqcup}{\prime
பபபபபபபபreturn(F(rr))
பபபபelse:
பபபபபபபபreturn|}|\mp@code{F(rr.list())
def
பபபபif
பபபபபபப\sqcupif
பபபபபபபபபபபபF.cardinality())!பor ([proj(r_)
```



```
பபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபப F.list()):
பபபபபபபபபபபபreturn}\mp@subsup{}{\square}{\prime}\mathrm{ 'Incorrect 
பபபபபபபபreturn
ப\sqcupப\sqcupelif_isinstance(ff,sage.modules.free_module_element.FreeModuleElement):
பபபபபபப\sqcupff_ப=४ff.list()
பபபபபபபபaux 
பபபபபபபபoutput
பபபபபபப\sqcupreturn_output
பபபபelif
பபபபபபபபn_rowsப=\ff.nrows()
பபபபபபபЧff_ப=४ff.list()
பபபபபபப\sqcupaux 
பபபபபபபபoutput 
பபபபபபபபreturn
பபபபelse:
பபபபபபபபreturn
def_m_adic(rr,splitting_structure):
பபபபmm_ப=பsplitting_structure[nu]
பபபபif
பபபபபபபபrr_u=\rr
பபபபபபபபOutput 
பபபபபபப\sqcupfor (ii|in}|\mp@code{range(nu):
பபபபபபபபபபபபif \
பபபபபபபபபபபபபபபபoutput }\mp@subsup{\sqcup}{+}{+=
பபபபபபபபபபபபelse:
பபபபபபபபபபபபபபபபoutput +
பபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபfor_ele_in
பபபபபபபபபபபபrr_ப=பrr_ப-பmm_^ii*splitting(output [-1],
பபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபSplitting_structure[ii])
பபபபபபபபreturn_output
பபபபelif &isinstance(rr,
பபபபபபபபபபபபபபபபபபபபSage.modules.free_module_element.FreeModuleElement):
பபபபபபபபrr_-= Urr.list()
பபபபபபப\sqcupபaux 
பபபபபபபナOutput 
பபபபபபபபபபபபபபபபபபபபபபபபபபபபf or rijj\cupin_range(len(rr_))])
பபபபபபபபபபபபபபபபப\sqcupfor &ii&in
```

```
பபபபபபபபreturn_output
பபபபelif
பபபபபபபபபபபபபபபபபபபபsage.matrix.matrix0.Matrix):
பபபபபபபபn_rowsப=பrr.nrows()
பபபபபபபபrr_ப=_rr.list()
பபபபபபப\sqcupaux 
பபபபபபபபoutputப=ப[matrix(F,n_rows, [aux[jj] [ii]
பபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபப\sqcupforபjjபin_range(len(rr_))])
பபபபபபபபபபபபபபபபப\sqcupfor, ii|in
பபபபபபபபreturn_output
பபப\sqcupelse:
```



```
def_inv_m_adic(rr,splitting_structure):
பபப\sqcupmm_ப=பsplitting_structure [nu]
பபப\sqcupreturn_sum(splitting(rr[ii],splitting_structure[ii])*mm_^ii
```



In our experiments we have used Goppa codes as efficiently decodable codes over the residue field. The current implementation of Goppa codes in [12] works only for prime fields. Since some of our tests need Goppa codes over $\mathbb{F}_{4}$, we have implemented their construction and decoding by means of the Sugiyama algorithm.

```
from
def_GGoppaCodeConstructor(n_, t_, F_):
பபப\sqcupm_ப=பceil(n_.log(F_.cardinality()))
பபபப\mp@subsup{k}{_}{\prime}=\\mp@subsup{n}{ப-ப}{*}2*m_*t_
பபபபL_ப=பGF(F_. cardinality() ^m_)
பபபபembFL_ப=பFiniteFieldHomomorphism_generic(Hom(F_, L_))
பபபபsecLF_ப=பembFL_.section()
பபபபV_, \sqcupfrom_V_, \sqcupto_V_ь=பL_.vector_space(embFL_, ,map=True)
பபப\sqcupR_.<x>ப=பPolynomialRing(L_)
பப\sqcup\sqcuptg\sqcup=பcputime()
பபப\sqcupprint('Starting\sqcupgeneration')
ப\sqcupப\sqcuptt
```



```
பபபபWhile_not(g_.is_irreducible()) :
பபபபபபபபg_ப= &R_(x^(2*t_)) ப+ பR_.random_element (2*t_-1)
பபப\sqcupprint('Goppa\sqcuppolynomial', cputime(tt))
பபபப#பGoppa!points
பபப\sqcupt\mp@subsup{t}{\sqcup}{\prime}=\sqcupcputime()
பபபபpts_ப=ப[]
பப\sqcupபaux \=பL_. list()
பபப\sqcupfor 
பபபபபபபபind
பபபபபபபபpts_\mp@subsup{|}{}{+=}}[\mathrm{ [aux [ind]]
பபபபபபபபaux.remove(aux [ind])
பபப\sqcupprint('Points', cputime(tt))
பப\sqcup\sqcupt\mp@subsup{t}{ப}{\prime}=\sqcupcputime()
பபபபHtilde_=\matrix.vandermonde(pts_).transpose() [0:2*t_]
பபப\sqcupHtilde
பபபபprint(cputime(tt))
பப\sqcup\sqcupt\mp@subsup{t}{ப}{\prime}=\cputime()
பபபபaux
பபப\sqcupf or 
பபபபபபபபaux2ப= Htilde [cc]
பபபபபபபபaux3ப=ப[]
பபபபபபப\sqcupfor
பபபபபபபபபபபபaux3\+=_[to_V_(ele).list()]
பபபபபபபப\mp@subsup{aux}{\sqcup}{+}=+ப(matrix(aux3).transpose()).list()
பபபபHhat
பபபபPaux_ப=பrandom_matrix(F,n_-k_)
பபப\sqcupWhile
பபபபபபபபPaux_=_random_matrix(F,n_-k_)
பபப\sqcupH_ப=பHhat.transpose()*Paux
பபப\sqcupprint('Parityபcheck_matrix', பcputime(tt))
பபப\sqcupprint('Generation}\sqcupsuccess', பcputime(tg))
```

```
பபப\sqcupreturn_H_ , [L_, பg-, பpts_, பembFL_, பsecLF_]
def_GGoppaCodeDecoder(received_,GoppaDecodingData_):
பபபபL_ப=_GoppaDecodingData_ [0]
பபபபg_ப=_GoppaDecodingData_ [1]
பபபபpts_ப=பGoppaDecodingData_ [2]
பபப\sqcupt_ப=_floor(g_.degree()/2)
ப\sqcupப\sqcupR_. <x>>=பPolynomialRing(L_)
பபபபsynd_poly_=பsum(received_[ii]*R_(x_- (r-pts_[ii]).inverse_mod(g_)
பபபபபபபபபபபபபபபபபபப\sqcupforபii_in_range(len(received_)))
பபப\sqcupremainders_}=\sqcup[\mp@subsup{g}{-}{\prime}\mathrm{ , synd_poly]
பபப\sqcupcoef s}\mp@subsup{s}{\square}{\prime}=[\mp@subsup{R}{-}{\prime}(0),\mp@subsup{R}{-}{\prime}(1)
பபப\sqcupwhile_பremainders [-1].degree() >>=>t_:
பபபபபபபபcociente, restoப=\sqcupremainders [-2].quo_rem(remainders [-1])
பபபபபபபபremainders}\mp@subsup{}{\square}{+}=\mp@subsup{}{\square}{\prime}[resto
பபபபபபபபcoef s}\mp@subsup{\sqcup}{+}{+=}\mathrm{ [coefs [-2]\-பcoefs[-1]*cociente]
பபபபlocator
பபப\sqcupevaluator
பபபபerror_ப=ப[]
```



```
பபபபபபபபroot_ப=upts_[ii]
பபபபபபபபif_locator(root_)ப== ப0:
பபபபபபபபபபபபerror_++=_[evaluator(root_)/locator.derivative()(root_)]
பபபபபபபபelse:
பபபபபபபபபபபபerror_++=_[L_(0)]
பபப\sqcupreturn_vector(error_)
```

The parity check matrix $H$, as described in (9), is built as follows.

```
length,\sqcupcorrection_capabilityப=ப60, ப3
#length, „correction_capability 
#length, பcorrection_capability\sqcup=\sqcup20,\sqcup2
n,\mp@subsup{t}{\llcorner}{\prime}=\sqcuplength,\sqcupcorrection_capability
Decoding_info
blocks
```



```
பப\sqcup\sqcupparity_check, decoding_data
பபபபblocks_+=`[mm^ii*splitting(parity_check,
பபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபsplitting_structure[ii])
பபபபபபபபபபபபபபபப+பsum(mm^jj*splitting(random_matrix(F,
பபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபparity_check.nrows(),
பபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபparity_check.ncols()),
பபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபSplitting_structure[jj])
பபபபபபபபபபபபபபபபபபபபபfor %jjபin|range(ii+1,nu))]
பப\sqcup\sqcupDecoding_info\+== [decoding_data]
H
```

The error vector is built taking random words of bounded Hamming weight at each degree. We assume the codeword is the zero word.

```
error
for
பபபபxiப=பzero_vector(F,n)
பபபபwhile
பபபபபபபபxiப=பxi.list()
பபபபபபபபjjப=பfloor (n*random())
பபபபபபபபxi[jj]_=" F.random_element()
பபபபபபபபxiப= +vector(xi)
பபபபerror}\mp@subsup{|}{+}{+=
பபபபபபபபபபபபபபபபபபபபபபபSplitting_structure[l1]) *mm^1l
received
error, பerror.hamming_weight()
```

The decoding algorithm (Algorithm 1) is the last piece of code.

```
syndrome
sigma
Theta
```



```
xi
for }\mp@subsup{|}{\sqcup}{}\mp@subsup{i}{\bullet}{\prime}\mp@subsup{in}{\bullet}{\prime}range(nu)
பபப\sqcupdelta&=\sqcupm_adic(
பபபபபபபபsum(splitting(sigma[nu-1-ii][jj],
பபபபபபபபபபபபபபபபபபபபபபsplitting_structure[jj])*mm^jj
பபபபபபபபபபப\sqcupfor 
பபபபபபபப-பsum(sum(splitting(xi [ll],
பபபபபபபபபபபபபபபபபபபபபபபபபபபSplitting_structure[ll])*
பபபபபபபபபபபபபபபபபபSplitting(Theta[nu-1-ii][jj-ll],
பபபபபபபபபபபபபபபபபபபபபபபபபபபபsplitting_structure[jj-ll])*mm^jj
பபபபபபபபபபபபபபபபபபfor 
```



```
பபபபபபபப-பSum(splitting(xi [ll],usplitting_structure[ll])*
பபபபபபபபபபபபபபSplitting(Theta[nu-1-ii][nu-1-1l],
பபபபபபபபபபபபபபபபபபபபபபபபSplitting_structure[nu-1-1l])*mm^(nu-1)
பபபபபபபபபபபபபபfor_ll_in_(|range(ii)), பsplitting_structure) [nu-1]
பபபபrec_aux 
பபபபerror_L 
பபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபப for_ele_in_rec_aux],
பபபபபபபபபபபபபபபபபபபபபபபபபபபபபபபDecoding_info[nu-1-ii])
பபபபXi\sqcup+=\ [vector([Decoding_info[nu-1-ii][4] (ele)
பபபபபபபபபபபபபபபபபபபforபele_in_error_L.list()])]
computed_error_
```
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