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1 Introduction

This monograph is aimed at the examination of derivational networks across
European languages. The concept of a derivational network is not new. The
first ideas of network regularities and the network organization of derivational
morphology can be traced back to the 1960s in relation to the Dokulilean tradi-
tion in word-formation. Unfortunately, apart from an outline of general princi-
ples, very little has been done in the field since. In recent years, however, we
have been witnessing a growing interest in derivational paradigms and larger
derivational systems based on them. A brief overview of this direction of mor-
phological research is presented in section 1.1.

In spite of, or better, precisely because of what is outlined in section 1.1,
this volume is pioneering in terms of both the theory and its scope for a number
of reasons:

(i) First and foremost, a new method of examination and comparison of deri-
vational networks in various languages is introduced, including new criteria
and parameters for their evaluation, including the maximum derivational
network, the saturation value, the number of orders of derivation, the corre-
lation between the paradigmatic capacity and the order of derivation, the
typical combinability of semantic categories, and the blocking effects of se-
mantic categories.

(ii) Research into word-formation paradigms is mostly exploratory even though
the basic utility of paradigms is assumed to be explanatory, so in this sense
the current research explores the applicability of word-formation paradigms
in typological derivational research.

(iii) It introduces the idea of derivational networks relying on the concept of
the derivational paradigm, extendable both vertically and horizontally.
The derivational network is conceived as an intersection of paradigmatic
capacity per order of derivation, and is evaluated in terms of the structural
richness that is quantitatively represented by calculating the saturation
value.

(iv) The vertical dimension operates with the narrow understanding of a para-
digm as being applicable across the fluid boundary between inflection and
derivation, while the horizontal incorporates specific features of word-
formation families (understood narrowly as equal to series) as constituting
one type of associative, paradigmatic relation.
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)

(vi)

(vii)

It introduces into the research of derivational networks a third dimen-
sion — a strong semantic perspective in the form of the classification of
individual derivatives by means of comparative semantic categories. In
other words, rather than representing the meaning of the derived word as
a whole, a semantic category represents the derivational meaning of the
affix attached to the word-formation base. Semantic categories constitute
an open-ended set of theory-neutral, cross-linguistically applicable, com-
parative semantic concepts. For the purposes of this research, we utilize a
list of 49 semantic categories that seem to exhaust the semantic specificity
of the sample languages. As comparative concepts employed in typologi-
cal research (Corbett 2010; Haspelmath 2010), these conceptualize proto-
types abstracted from descriptive categories. An extensive investigation of
the available non-decompositional models of semantic analysis of affixa-
tion phenomena and the calibration of posited onomasiological categories
in comparative semantic concepts served as the basis for compiling the
set applied here. (For a detailed presentation of the principles of the com-
pilation of the list of comparative semantic categories employed in the re-
search, see Bagasheva 2017.)

The research methodology rests upon a usage-based approach to lan-
guage (see Barlow and Kemmer 2000; Bybee 2006), utilizing a bottom-up
approach of analyzing actual data gathered in individual languages for
drawing the respective derivational networks.

It is the first piece of large-scale empirical research into derivational net-
works. By implication, there has been no cross-linguistic research into der-
ivational networks to date. This monograph presents and evaluates data
from a sample of 40 languages from across Europe.

(viii) This makes it possible to draw generalizations and evaluate the role of the

(ix)

genetic factor, the morphological type,' the nature of a language’s word-
formation system, the word-class of the basic word, and the order of deriva-
tion in the construction, complexity and richness of derivational networks.
Last but not least, the data enables us to contribute to the discussion on
the areal typology of European languages to determine a zonation accord-
ing to the parameter of derivational network richness.

1 When referring to morphological typology, we rely on the traditional classification proposed
by Sapir (1921) and Skalicka (2004-2006).



1 Introduction = 3

1.1 Previous research

As indicated above, the idea of complex and systematic relations among deriva-
tives organized around a simple underived base word is not new. Relevant dis-
cussions can be found, for example, in the works of Czech and Slovak linguists
from the 1960s and the following decades, inspired (as for many other word-
formation issues) by Dokulil’s seminal work (1962), with the fundamental the-
ory systemized in Horecky et al. (1989) and Furdik (2004). This line of research
is based on the principle of word-formation motivation as a universal principle
encompassing and influencing almost the whole word-stock. Furdik (2004: 74)
even speaks of derivational ‘cases’. Then, the derivational paradigm is con-
ceived as an ordered system of motivated units grouped around a single moti-
vating unit and constituting motivation pairs with it (Horecky et al. 1989:
28-29; see example 1):

(1)  Skola ‘school’ skol-dk ‘schoolboy’
Skol-nik ‘school janitor’
Skol-ka ‘kindergarten’
Skol-stvo ‘education system’
Skol-i¢ka ‘small school’ (Furdik 2004: 74)

A sequence of consecutive motivation pairs constitutes a derivational series
(Dokulil 1962: 13) or chain (Zych 1999: 12). This is illusatrated in example (2),
including seven orders of derivation:

(2) hodny ‘worthy’ >
hodnota ‘value’ >
hodnotit ‘evaluate’ >
zhodnotit ‘evaluate.RESULTATIVE® >
zhodnocovat ‘evaluate.DURATIVE® >
zhodnocovatel ‘evaluator’ >
zhodnocovatel'sky ‘evaluating’ >
zhodnocovatel'sky ‘in an evaluating manner’ (Furdik 2004: 74)

A system of derivational paradigms and series/chains organized around one
basic underived (non-motivated) word constitutes a derivational nest (Horecky
et al. 1989; Furdik 2004).
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3
rezat
‘to cut’

rez-ac ‘cutter.AG’
rez-acka ‘cutter.INSTR’
rez-ak ‘incisor’

rez ‘cut.N’

reza-nie ‘cutting’
rez-ba ‘carving’

rez-ivo ‘lumber’
rez-en ‘cutlet’
rez-ina ‘sawdust’
rez-ky ‘brisk’
rez-aci ‘cutting.ADy’
reza-telny ‘cuttable
rez-any ‘cut.pp’

>

od-rezat ‘cut off.v’
v-rezat ‘cut into’
nar-ezat ‘slice’

etc.

rezac-ka ‘cutter.AG.F’

rezb-dr ‘carver’  rezbdr-ka ‘carver. F’

rezbarstvo ‘woodcarving’ rezbar-sky
‘concerning wood-
carving’

>

rezb-drsky ‘in the woodcarving manner
rezn-ik ‘small cutlet’

rezateln-ost ‘cuttability’
rezan-ka ‘noodle’
rezan-ec ‘noodle’
odrez-ok ‘shred’
vrezat sa ‘cut into.REFLEXIVE’
ndrez ‘slice.N’
nareza-nie ‘slicing’
(Horecky et al. 1989: 39-40)

This means that derivational nests are constituted by a set of derivational series
in the syntagmatic direction and by a set of derivational paradigms in the para-
digmatic dimension. A derivational nest covers motivated words with identical
onomasiological marks but different onomasiological bases (Horecky et al.
1989: 31). As noted by Kardela (2015: 294), “[t]he theoretical import of the lexi-
cal nest should be obvious: the nests form a network of interrelated items
which help state the complex derivational relations between the various lexical
items and derivatives thereof.”

Word-formation research in the recent period has brought renewed inter-
est in complex derivational systems from various perspectives, including a re-
vived interest in derivational paradigms. The discussion of paradigms in
word-formation, as Blevins (2013) remarks, continues a venerable tradition in
word-based models of the architecture of grammar dating back to ancient Greece.
Despite vagaries of disparate development, all such models, including contempo-
rary ones, according to Blevins, “project morphological analysis primarily up-
wards from the word, and treat the association of words with paradigms or other
sets of forms as the most fundamental morphological task” (2013: 375).

Hathout and Namer (2016, 2019) propose a multi-level paradigm-based
model, relying on the concepts of derivational family, arrangement relations,
and the derivational paradigm. The derivational family is defined as a network
of derivationally-related lexemes (e.g. clarify, clarifier, clarifying, clarification);
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the arrangement relations (that correspond to the alignment relations discussed
by Bonami and Strnadova 2019) connect the lexemes formed by the same deri-
vational process. Hathout and Namer (2016) distinguish between the morpho-
semantic (MS) and the morpho-formal (MF) levels of description. These levels
of description of a derivational family are related by pairing individual morpho-
formal units (e.g. -ify in clarify) with the corresponding morpho-semantic cate-
gory (labeled ‘concept’); in this case, it is V_Event, i.e. an Event represented by
a verb. The individual morpho-formal units as well as morpho-semantic catego-
ries are interconnected to constitute modules that, as assumed by Hathout and
Namer, represent systems of interpredictability between words (derivational
family), concepts (MS) and formal patterns (MF).

(4) An example of a multi-level paradigm-based model (Hathout and Namer
2016)

Xify

'clarify' - T

Xification |

Derivational family

The concept of the derivational paradigm is also a point of departure for the dis-
cussion of more complex relations by Bonami and Strnadova (2016, 2019). They
work with derivational (sub)families that exhibit key properties shared by inflec-
tion systems. Their understanding of the morphological subfamily is analogical
to the definition of the derivational family by Hathout and Namer above, i.e. they
define it as a set of morphologically related words. A paradigmatic system is then
a collection of (partial) families that are aligned in terms of the content-based re-
lations that their members entertain. The notion of alignment is purely content-
based, and so it covers word pairs, such as random, randomize; class, classify; or



6 =— Livia Kortvélyessy, Alexandra Bagasheva, Pavol Stekauer, Salvador Valera

ordery, ordery — all these pairs are aligned through the CAUSATIVE relation. In gen-
eral, they consider the content-based contrast between words to be the fundamen-
tal feature of paradigm structure.

Bonami and Strnadova emphasize the considerable similarity between in-
flectional paradigms and morphological families, which is projected onto their
fairly liberal understanding of the morphological family: it permits inclusion in
a single family of both inflectionally and derivationally-related words (e.g. sing,
sang, singer). A specific feature of their approach is that the paradigmatic sys-
tem does not allow for gaps (defectivity) or synonymy within a paradigm (over-
abundance) — they are purposefully ignored. Given this theoretical background
and a number of analogies between inflectional and derivational paradigms,
the authors give evidence that the method of computation of the predictability
within inflectional paradigms is also applicable to that within derivational
paradigms.

Rodrigues and Rodrigues (2017) speak of cross-paradigms conceived as
“mental patterns dynamically organized around more than one axis.” They dis-
tinguish between two main paradigmatic organizations, in particular, the lex-
eme-based and the affix-based paradigms. The former is illustrated with
deverbal nouns, including various affixes adding the same Processual meaning
to the ACTION represented by the basic verb, as in the Portuguese examples ava-
liar ‘to evaluate’ > avaliacdo ‘evaluation’, matar ‘to kill’ > matanga ‘slaughter’,
or aterrar ‘to land’ > aterragem ‘landing’. In other words, this type of paradig-
matic organization relies on various affixes adding the same meaning to word
bases belonging to the same class of derivational base. The second type of para-
digmatic organization employs one and the same affix, for instance, the
Portuguese suffix -ism(o) in the series medievalismo ‘medievalism’, espiritua-
lismo ‘spiritualism’, luteranismo ‘Lutheranism’, newtonianismo ‘Newtonianism’
and figurativismo ‘figurativism’.

The central claim of Rodrigues and Rodrigues is that these two types of para-
digmatic organization can interact to establish cross-paradigms. The ability of an
affix to operate on derivational bases of different word-classes is semantically
grounded and accounted for by what Libben (2014) labels as morphological
superstates. An important condition for the formation of this kind of cross-
paradigms is the size of the morphological family: the formation of cross-
paradigms is, as suggested by Rodrigues and Rodrigues (2017), restricted to rich
morphological families.

A different line of research into complex derivational relations is repre-
sented by tools and models employed by computer linguistics, for example,
‘neural’ models serving the completion of derivational paradigms, inspired by
well-established models of inflectional paradigm completion (Cotterell et al.
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2017) and computerized systems employed for the establishment of derivational
nests (networks) in the Czech language (e.g. Pala and Hlavackova 2007;
Sevéikova and Zabokrtsky 2014; Pala and Smerk 2015).

1.2 Theoretical principles

The point of departure in our approach is the concept of paradigm. It has tradi-

tionally been discussed exclusively within the field of inflectional morphology.

The idea of derivational paradigms has, for a long time, been called into ques-

tion.? Nevertheless, there is significant parallelism between inflectional and

derivational paradigms. The main points of correspondence are reviewed in
what follows.

(i) Both of these types of paradigm operate within word-classes. Thus, there are,
among others, substantival, verbal, adjectival and adverbial paradigms in in-
flection, which means that (inflectional) affixes are attached, respectively, to
nominal, verbal, adjectival and adverbial bases. In derivation, in an analogical
manner, paradigms are also based on nouns, verbs, adjectives and adverbs.
The fact that the word-class can change in the process of derivation is not im-
portant (word-class changing affixation is a typical feature of derivational pro-
cesses) in this respect because it does not affect the categorial foundation of
either inflectional or derivational paradigms. The class-changing capacity of
derivation bears on the two-dimensional system of derivational nests. The in-
flectional and derivational paradigms are, however, unidimensional systems
that rely on the identity of the word-class of the basic word.

(ii) The inflectional paradigm is based on expressing certain (grammatical) cat-
egories by affixes (among other possible means), for example, CASE, NUMBER
and GENDER in nouns. Analogically, derivational paradigms are also based
on expressing certain (semantic) categories, for example, AGENT, PATIENT,
INSTRUMENT, LOCATION, ABSTRACTION, ITERATIVITY, CAUSE, RESULT OF ACTION,
DIMINUTIVENESS, AUGMENTATIVENESS, etc. By implication, both types of para-
digms are organized around the concept of category.

(iii) Each of the grammatical categories can be realized, depending on the mor-
phological type of a language, by one or more form-meaning units, includ-
ing various affixes. Thus, for example, the nominative plural slot of the

2 For an overview of various approaches to derivational paradigms see Stekauer (2014) and
Hathout and Namer (2019).
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substantival paradigm in Slovak can be represented by -i, -y, -ovia, -e, -d, -
ia, or -ta (their use depends on the formally determined gender of the par-
ticular noun and the nature of the word-final phoneme), and this estab-
lishes various substantival paradigms for the category of nouns (twelve in
total). By the same token, one can analogically speak of one or more form-
meaning units constituting derivational paradigms, for instance, within the
semantic category of AGENT in English:

(i) verbal base + the suffix -er (teacher)

(i) nominal base + the suffix -ist (pianist)

(iii) nominal base + the suffix -ian (librarian)

(iv) nominal base + the semisuffix -man (milkman)
(v)  verbal base + the suffix -ist (typist)

(vi) verbal base + the suffix -ee (escapee)

(vii) nominal base + the suffix -eer (profiteer)

etc.

(iv) Both inflectional and derivational paradigms function as a pattern for new

lexical items entering the system of a language. This means that both in-
flectional and derivational paradigms are controlled by the principles of
productivity, regularity and predictability.

These analogies between inflectional and derivational paradigms can be com-
pleted with those proposed by Bonami and Strnadova (2016, 2019) using exam-
ples from Czech and French. These include points (v) through (vii) below.

(v) In a paradigmatic system, the formally unmarked cell (if any) need not be

the same for all inflectional or derivational paradigms. In example (6a)
from Czech, the same morphosyntactic feature is realized formally by dif-
ferent exponents: X ~ Xii vs. Xa ~ X vs. Xa ~ Xui vs. X ~ X. The same kind of
differential exponence can be illustrated for a derivational paradigm (6b),
where we see the alternations X ~ Xe vs. Xi ~ X vs. Xi ~ Xe vs. X ~ X:

(6) (a) Differential exponence in inflectional paradigms (example from Czech)

NOM. SG GEN.PL

hrad hrada ‘castle’
Zena zen ‘woman’
tata tati ‘dad’

staveni staveni ‘building’
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(b) Differential exponence in derivational paradigms (example from French)

COUNTRY INHABITANT

France ‘France’ Francais ‘French’
Russie ‘Russia’ Russe ‘Russian’
Albanie ‘Albania’ Albanais ‘Albanian’
Corse ‘Corsica’ Corse ‘Corsican’

(Bonami and Strnadova 2019: 180)

(vi) Both inflectional and derivational paradigms may use an exponence strategy
that is a hybrid of two others (heteroclisis), as illustrated in (7). The contrast
between nom.sg. and gen.pl. for tdta is marked by a hybrid combination of
the nom.sg. Zena and the gen.pl. hradii (Xa ~ X). The same can be found in
the derivational paradigm of (6b), where the contrast between Albanie and
Albanais combines the exponents found in Russie (name of the country) and
Francais (inhabitant), i.e. Xi ~ Xe (Bonami and Strnadova 2019: 181):

(7) Nom.sG GEN.PL COUNTRY INHABITANT
hrad ‘castle’ hrada France ‘France’ Francais ‘French’
tata ‘dad’ tatd Albanie ‘Albania’  Albanais ‘Albanian’

(vii) Some inflectional and derivational paradigms fail to mark the semantic
difference with a corresponding form (syncretism) — this is a well-known
violation of the principle of constructional iconicity proposed within the
Natural Morphology theory (e.g. Dressler 2005):

(8) nom.sg gen.pl country Inhabitant
hrad ‘castle’ hradd France ‘France’ Francais ‘French’
staveni ‘building’ staveni Corse ‘Corsica’ Corse ‘Corsican’
(Bonami and Strnadova 2016: 9)

This means for us that there seems to be only one substantial difference be-
tween the two types of paradigm: while the membership in inflectional para-
digms is prototypically, due to the absence of competition, obligatory and
automatic, the membership in derivational paradigms is prototypically, due to
competition, facultative. As a result, while there are minimum gaps (but they
do occur!) in the paradigms within the inflectional system, there are quite a lot
of them in the derivational paradigmatic systems of natural languages. Related
to this, while inflectional paradigms represent a closed system, derivational
paradigms are an open system. This fact, however, does not project itself into a
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chaotic and vague nature of derivational paradigms. In fact, the opposite is
true. In spite of numerous gaps, derivational paradigms are highly regular and
predictable, which is guaranteed by the possibility to fill any empty slot with a
potential word that fits the paradigmatic system. From this it follows that the
only major difference between inflectional and derivational paradigms con-
cerns the fact that, while the former is based on actual units, the latter relies on
a combination of actual and potential units (see also Bauer 1997). In other
words, as also pointed out by, among others, Boyé and Schalchli (2019) and
Gaeta and Angster (2019), the difference between inflectional and derivational
paradigms is basically of a quantitative nature.

In summary, while an inflectional paradigm is conceived as a system of
forms of a single word, derivational paradigms can be treated as a system of
complex words derived from a single word-formation base. This includes all di-
rect derivatives from a single word-formation base (vertical dimension), as illus-
trated in the following example with the Slovak word dom ‘house’:

9 @G dom ‘house’
(i) dom-ov ‘home’
(iii) dom-cek ‘little house’
(iv) dom-ik ‘little house’
(v) dom-isko ‘large house’
(vi) dom-ov (adverb of direction) ‘towards one’s home’

In this case, we speak of the paradigmatic capacity of the word-formation base
represented by the number of direct derivatives from the word-formation base
(basic underived word).

In addition, there is another, syntagmatic dimension that should be taken
into consideration, in particular, all linear derivations from a single word-
formation base, as in (10):

(10) (@) dom dom-ov dom-ov-ina dom-ov-in-ovy
‘house’ ‘home’ ‘homeland’ ‘related to a homeland’
(b) dom dom-Cek dom-Cek-ovy
‘house’ ‘little house’ ‘related to a little house’
(c) dom dom-ik dom-ik-ovy
‘house’ ‘little house’ ‘related to a little house’
(d) dom dom-isko dom-isk-ovy

‘house’ ‘large house’ ‘related to a large house’
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This dimension enables us to identify the number of affixation operations
available for a given basic underived word. Each such affixation operation
represents one order of derivation. By implication, this dimension identifies
orders of derivation. In example (10), (a) shows three orders of derivation,
while (b) through (d) permit two orders of derivation from the same simple
underived word dom ‘house’.

The concept of derivational orders makes it possible to extend the scope of
paradigmatic capacity beyond the immediate, direct derivatives from basic
words to all orders of derivation. In that case, we can speak of the derivational
capacity of the word-formation base (basic, underived word). The derivational
capacity can be examined for each order of derivation separately, or it can
cover all orders of derivation.

Finally, each derivational step introduces (and therefore expresses and rep-
resents) a particular semantic category. In (10a) these are, respectively, LOCATION,
LOCATION and QUALITY, in (10b) and (10c) DIMINUTIVE and QUALITY, and in (10d)
AUGMENTATIVE and QUALITY. By implication, a combination of derivatives from the
same base simultaneously identifies a combination of semantic categories real-
ized in the process of consecutive derivations. Semantics thus functions as an in-
dispensable third dimension of our model. Any order of derivation can include
more than one semantic category, and one and the same category can be for-
mally represented by more than one affix as, for example, in (10b) and (10c),
where the 1st order of derivation from dom ‘house’ includes two different affixal
representations of the semantic category of DIMINUTIVE. From this it follows that
one and the same basic word can give rise to several paths of consecutive deriva-
tions, each of which has its specific number of derivatives representing specific
semantic categories.

The paradigmatic capacity and the orders of derivation establish the deri-
vational network, that is, a network of derivatives derived from the same word-
formation base (simple underived word) with the aim of formally representing
specific semantic categories.

Derivational networks may substantially differ from language to language
in their complexity in terms of both the number of orders of derivation and the
number of derivatives in each order. This is illustrated by a comparison of deri-
vational networks for equivalent basic words: the Icelandic word drekka and
the Bulgarian word pie, both meaning ‘to drink’>:

3 Due to the complexity of the derivational network for the Bulgarian word pie ‘to drink’, its
derivational network is divided into three parts (Figures 1.1a, 1.2a and 1.3), each of which rep-
resents one order of derivation.
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Figures 1.1-1.3 illustrate considerable differences between these two deri-
vational networks in terms of both the number of derivatives and the number of
orders.

The maximum derivational network results from the intersection (‘horizon-
tal’ and ‘vertical’ derivations) of all implemented (actual) derivations found
for all basic words of an examined sample within a particular word-class (see
Figure 1.4).

In our example, the maximum derivational network for Bulgarian adjec-
tives in the 1st order of derivation is 27 derivatives (the highlighted numbers).
By adding up the maximum numbers for all orders of derivation, we get the
maximum derivational network for the class of adjectives. In the case of
Bulgarian adjectives, this is 88.

The concept of the structural richness of a derivational network of a sin-
gle word-formation base is quantitatively represented by the saturation value
calculated as a proportion between the number of actual derivatives in a par-
ticular derivational network and the maximum derivational network (cf. sec-
tion 1.3.5).

1.3 Research project methodology and objectives

The research project from which this volume originates is aimed at the evalua-
tion of a range of parameters defining derivational networks across languages:
the paradigmatic capacity, the (maximum) derivational capacity, the order of
derivation, the saturation value of derivational networks in individual lan-
guages and in language genera, typical combinations of semantic categories,
and their potential blocking effects for a uniform sample of 30 words from 40
languages of Europe that yielded 1,200 derivational networks in total, an ex-
tremely rich source of data.

1.3.1 Sample of words

The point of departure is three word-classes, including nouns, verbs and adjec-
tives. Each of these word-classes is represented by 10 simple underived words.
Since each of the 30 basic words must be a simple underived word in each of
the 40 sample languages, we chose Swadesh’s core vocabulary counting 200
words because the chances of finding simple underived equivalents for core vo-
cabulary words across the sample languages are relatively high. The first
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1% order

Quality Resultative ~ Agent Instrument Process State Action Manner
1A drekkanlegur

1B drekking
1C drekkandi

Figure 1.1: (b) Derivational network, 1st order, Icelandic verb drekka ‘to drink’.

selection identified 74 nouns, 54 verbs and 31 adjectives in total. Their equiva-
lents in the sample languages were subsequently marked as simple or derived.
This left us with 37 simple underived nouns, 12 simple underived verbs and 10
simple underived adjectives. Consequently, the sample of adjectives was ‘natu-
rally’ identified. The samples of nouns and verbs were reduced to 10 each by
eliminating those words that were excessively represented in Swadesh’s seman-
tic groups (Swadesh 1955). All in all, the resulting sample of 3x10 words in-
cludes only words that are simple, underived and, from a synchronic point of
view, actively used in all 40 languages.

(11) Nouns Verbs Adjectives
bone cut bad
eye dig new
tooth pull black
day throw straight
dog give  warm
louse hold old
fire sew long
stone burn thin
water drink thick
name know narrow

Importantly, each word was assessed and confirmed as an inherent part of the
present-day wordstock of a particular language by an expert morphologist(s) of
that language. By implication, the derivational networks based on these 30 sim-
ple underived words rely on synchronically productive affixation rules in each
of the 40 languages covered in this research. One of the fundamental principles
in developing individual derivational networks was the exclusion from the net-
work of any archaic, obsolete, regional, or slang words.
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2% order
Quality Action
1A1 6drekkanlegur
1A2 ¢drekkandi

1C1 sidrekkandi

Figure 1.2: (b) Derivational network, 2nd order, Icelandic verb drekka ‘to drink’.

3"order

Agent Saturative Diminutive Pluriactionality

3C7a napijanstva (se) 3C6b popijanstva
3C4a pijandurnik

3J1a izpoizpie

3L1a izponapie

Figure 1.3: Derivational network, 3rd order, Bulgarian verb pie ‘to drink’.

1.3.2 Sample of languages

The sample of 40 European languages was established in two steps. The pri-
mary source was the languages covered in Miiller et al. (2015-2016). Their num-
ber was reduced on the basis of their data availability, i.e. according to the
possibility of verifying the existence of derived words by means of representa-
tive dictionaries and/or corpora. An important reference guide in this respect
was Ethnologue, in particular, its Expanded Graded Intergenerational Disruption
Scale that includes 12 levels. Only levels 0—4 were taken into consideration be-
cause only languages falling within any of these five levels met the above-
mentioned criteria of representativeness (Table 1.1).
A list of the languages selected is given in Table 1.2.
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Figure 1.4: Maximum numbers of 1st order derivatives per semantic category — Bulgarian
adjectives.

Table 1.1: Expanded Graded Intergenerational Disruption Scale (Ethnologue).

Level Status Description

0 International The language is widely used between nations in trade, knowledge
exchange, and international policy.

1 National The language is used in education, work, mass media, and
government at the national level.

2 Provincial The language is used in education, work, mass media, and
government within major administrative subdivisions of a nation.

3 Wider The language is used in work and mass media without official status
Communication to transcend language differences across a region.

4 Educational The language is in vigorous use, with standardization and literature
being sustained through a widespread system of institutionally
supported education.
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Table 1.2: Sample languages by language families and by genera (based on WALS).

Indo-European (29) Slavic (9): Bulgarian, Croatian, Czech, Polish, Russian, Serbian,
Slovak, Slovene, Ukrainian

Germanic (8): Danish, Dutch, English, Frisian, German, Icelandic,
Norwegian, Swedish

Romance (7): Catalan, French, Galician, Italian, Portuguese,
Romanian, Spanish

Celtic (2): Irish, Welsh

Baltic (2): Latvian, Lithuanian

Greek
Uralic (4) Estonian, Finnish, Hungarian, North Saami
Altaic (2) Tatar, Turkish

Nakh-Daghestanian (2) Chechen, Dargwa

Kartvelian (1) Georgian
Afro-Asiatic (1) Maltese
Isolate (1) Basque

1.3.3 Semantic categories

For the sake of the semantic classification of each derived word, a provisional list
of semantic categories was proposed and completed/modified in the course of the
project’s implementation, taking fine-grained nuances in different languages into
consideration. The objective was to preserve a desired level of generalization with-
out losing relevant distinctions (see Appendix 1). The overall semantic theory em-
ployed for devising a set of semantic categories is cast in constructionist (Booij
2010) and cognitive linguistic terms, at least in that it recognizes subsymbolic pro-
cesses in networks as constitutive, since construction relations are obtained at all
levels of linguistic patterning. The compiled set contains theory-neutral, cross-
linguistically applicable, comparative semantic concepts (in Haspelmath’s (2010)
sense of the term ‘comparative concept’). The semantic categories have been pos-
ited regardless of the formal means of their expression in different languages. In
keeping with Croft’s (2003) recommendations for enhancing cross-linguistic com-
parability, the semantic comparative categories allow for the examination of “the
construction(s) or strategies used to encode” them in separate languages (Croft
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2003: 14). The constructions can be read off the individual networks in each lan-

guage, while the strategies can be detected in any alternative process employed

in languages with poor derivational networks, where compensatory mechanisms,
also known as “strategies”, are identified.

Since comparative concepts are abstracted from descriptive categories as
prototypes, the categories used in the individual chapters have been con-
ceived on the basis of general typological considerations within the limits of
typical meanings of affixation patterns in the European languages for which
the categories have been posited. Bearing the underdetermination of lexical
concepts (Evans 2009; Ludlow 2014) in mind and accepting that language is a
complex adaptive system (Beckner et al. 2009) and that meaning in language
is a synergetic, emergent phenomenon (Kéhler 2011), the generation of mean-
ing in derivational word-formation is a multifactorial process with particular
meaning features not attributable to any single specific factor or constituent
in a recoverable causal manner. With these preliminaries in mind, the set of
semantic categories employed in building the networks are characterized by
the following:

(i) they function as canonical points “from which the phenomena actually
found can be calibrated” (Corbett 2010: 141) and, in that sense, they target
common cross-linguistic specificities, not the peculiarities of individual
languages;

(ii) they constitute “a special set of comparative concepts that are specifically
created by typologists for the purposes of comparison” (Haspelmath 2010:
663) and are, in that sense, constructs, not part and parcel of the compe-
tence of speakers;

(iii) they are heterogeneous in terms of a number of criteria: a) the degree of
granularity of the notional categories (in the sense that they combine dif-
ferent numbers of the ontological types discussed below); b) the number
of cross-linguistic instantiations; and c) the typicality of individual seman-
tic categories for a specific language;

(iv) their heterogeneity tries to avoid the association of comparative concepts
with any specified word-class in any language, as well as distinctions be-
tween types of affixes (infixes, superfixes, prefixes, suffixes, etc.) and the
associated problems of categorial headedness;

(v) the set of comparative concepts has been extracted from descriptive cate-
gories of individual languages. The language-specific categories were
used as the lower limit of granularity, while the upper limit was deter-
mined by the ontological types defined by Cruse in dealing with lexical se-
mantics, i.e. the “fundamental modes of conception that the human
mind is presumably innately predisposed to adopt” (Cruse 2000: 49);
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(vi) the degree of granularity can at best be illustrated, not explicated — e.g.
RESULT OF ACTION is a subcategory of the basic ontological types, combin-
ing features of ACTION and STATE. Thus the employed semantic category
RESULTATIVE is one level of generality removed from the ontological
types. It is at that level that the comparative semantic concepts have
been postulated;

(vii) each sense associated with a specific affix is accommodated under a sepa-
rate semantic category from the set, and thus systematic polysemy in deri-
vation can be captured;

(viii) when two inseparably linked meaning elements are associated with a sin-
gle affix, two semantic categories are used to classify the derivative within
a particular derivational step, e.g. Spanish ojo ‘eye’ > 0j-0s0 ‘a person hav-
ing big eyes’ labeled with PATIENT +AUGMENTATIVE; and

(ix) the semantic categories are associated with the last derivational step in a
series, i.e. with the specific affix attached within this step, and derivatives
are discretely arranged in orders of derivation so that the categories do not
take into account the resultant lexical meaning of a specific derivative.

The set has been compiled on the basis of both semasiological (extensive read-
ing of analyses of affixation phenomena on the basis of existing, actual words
in various European languages) and onomasiological considerations (the ono-
masiological stance underlies the very cogitation of these concepts designed to
incorporate possible words), even though the networks for the individual lan-
guages in the volume are based exclusively on existing, attested words.

1.3.4 Construction of derivational networks

Each contributor identified a derivational network for each of the 30 sample
words for their language and calculated the saturation values of a derivational
network:

a) for each sample word,

b) for the word-class of sample nouns, verbs and adjectives, and

c) for the whole sample of 30 words.

The development of derivational networks faces a number of theoretical prob-
lems primarily related to the fuzzy boundary between derivation and inflection
(cf., for example, Scalise 1988; Dressler 1989; van Marle 1995; Booij 2006; ten
Hacken 2014; Stekauer 2015). For illustration, the fuzzy boundary between past
participles and their adjectival homonyms is one of many theoretical problems of
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this kind that have not found a unanimous solution either among theoretical
morphologists or from a cross-linguistic perspective. Therefore, past participles
and the words derived from them have not been included in the derivational net-
works within this project. Gradation, treated as an inflectional category in tradi-
tional grammars, has not been included in the derivational networks either, even
if some authors consider it to be a derivational phenomenon. Similar problems
bear on the status of combining forms, affixoids, polysemy, and semantic shift.
Owing to unequal theoretical approaches to their derivational relevance, it was
decided that combining forms be excluded from derivational networks. A list of
them was compiled in order to keep to a unified approach across all languages.
The same is true of affixoids unless a representative grammar or a reference book
explicitly identifies a particular unit as an affix. If a language does not have any
basic form, such as English infinitive, and if there are several inflected forms that
can serve as the basis for the 1st order of derivation, all of these forms were taken
as a single zero-degree base. Any transflexion, transposition, conversion, etc.
were excluded from the scope of derivational networks. This fact, certainly, can-
not but be reflected in the richness of the derivational networks. So, for example,
in Basque, all verb formation is based on conversion. In addition, conversion is
also highly productive for nouns and adjectives (cf. Chapter 46, this volume).
The networks contain lexical items that are exclusively constructed by affixation
processes. Only basic meanings, directly derived in the process of derivation,
count. Last but not least, it was found that individual language genera face their
own specific problems. These are discussed in brief introductions to the individ-
ual language groups.

1.3.5 Evaluation of derivational networks

Saturation value calculations are based on the concept of the Maximum
Derivational Network (MDN) (see Figure 1.4 above and the relevant text). For its
computation, it is necessary to identify the highest number of derivatives for a
given semantic category from among all ten sample words (in our research) of a
given word-class.

The MDN values enable us to calculate the saturation value for individual
adjectives by means of the formula in (12):

(12)

% % 100(%)

~ MDN
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Legend:

SV Saturation value

D Number of derivatives

MDN Maximum derivational network

For illustration, the Bulgarian adjective topal ‘warm’ has 27 derivatives. Its sat-
uration value is obtained as 25: 88 x 100 = 28.41%.
In the 1st order, it produces 7 derivatives. These are related to the 1st order
MDN, which is 27. Therefore, its 1st order saturation value is 7:27 x 100 = 25.93%.
This procedure makes it possible to calculate average saturation values for
each word-class by orders of derivation (13):

(13) Bulgarian adjectives: Average values of saturation by orders of derivation:
1st order saturation 30.74%
2nd order saturation 18.79%
3rd order saturation 20.00%
4th order saturation 11.67%
5th order saturation 10.00%

As a result, each sample language is characterized in terms of the complexity of
its derivational networks. Based on this data, the authors of language-specific
chapters comment on the results according to a unified structure defined for all
40 language-specific chapters. That means that each language is evaluated and
discussed within a separate chapter. Language genera that are represented by
more than one language of this sample are introduced by chapters reflecting
problems related to the construction of derivational networks in all the lan-
guages of the genus/family.

1.4 Structure of language-specific chapters

The structure of each language-specific chapter is as follows:

(i) A brief description of the word-formation system of a language in order to
determine the role of affixation processes in the word-formation system of
that language.

(ii) Computation of maximum derivational networks.

(iii) Computation of saturation values for each sample word in each of the

three word-classes, i.e. nouns, verbs and adjectives, and for each of the
word-classes as a whole.



(iv)
(v)
(vi)

(vii)

(viii)

(ix)

()

(xi)

(xii)

(xiii)
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Identification of the average number and the maximum number of orders
of derivation for nouns, verbs and adjectives.

Computation of the derivational capacity for each word-class in each
order of derivation.

Examination of the correlation between semantic categories and orders of
derivation.

Identification of those semantic categories that are typical of individual
orders of derivation. In other words, an answer will be provided for the
question ‘Are any semantic categories characteristic of a particular order
of derivation within a particular word-class of ten basic words?’
Identification of semantic categories that systematically block any further
derivation at individual orders of derivation. While there has been exten-
sive research into the combinability of derivational affixes, the data on
the combinability of semantic categories without regard to the specific af-
fixes that realize them may reveal additional explanations for the theory
of affix combinations and the blocking effects of affixes.

Identification of typical combinations of semantic categories as an answer
to the question ‘Are any combinations of semantic categories typical of
derivational networks of a given language?’

Identification of multiple occurrences of semantic categories in a series of
derivations from a single basic word.

Identification of the reversibility of semantic categories as an answer to
the question ‘Are there typical combinations of semantic categories of the
sort AB/BA, meaning that two semantic categories can occur in a reversed
order?’

For languages with small derivational networks, a brief explanation of
what this means for the word-formation system of that language and how
this paucity of derivatives is compensated for is given.

Conclusions.

Any deviations from this structure are due to the absence of a particular phenom-
enon in a given language. Each of the proposed evaluation criteria that constitute
the language-specific structure is designed to provide us with a picture of the der-
ivational potential and its actualization and the nature of the derivational system
of individual languages, with the emphasis on the role, function and combinabil-
ity of semantic categories in the formation of new complex words. In addition,
these criteria enable us to identify preferred word-formation strategies in various
languages and genera.
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The last chapter of this volume compares and evaluates the data for all 40
sample languages by individual parameters and draws conclusions from this
analysis.
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