
mathematics

Article

Fractal Dimension as Quantifier of EEG Activity in Driving
Simulation

Mª Victoria Sebastián 1,* , Mª Antonia Navascués 2, Antonio Otal 1, Carlos Ruiz 1, Mª Ángeles Idiazábal 3,
Leandro L. Di Stasi 4 and Carolina Díaz-Piedra 4

����������
�������

Citation: Sebastián, M.V.; Navascués,

M.A.; Otal, A.; Ruiz, C.; Idiazábal,

M.Á.; Di Stasi, L.L.; Díaz-Piedra, C.

Fractal Dimension as Quantifier of

EEG Activity in Driving Simulation.

Mathematics 2021, 9, 11. https://

doi.org/10.3390/math9111311

Academic Editor: Duarte Pedro

Mata de Oliveira Valério

Received: 24 March 2021

Accepted: 3 June 2021

Published: 7 June 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Centro Universitario de la Defensa de Zaragoza, Academia General Militar, Ctra. Huesca s/n,
50090 Zaragoza, Spain; aotal@unizar.es (A.O.); cruizl@unizar.es (C.R.)

2 Department. Matemática Aplicada, Escuela de Ingeniería y Arquitectura, Universidad de Zaragoza,
C/María de Luna 3, 50018 Zaragoza, Spain; manavas@unizar.es

3 Instituto Neurocognitivo Incia, Centro Adscrito a la Universidad de Barcelona, C/Balmes 203,
08006 Barcelona, Spain; instituto.incia@gmail.com

4 Instituto Mind, Brain, and Behavior Research Center-CIMCYC, University of Granada,
Campus de Cartuja s/n, 18071 Granada, Spain; distasi@ugr.es (L.L.D.S.); dipie@ugr.es (C.D.-P.)

* Correspondence: msebasti@unizar.es; Tel.: +34-976739851

Abstract: Dynamical systems and fractal theory methodologies have been proved useful for the
modeling and analysis of experimental datasets and, in particular, for electroencephalographic
signals. The computation of the fractal dimension of approximation curves in the plane enables the
assignment of numerical values to bioelectric recordings in order to discriminate between different
states of the observed system. The procedure does not require the stationarity of the signals nor
extremely long segments of data. In previous works, we checked that this parameter is a good index
for brain activity. In this paper, we consider this measurement in order to quantify the geometric
complexity of the brain waves in states of rest and during vehicle driving simulation in different
scenarios. This work presents evidence that the fractal dimension allows the detection of the brain
bioelectric changes produced in the areas that carry out the different driving simulation tasks,
increasing with their complexity.

Keywords: fractal dimension; electroencephalogram; driving simulation; interpolation

1. Introduction

Dynamical systems methodologies, and specifically those of fractal sets, have been
shown to be useful for modeling and quantifying experimental data, particularly for
neurological signals [1,2]. Information on brain activity can be obtained from oscillations in
the electrical potential of the human brain. That means that the activity produced by brain
neurons is extracted by means of electrodes located on the scalp or at the base of the skull.
The first recording of this electrical activity in humans, known as an electroencephalogram
(EEG), was carried out in 1924 by the German neurologist Hans Berger, who is considered
as the father of electroencephalography. EEG recordings are non-stationary signals [3], so a
precise analysis of them requires processing techniques that allow reflecting the intrinsic
characteristics of these signals, as well as the time variations of their properties.

These signals, with their different frequencies, amplitudes, and shapes, may have a
physiological or pathological value, but the relationships between abnormal EEG and brain
functions and disorders are not yet well understood. Therefore, it is necessary to obtain
quantitative methods that assign numerical values to the basic characteristics of the signal
in order to define quality descriptors that determine the characteristics of the EEG and
allow the discrimination between different physiological states and establish comparisons
between several records [4].

The primarily techniques used in the analysis of EEG signals were the Fast Fourier
Transform (FFT) or the Reduced Time Fourier Transform (STFT) [5]. These methods of time-
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frequency representation revealed the temporal evolution of the spectral characteristics of
the signal.

Advances in nonlinear dynamics have made it possible to consider brain electrical
activity modeling as a dynamical system and, in particular, as a chaotic-type dynamical
system. The EEG signal is the gate to measure the complexity of the nonlinear behavior of
brain bioelectric activity. Among the quantifiers of the complexity of the data of the EEG
signals proposed are the Lyapunov exponents (LE), the largest Lyapunov exponent (LLE) or
the correlation dimension, which is also called D2. These methods have the disadvantage
that their calculation requires working with long data samples, and the computational
time used is excessive. In addition, both D2 and LLE have been considered poor indices to
discriminate between different mental tasks [6].

Our team has developed advanced computational and analytical methods with low
computational cost to compute different quantizers of EEG signals. In particular, we use
the fractal dimension to measure the complexity of the signal [7]. In general, the greater the
dimension, the greater the complexity. This parameter makes it possible to investigate the
brain electrogenesis of the signals and extract information that would not be discovered
by mere visual inspection. The fractal dimension is a parameter that does not require
any hypothesis of signal stationarity and does not need too long records and, therefore,
allows the assignment of numerical values to the EEG records to discriminate between
different brain states. Previous studies have applied this quantifier to analyze EEG signals
in different situations [8–11]. Finotello et al. [12] extracted the EEG characteristics in sleep
records using the fractal dimension. In their study, Ruiz and Molina [13] used the fractal
dimension to study the relationship between cortical and cardiac dynamics and their role
in the perception of emotions.

Our research group has used this quantifier to analyze attention/concentration during
the performance of tasks with different difficulty [14–16]. Attention, one of the last complex
brain processes to acquire the category of higher brain function, is the foundation of many
other complex cognitive processes. It can be defined as selective and directed perception,
interest in a particular source of stimulation and effort, or concentration on a task. The level
of performance in a task and the ability to process information are dependent on the state
of brain activation in which the subject is [17]. This activation can be studied by recording
the oscillations of the electrical potential of the brain using the electroencephalogram,
which allows to analyze the overload, attention, and concentration required during the
performance of different tasks, as well as their loss.

In this work, the fractal dimension has been used to quantify the geometric complexity
of brain waves in a group of subjects belonging to the Spain Armed Forces in states of rest
and during the simulation of driving a military vehicle task in scenarios with different
levels of difficulty.

It is hypothesized whether this fractal parameter can discriminate between the basal
states with eyes open and closed and the simulated driving tests, showing the increase in
cortical activity when moving from the resting states to the driving tasks. In addition, it is
intended to indicate the areas of greatest activity in each of the driving tasks.

2. Materials and Methods
2.1. Methods

The fractal dimension of a curve is a dimensionless parameter that indicates the
density of a set in the metric space where it is located; that is, its dimension as a geometric
object. In the case of electroencephalographic signals, this dimension provides a measure
of the complexity of each of the recording channels, allowing comparisons between them,
as well as between groups and types of EEG.

The calculation of this quantifier can be simplified, since it is not an excessively
restrictive parameter in terms of signal stationarity hypotheses, and it does not need too
long records. Our team has developed several low-cost computational algorithms for
calculating the fractal dimension, for example, from the reconstruction of the EEG signal
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using fractal interpolation functions built with systems of iterated functions [18,19]. In
this work, a procedure has been implemented to calculate the fractal dimension D of the
trace of each EEG channel as a curve of the real plane, using the existing relationship with
another quantization parameter, the Hurst exponent, denoted by H:

D = 2− H.

The Hurst exponent, a parameter that varies between 0 and 1, is an indicator of the
self-similarity and the persistence of the signal [20]. Depending on the value of H, the
“color” of the movement or signal can be distinguished. So, values of H = 0 (o equivalently
D = 2) are associated with white noise, H = 1 (D = 1) indicates a smooth signal, and
H = 0.5 (D = 1.5) is related to a Brownian motion or red noise. This means that the
higher the value of the fractal dimension (the lower value of H), the more complex and
less predictable the signal. From the point of view of the theory, the exponent is related to
a fractional Brownian motion.

To obtain the Hurst exponent (and therefore the fractal dimension), no standard
algorithm has been used. Using the definition of Brownian motion, our own algorithm has
been developed, and it has been programmed into the Mathematica symbolic manipulation.
After a process of adimensionalization of the signal, the algorithm computes the variances
of the incremental variables corresponding to different steps. The magnitudes computed
are log–log correlated with respect to the time increment. The slope obtained doubles the
Hurst exponent.

For the calculation of the parameter H, the EEG signal has been denoted as x(i), and
different steps hk have been considered to define incremental variables

ψ
hk
i = x(i + hk)− x(i),

where hk = kδ and δ denotes the sampling interval.
The mean and variance are calculated vhk for each k-th incremental variable. If the in-

dex supports a fractional Brownian function model, the increments must follow a Gaussian
distribution:

ψ
hk
i ≈ N

(
0, vhk

)
with variance vhk proportional to h2H

k , H being the Hurst exponent.
Representing the log–log plot of the variances against the lags, data close to a line

with slope 2H are obtained. Once H has been calculated, the fractal dimension is obtained
directly using the previous relationship D = 2− H (See Table 1 and Figure 1).

Table 1. Example of the correlation coefficients of the regression for the computation of the Hurst
parameter in the six electrodes (F3, F4, O1, O2, T3, T4).

Channel Correlation Coef.

F3 0.988259

F4 0.990549

O1 0.990549

O2 0.987347

T3 0.989813

T4 0.980922
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Figure 1. Log–log plot of the variances as function of the steps (hk, vhk ) at an EEG signal in the
simulation of driving a military vehicle task in Afghanistan scenery.

2.2. Data Collection and Analysis

The initial sample for the experiment was composed of 41 volunteers from the Armed
Forces, NCOs, and Professional Military of Troops and Marines (MPTM). The subjects
were recruited from the instructors of the “San Gregorio” National Training Center (CE-
NAD) and the students being trained at this center to obtain special driving licenses. The
sample included right-handed subjects with no neurological history and who were not
taking chronic medication, with no history of brain damage, vision problems, or learning
difficulties.

Due to failures in the data collection/simulator system, 9 participants were discarded,
which resulted in a final sample of 32 subjects (30.6 ± 6.5 years; range 22–45, 2 female). Of
these, 10 of them were driving instructors, and 22 were students who wanted to obtain the
special driving license for the “LMV Lince” vehicle (a Spanish light multipurpose vehicle).

The electroencephalographic tests were collected at the “San Gregorio” National
Training Center (CENAD), in states of rest (with eyes closed and open) and during the
use of the dynamic simulation platform for the LMV Lince vehicle driver instruction.
Several driving scenarios, of different difficulty, were recreated including settings in Mali
(desert scenario, flat, monotonous, and of low complexity), Afghanistan (highly complex
scenario in mountainous areas with embankments), and a track training circuit with
different driving exercises (medium complexity). In the first two scenarios, the subjects
drove freely, while on the training track, they received constant external instructions
on the exercises and maneuvers they had to perform. The SOMNOwatch plus EEG-6
portable electroencephalograph (Somnomedics, Germany) was used to collect EEG signals.
Channels F3, F4, T3, T4, O1, and O2 were recorded according to the Jasper International
10-20 System, referenced to Cz. Filters with cutoff frequencies 0.5 and 70 Hz were applied.
The sampling frequency was 256 Hz. The EEG recording was segmented into five epochs
of 3 min each: closed eyes (ce), open eyes (oe), Mali (M), Afghanistan (Af), and track (P).
From each epoch, a 30 s segment was analyzed. Extensive high- and low-frequency pass
filters were applied to avoid artifacts.

Once the segments to be analyzed had been selected, the data were processed using
codes designed by our team in the Mathematica symbolic manipulator, reconstructing the
EEG signal and calculating the fractal dimension as indicated in Section 2.

Once the fractal dimension values were obtained for each subject, electrode, and EEG
type, the data were statistically analyzed. An exploratory data analysis was performed,
and a parametric T test was applied for related samples to contrast the hypothesis that the
difference in means between the different types of EEG was zero in any of the 6 electrodes
with a confidence level of 95% (α = 0.05) and of 99% (α = 0.01). The Kolmogorov–
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Smirnov tests were previously used to verify the data normality hypothesis and Levene’s
for homoscedasticity or equality of variances.

To visualize the obtained results, multitasking maps were made using Duchon splines.

3. Results

After analyzing the data, we could establish that the fractal dimension takes values in
a range between 1.14 and 1.69. Table 2 shows the average values of the dimension in each
channel for each type of EEG as well as the cortical average in the six channels.

Table 2. Average values of the fractal dimension in each channel (F3, F4, O1, O2, T3, and T4) for each type of EEG, basal
states with closed eyes (ce) and open eyes before and after the simulations (oe and oe2), and military vehicle driving
simulation tasks (AF, M, P), (n = 32). The last line shows the cortical average of the six channels for each type of EEG.

FRACTAL DIMENSION

CHANNEL ce oe Af M P OE2

F3 1.435 ± 0.092 1.435 ± 0.079 1.401 ± 0.069 1.420 ± 0.073 1.404 ± 0.058 1.412 ± 0.080
F4 1.374 ± 0.070 1.389 ± 0.060 1.351 ± 0.066 1.368 ± 0.075 1.362 ± 0.063 1.383 ± 0.081
O1 1.236 ± 0.059 1.317 ± 0.051 1.403 ± 0.063 1.370 ± 0.064 1.388 ± 0.060 1.315 ± 0.049
O2 1.243 ± 0.067 1.324 ± 0.057 1.400 ± 0.071 1.369 ± 0.069 1.387 ± 0.069 1.322 ± 0.053
T3 1.321 ± 0.085 1.391 ± 0.084 1.404 ± 0.089 1.373 ± 0.082 1.406 ± 0.069 1.382 ± 0.084
T4 1.344 ± 0.079 1.398 ± 0.086 1.437 ± 0.100 1.414 ± 0.088 1.448 ± 0.083 1.391 ± 0.074

Cortical Mean 1.326 ± 0.076 1.376 ± 0.071 1.399 ± 0.078 1.386 ± 0.076 1.399 ± 0.068 1.368 ± 0.071

The graphic representation of the computed values helps to understand them. Thus,
Figure 2 shows the average values of the dimension in each of the six electrodes (F3, F4, O1,
O2, T3, T4) for each of the EEG types (baseline with closed eyes (ce), baseline with open
eyes (oe), Afghanistan-type driving (Af), Mali-type driving (M), and training track (P)). It
was observed how the dimension has a similar behavior in the frontal zone for all types
of EEG. In the occipital zone, the values of the fractal quantifier were lower for the basal
states, increasing during driving simulation tasks. In the temporal area, there appeared to
be a difference between the EEG in a state of rest with closed eyes (where the lowest values
occur) and the rest of the types of EEG.
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Figure 2. Average values of the fractal dimension in each electrode (F3, F4, O1, O2, T3, and T4) for
the five types of EEG (closed eyes (ce), open (oe), Afghanistan-type driving (Af), Mali-type driving
(M), and training track (P)).

The analysis of the evolution of the fractal dimension when passing from basal EEG
types to conductions with different levels of difficulty has been separated by areas. In the
occipital area, O1 and O2 electrodes, it is appreciated how the quantifier increased as the
test or type of EEG became more complex. The fractal dimension increased due to the
opening of the eyes (change from the basal state with closed eyes to baseline with open
eyes) and especially when starting the driving simulations and leaving the resting state. An



Mathematics 2021, 9, 11 6 of 10

increase in the parameter was observed when driving became more complex (going from
the Mali scenario to the Afghanistan one) together with a slight decrease when returning
to the training track where the level of difficulty was medium. The right temporal zone
(T4) showed a clear increase in dimension with the evolution of the task. In the left zone
(T3), a decrease was observed when passing from the baseline state with open eyes to the
driving test in Mali (see Figure 3).
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Figure 3. Fractal dimension values in the different types of EEG (closed eyes (ce), open (oe),
Afghanistan type conduction (Af), Mali type conduction (M), and training track (P)) in the occipital
area (left) and temporal zone (right).

Figure 4 shows the evolution in the frontal area. In this case, the average of the
dimension remained more stable than in the rest of the areas, decreasing slightly with
the complexity of the simulation tasks. The frontal area behaves in an inverse way to the
previous ones.
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Afghanistan-type driving (Af), Mali-type driving (M), and training track (P)) in the frontal area
(F3, F4).

The previous results can be seen in the multitasking map in Figure 5, where the five
types of EEG are represented on the horizontal axis and the six electrodes are represented
on the vertical axis. The highest values of the fractal dimension were observed in the
frontal zone in the basal states and in the temporal and occipital zone during the driving
simulation tests.

Once the exploratory analysis was carried out, the hypothesis test was applied to
compare the pairs of EEG types. The significant differences found are shown in Table 3.
The entire temporal and occipital zones showed significant differences in the comparisons
between open and closed eyes and also when comparing the basal state of closed eyes with
all the driving simulation tasks.
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Figure 5. Multitask map of the fractal dimension in the five types of EEG (X-axis) and in the six
analyzed electrodes (Y-axis).

Table 3. p-values of the pairwise comparison hypothesis test of the EEG types in each channel (F3,
F4, O1, O2, T3, and T4) for the fractal dimension. The values of p < 0.001 are highlighted in red color,
0.01 < p < 0.001 in yellow color, and 0.01 < p < 0.05 in green color. (The meaning of the abbreviatures
is given in page 4).

FRACTAL DIMENSION (p-Values)
oe-ce A-ce M-ce P-ce A-oe M-oe P-oe A-M P-M P-A

F3 0.983 0.091 0.473 0.099 0.060 0.001 0.053 0.139 0.201 0.551
F4 0.122 0.164 0.734 0.407 0.009 0.178 0.040 0.216 0.656 0.174
O1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.062 0.023
O2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.004 0.079 0.022
T3 0.000 0.000 0.004 0.000 0.370 0.160 0.221 0.028 0.006 0.885
T4 0.000 0.000 0.000 0.000 0.033 0.226 0.002 0.083 0.006 0.352

If these simulations are compared with the basal state with eyes open, it is observed
that the occipital area continued to present differences in all cases and in the rest of the
areas they varied for each task.

Comparing the types of pairs EEG during the driving simulations, significant differ-
ences were obtained between driving in the Mali and Afghanistan scenarios in the occipital
zone and in part of the temporal (O1, O2, and T3) one. Comparing driving on the track
and driving in Mali, differences were obtained in the temporal zone (T3, T4) and when
comparing the track with the Afghanistan scenario, the occipital zone presented the most
significant differences. Figure 6 shows graphically the significant differences found in these
comparisons.

Figure 6. p-values obtained in the pairwise comparison hypothesis test of the EEG types (X-axis) in
each channel (Y-axis).
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4. Discussion

The study of brain activity during the performance of tasks that require attention
and vigilance is usually carried out using the classical techniques of EEG frequency band
analysis. In general, brain activities show increased alpha, beta, and gamma power in the
frontal and central areas in attention tasks with increased theta, alpha, and beta activity
in vigilance tasks. During visual attention, beta activity improves, and the low-frequency
phase synchronization of the EEG is commonly shown to increase between the frontal and
parietal regions of the brain in tasks that require attentional orientation [21].

Several authors have reported the existence of cortical and subcortical brain networks
involved in the variation of the EEG power spectra while performing flight tasks [22,23].
This classical analysis can be extended by applying nonlinear dynamics quantifiers, fractal
techniques, and new spectral methods. For example, Yang et al. [24] used the correlation
dimension to quantify changes in brain activity when performing seven types of EEG.

In previous works, our group has explored the brain activity during the simulation
of military vehicle driving using quantifying parameters calculated by our own meth-
ods. [25]. In this case, the conduction simulations were performed on an iPad, and the
EEG recordings were recorded with a hospital EEG. These indices have been shown to be
useful for quantifying brain activity, varying in the areas involved in the performance of
the different tasks.

The use of driving simulators (with a high degree of analogy to real situations) allows
the attentional process developed to carry out the cognitive function to mobilize the
responses associated with the task and to activate the brain areas where the neurocognitive
process occurs. This activation has been registered with the increase of the fractal dimension.
Specifically, this parameter has revealed the activation of the primary visual area located in
the occipital lobe and of the primary auditory cortex located in the temporal lobe, when
moving from a basal state to driving simulation tasks, confirming the hypothesis raised.
The decrease in dimension in the frontal area during the performance of the tasks can
be explained by the appearance of slow activity in this area because the task requires
the activation of the rest of the brain areas, which are responsible for sensory processing
(auditory and visual).

The increase in the dimension in the posterior brain areas when passing from rest with
closed eyes to rest with open eyes can be explained by the blockage of the alpha rhythm
produced under normal conditions when the eyes are opened, which suggests adequate
cortical reactivity.

The exhaustive filtering carried out on the signal before its analysis has made the
maximum average values in the activity zones lower than those obtained in previous
works, where the applied filters were not so restrictive.

The results presented in this work indicate that the fractal dimension is a good in-
dicator of brain activity, which can detect the brain bioelectric changes produced in the
areas involved in carrying out the different tasks of military vehicle driving simulation,
increasing with its complexity, which is a fact that confirms the hypothesis.

With this study, our team validates the results obtained in previous works with
quantifiers such as the normalized slope descriptors as well as with the analysis of the
mean frequency, where the differences related to gender were analyzed. Thus, we can
conclude that when faced with the same task, the female group presented higher values of
brain activation than the male group [26].

Our results confirm the paradigm of chaos theory, which states that apparently erratic
phenomena (in this case, brain waves) present a hidden geometry, which is well modeled
by fractal theory. The fractal dimension proves to be an effective quantifying parameter for
natural records (bioelectrical, climatic, etc.) and also for evolutionary social and economic
phenomena.
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