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Abstract

New calibrated estimators of quantiles and poverty measures are proposed. These estimators combine the incorporation of auxiliary information provided by auxiliary variables related to the variable of interest by calibration techniques with the selection of optimal calibration points under simple random sampling without replacement. The problem of selecting calibration points that minimize the asymptotic variance of the quantile estimator is addressed. Once the problem is solved, the definition of the new quantile estimator requires that the optimal estimator of the distribution function on which it is based verifies the properties of the distribution function. Through a theorem, the nondecreasing monotony property for the optimal estimator of the distribution function is established and the corresponding optimal estimator can be defined. This optimal quantile estimator is also used to define new estimators for poverty measures. Simulation studies with real data from the Spanish living conditions survey compares the performance of the new estimators against various methods proposed previously, where some resampling techniques are used for the variance estimation. Based on the results of the simulation study, the proposed estimators show a good performance and are a reasonable alternative to other estimators.
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1. Introduction

Quantile estimation is an issue of great interest because some measures and indicators depend on quantiles in many fields of research such as health science (\textsuperscript{11}); anthropology (\textsuperscript{5}) or economics (\textsuperscript{14}). More specifically, in the field of economics,
studies on the analysis of poverty and social exclusion have an increasing importance for governments and society in general, since some poverty measures, like the proportion of people (or households) in poverty, are important measures of the country’s overall economic welfare. Many indicators used in the poverty studies are based on quantiles, since they analyze variables with skewed distributions such as income, and in such cases the median is a more suitable location measure than the mean. Thus, one of the commonly used measures in the poverty analysis is the poverty line that allows dividing the population into poor and nonpoor and that, for example, Eurostat fixes as 60% of the median of the equivalent net income. Additionally, poverty studies incorporate the analysis of wage inequality and income distribution, whose measurement is often based on percentile ratios, such as 50th/5th and 50th/25th (16); 50th/10th (31, 24, 31, 8); 95th/50th (24, 8) and 90th/10th; 95th/20th; and 80th/20th (22).

In official surveys of living conditions, in social surveys and in sample surveys in general, auxiliary information is often available through additional variables related to the study variable. When auxiliary information is available, there are several alternative methods for incorporating it into the estimation phase and obtaining more efficient estimators (15; 12; 9; 17). These procedures have been applied to estimate the population mean (35; 38), the distribution function (9; 17; 40; 30) quantiles (20; 13) and poverty measures (32). Particularly, in the case of estimation of quantiles, the auxiliary information can be incorporated by means of indirect estimators. In this case, it is necessary to have the equivalent quantile of the auxiliary variable for a given quantile of the study variable (23; 34). Another possibility considers the incorporation of the auxiliary information to obtain estimators of the distribution function and to obtain the estimation of the quantile through the inverse function (9; 17). This procedure requires that the estimator of the distribution function fulfills the distribution function’s properties. Thus, based on this option, 37 obtained quantile estimators based on calibration framework described in 36. Similarly, also based on the same calibration framework, 26 developed post-stratified quantile estimators. The main advantage of the framework proposed in 56 is that the obtained estimators are genuine distribution functions under some conditions. One drawback of these esti-

\[1\] For an estimator \( \hat{F}(t) \) of \( F(t) \) to be a genuine distribution function it should be monotonic increasing and such that \( \hat{F}(-\infty) = 0 \) and \( \hat{F}(+\infty) = 1 \)
mators is that their efficiency depends on the selection of some calibration points \( t_i \).

Recently, under simple random sampling, the problem of optimal selection points in order to obtain the best estimation is treated in \([26]-[29]\). Unfortunately, the quantile estimation through the estimation of the distribution function needs the estimation for all value \( t \) and the optimal selection of auxiliary points depends on the point \( t \) in which we want to estimate the distribution function. This implies that the distribution function estimators based on optimal choice, in general, are not monotonous non-decreasing and may take values beyond the range \([0, 1]\).

In this work, we will adapt and employ the optimal selection proposals in \([29]\) in the estimation of quantiles. We show that the problem of optimizing the variance of a quantile estimator is equivalent to the optimization of the variance of the distribution function estimator at one point. We demonstrate that under certain conditions, the estimators obtained through the optimal selection proposed in \([29]\) meet the distribution function properties and can be directly used in the quantile estimation. Due to the complexity of the quantile estimation and the optimal selection for calibration estimators, a practical mathematical expression for the variances of the quantile estimator could not be established. Thus, some resampling techniques will be employed to obtain variance estimation of the quantile estimators proposed. Finally, in this work we will define new percentile ratio estimators that can be applied in the estimation of poverty measures.

The remainder of the article is organized in four sections. After introducing the problem of quantile estimation in Section 2, in Section 3, new calibration quantiles estimators are proposed based on optimal selection points for the estimation of the distribution function. In Section 4, we propose the use of resampling techniques for the variance estimation of the quantile estimators proposed in Section 4. The application of the optimal quantile estimators in poverty measures estimation is done in Section 5. Section 6 includes two simulation studies based on real survey data obtained from the Spanish living conditions survey in order to analyse the performance of quantile estimators and poverty measure estimators proposed in this work. Finally, Section 7 presents the concluding remarks.

2. Estimation of the distribution function and quantiles in survey sampling

Consider a finite population \( U = \{1, \ldots, N\} \) with \( N \) different units where a sampling design \( p(\cdot) \) is defined with first and second-order inclusion probabilities \( \pi_k > 0 \)
and $\pi_{kl} > 0$, $k, l \in U$. A random sample $s = \{1, 2, \ldots, n\}$ of fixed size $n$ is selected according to the sampling design $p(\cdot)$ and $d_k = \pi_k^{-1}$ denotes the sampling design-basic weight for unit $k \in U$ which is known. We denote by $y_k$ the study variable and by $x_k$ a vector of auxiliary variables at unit $k$. The values $x_k$ are assumed to be known for all population units but the value $y_k$ is assumed to be known only if the sample $s$ includes the $k$th unit. The distribution function $F_y(t)$ of the study variable $y$ is given by

$$
F_y(t) = \frac{1}{N} \sum_{k \in U} \Delta(t - y_k)
$$

where

$$
\Delta(t - y_k) = \begin{cases} 
1 & \text{if } t \geq y_k \\
0 & \text{if } t < y_k.
\end{cases}
$$

Based on $F_y(t)$, the finite population $\alpha$-quantile of $y$ is defined as the minimum value of $t$ for which at least $100 \cdot \alpha\%$ of the $y$’s values are less than or equal to that value, that is

$$Q_y(\alpha) = \inf \{ t : F_y(t) \geq \alpha \} = F_y^{-1}(\alpha).$$

A general procedure to obtain an indirect estimator for $Q_y(\alpha)$ is based on the incorporation of auxiliary information in the estimation of $F_y(t)$ to obtain an estimator $\hat{F}_y(t)$ that fulfills the distribution function’s properties, that is, $\hat{F}_y(t)$ is a genuine distribution function. Under this assumption, the quantile $Q_y(\alpha)$ can be estimated by taking the inverse of $\hat{F}_y(t)$ in the following way:

$$\hat{Q}_y(\alpha) = \inf \{ t : \hat{F}_y(t) \geq \alpha \} = \hat{F}_y^{-1}(\alpha).$$

The usual estimator of the distribution function $F_y(t)$ is the Horvitz-Thompson estimator given by:

$$\hat{F}_{YHT}(t) = \frac{1}{N} \sum_{k \in s} d_k \Delta(t - y_k).$$

(2)

The estimator $\hat{F}_{YHT}(t)$ is unbiased and under simple random sampling, it verifies the distribution function properties, but generally it is not a genuine distribution function and does not use the auxiliary information provided by the vector $x$.

Recently, to incorporate the auxiliary information in the estimation of $F_y(t)$, some authors ([20], [36], [37], [40] and [3]) have used the calibration method in the estimation of the distribution function and quantiles. Specifically, [36] modified the estimator $\hat{F}_{YHT}(t)$ by the calibration method. To do so, they considered a pseudo-variable
\[ g_k = \beta^* x_k \text{ for } k = 1, 2, \ldots, N, \]

where

\[ \beta^* = \left( \sum_{k \in s} d_k x_k x_k' \right)^{-1} \cdot \sum_{k \in s} d_k x_k y_k \]  

(3)

and they replaced the basic weights \( d_k \) by new calibrated weights \( \omega_k \) by means of the minimization of the chi-square distance measure

\[ \Phi_s = \sum_{k \in s} \frac{(\omega_k - d_k)^2}{d_k q_k} \]  

(4)

subject to the calibration equations

\[ \frac{1}{N} \sum_{k \in s} \omega_k \Delta(t_j - g_k) = F_g(t_j), \quad j = 1, 2, \ldots, P \]  

(5)

where \( q_k \) are known positive constants unrelated to \( d_k \), \( F_g(t_j) \) denotes the finite distribution function of the pseudo-variable \( g_k \) evaluated at the points \( t_j, \quad j = 1, 2, \ldots, P \) and it is assumed, with no loss of generality, that \( t_1 < t_2 < \ldots t_P \).

The resulting estimator (36) is given by

\[ \hat{F}_{gc}(t) = \hat{F}_{YHT}(t) + \left( F_g(t_g) - \hat{F}_{GHT}(t_g) \right)' \cdot \hat{D}(t_g) \]  

(6)

where \( \hat{F}_{GHT}(t_g) \) is the Horvitz-Thompson estimator of \( F_g(t_g) \) evaluated at \( t_g = (t_1, \ldots, t_P)' \) and

\[ \hat{D}(t_g) = T^{-1} \cdot \sum_{k \in s} d_k q_k \Delta(t_g - g_k) \Delta(t - y_k) \]

assuming that the matrix \( T \), given by

\[ \sum_{k \in s} d_k q_k \Delta(t_g - g_k) \Delta(t - g_k)' \]

is nonsingular.

Under some conditions (36) the estimator \( \hat{F}_{gc}(t) \) is a genuine distribution function and based on this framework, (37) developed a new estimator for quantiles \( Q_g(\alpha) \).

3. Optimal quantile estimators based on calibration estimation

In this section we will consider the search for quantile calibration estimators that are optimal in the sense of least error.
3.1. The optimization problem

A quantile estimator \( \hat{Q}_y(\alpha) \) can be expressed asymptotically as a linear function of the estimated distribution function evaluated at the quantile \( Q_y(\alpha) \) by the Bahadur representation (see [9]):

\[
\hat{Q}_y = \frac{1}{f_y(Q_y(\alpha))} (\alpha - \hat{F}_y(Q_y(\alpha))) + O(n^{-1/2}),
\]

(7)

where \( f_y(\cdot) \) denotes the derivative of the limiting value of \( F_y(\cdot) \) as \( N \to \infty \). This linear approximation previously used in [23] and [4] helps to study the asymptotic properties of the estimator. Using this approximation we can express the asymptotic variance of \( \hat{Q}_y(\alpha) \) as

\[
V_{\text{asym}}(\hat{Q}_y(\alpha)) = \left( \frac{1}{f_y(Q_y(\alpha))} \right)^2 V(\hat{F}_y(Q_y(\alpha)))
\]

then the problem of minimizing the variance of the quantile’s estimator \( Q_y(\alpha) \) is the same as minimizing the variance of the estimator of the distribution function \( \hat{F}_y(Q_y(\alpha)) \) on which it is based. Since the value \( Q_y(\alpha) \) is unknown, it is not possible to obtain the optimal points for the estimation of \( \hat{F}_y(Q_y(t)) \) following the approach developed in [29]. Consequently, for the optimal estimate of \( Q_y(\alpha) \), we consider the optimal estimation of \( F_y(t) \) for each point \( t \).

Following [36], the asymptotic variance of \( \hat{F}_{yc}(t) \) is given by:

\[
AV(\hat{F}_{yc}(t)) = \frac{1}{N^2} \sum_{k \in U} \sum_{l \in U} \Delta_{kl}(d_k E_k)(d_l E_l)
\]

(8)

where \( E_k = \Delta(t - y_k) - \Delta(t_g - g_k) \cdot D(t_g) \), with

\[
D(t_g) = \left( \sum_{k \in U} g_k \Delta(t_g - g_k) \Delta(t - y_k) \right)^{-1} \cdot \left( \sum_{k \in U} q_k \Delta(t_g - g_k) \Delta(t - y_k) \right).
\]

Thus, the selection of the auxiliary vector \( t_g \) changes the precision of the calibration estimator \( \hat{Q}_y(\alpha) \).

Following [28], under simple random sampling without replacement, the minimization of the asymptotic variance \( (8) \) is equivalent to the minimization of the function:

\[
Q_t(\gamma_1, \ldots, \gamma_P) = 2N F_y(t) \cdot K_t(\gamma_P) - \sum_{j=1}^{P} \frac{(K_t(\gamma_j) - K_t(\gamma_{j-1}))^2}{(F_y(\gamma_j) - F_y(\gamma_{j-1}))} - (K_t(\gamma_P))^2
\]

(8)

6
with \( K_t(\gamma) = \sum_{k \in U} \Delta(\gamma - g_k)\Delta(t - y_k) \).

Under simple random sampling without replacement, the function \( Q_t(\gamma_1, \ldots, \gamma_P) \)
has its minimum at a vector \( t_P = (\gamma_{t1}, \ldots, \gamma_{tP}) \) with \( \gamma_{tj} \in A_t \cup B_t, j = 1, \ldots, P \)
where
\[
A_t = \{g_k : k \in U; y_k \leq t\} = \{a_{t1}, a_{t2}, \ldots, a_{tM_t}\} \quad \text{with} \quad a_{th} < a_{th+1} \quad \text{for} \quad h = 1, \ldots, M_t-1
\]
where \( M_t \) is the number of elements in the set \( A_t \) and
\[
B_t = \{b_{t1}, b_{t2}, \ldots, b_{M_t}\}
\]
with
\[
b_{t1} = \max_{l \in U_1} \{g_l\} \quad \text{where} \quad U_1 = \{l \in U : g_l < a_{t1}\}
\]
\[
b_{th} = \max_{l \in U_h} \{g_l\} \quad \text{where} \quad U_h = \{l \in U : a_{th-1} \leq g_l < a_{th}\} \quad h = 2, 3, \ldots, M_t
\]
and \( b_{th} \leq b_{th+1} \) for \( h = 1, \ldots, M_t-1 \).

Under simple random sampling without replacement \([29]\) found that the auxiliary vector \( t_g \) has optimal dimension \( P = 2m_t \) when \( b_{t1} \) exists and for all \( j = 2, \ldots, m_t, b_{tj} \neq a_{tj-1} \) and the optimal vector is given by
\[
t_{OPT}(t) = (b_{t1}, a_{t1}, \ldots, b_{M_t}, a_{M_t}). \tag{10}
\]
In the case that for some values \( j_{t1}, j_{t2}, \ldots, j_{tp} \in \{1, \ldots, m_t\}; a_{j_{tq}-1} = b_{j_{tq}} \) with \( p_t \leq m_t \) and \( j_{th} \neq j_{tq} \) if \( h \neq q \) the optimal dimension is given by \( P = 2m_t - p_t \) and the optimal auxiliary vector \( t_{OPT} \) is:
\[
t_{OPT}(t) = (b_{t1}, a_{t1}, b_{t2}, a_{t2}, \ldots, b_{j_{tq}-1}, a_{j_{tq}-1}, b_{j_{tq}}, a_{j_{tq}}, b_{j_{tq}+1}, \ldots, b_{M_t}, a_{M_t}). \tag{11}
\]
Generally, the optimal vector \( t_{OPT}(t) \) is unknown. Moreover, if its value is known, it can produce some problems when it is used with the data of a particular sample \( s \) (it can produce incompatible calibration restrictions in \( (5) \)). Thus, in a similar way to the previous cases, we consider a estimated vector \( t_{\hat{OPT}}(t) \) based on the set \( A_{st} \) and \( B_{st} \) defined as:
\[
A_{st} = \{g_k : k \in s; y_k \leq t\} = \{a_{t1}, a_{t2}, \ldots, a_{m_t}\}
\]
with \( a_h^i < a_{h+1}^i \) for \( h = 1, \ldots, m_i - 1 \) and \( B_{st} \) is defined, based on the sample \( s \), in a similar way that \( B_t \).

Then we define the calibration estimator for the distribution function estimator:

\[
\hat{F}_{YO}(t) = \hat{F}_{YHT}(t) + \left( F_g(\hat{t}_{OP}) - \hat{F}_{GHT}(\hat{t}_{OP}) \right)' \cdot \hat{D}(\hat{t}_{OP})
\]  

(12)

where

\[
\hat{D}(\hat{t}_{OP}) = \frac{\sum_{k \in s} d_k q_k \Delta(\hat{t}_{OP} - g_k) \Delta(t - y_k)}{\sum_{k \in s} d_k q_k \Delta(\hat{t}_{OP} - g_k)}.
\]

Since the optimal vector \( \hat{t}_{OP} \) depends on \( t \), the estimator \( \hat{F}_{YO}(t) \) considers different calibration equations for each value of \( t \). Consequently, the conditions developed in [36] for \( \hat{F}_{Yc}(t) \) in general do not guarantee that \( \hat{F}_{YO}(t) \) is a genuine distribution function. In the next subsection we will see that \( \hat{F}_{YO}(t) \) meets the conditions of a true distribution function.

### 3.2. Defining the optimal quantile estimator.

In order to define the optimal quantile estimator, we must first demonstrate that the estimator \( \hat{F}_{YO}(t) \) is a genuine distribution function and a key property is non-decreasing monotony property. We consider the usual weights \( q_k = 1 \) (the uniform weighting is likely to dominate in applications [15]). The following theorem establish the nondecreasing monotony property for \( \hat{F}_{YO}(t) \).

**Theorem.** The calibration estimator \( \hat{F}_{YO}(t) \) is monotone nondecreasing.

**Proof.** If we consider values \( t \leq z \) with \( y_i \leq t < y_{i+1} \), and we denote by \( B_{si} = B_{sy_i} \), it is clear that

\[
A_{st} = A_{sz} = A_{si} \quad \text{and} \quad B_{st} = B_{sz} = B_{si}.
\]

Consequently, \( \hat{t}_{OP}(t) = \hat{t}_{OP}(z) = \hat{t}_{OP}(y_i) \) and the calibration weights \( \omega_k \) in (5) are obtained with the same auxiliary vector for \( t \) and \( z \) and following (36). since \( q_k = 1 \) for all \( k \in s \), we have \( \hat{F}_{YO}(t) \leq \hat{F}_{YO}(z) \).

Now, we consider the case where \( t \leq z \) with \( y_i \leq t < y_{i+1} \) and \( y_{i+1} \leq z < y_{i+2}; i = 1, \ldots, l - 2 \). For \( y_i \leq t < y_{i+1} \), we have:

\[
A_{si} = \{a_1^i, \ldots, a_{m_i}^i\} \quad ; \quad B_{si} = \{b_1^i, \ldots, b_{m_i}^i\}.
\]
We denote by $R_{si} = \{ j : b_j^i = a_j^{i-1} \}$ and $\tilde{R}_{si} = \{ j : b_j^i \neq a_j^{i-1} \}$. It is clear that \( \{1, \ldots, m_i\} = R_{si} \cup \tilde{R}_{si} \).

Now, if we assume that $R_{si} = \emptyset$, then the optimal vector $\mathbf{f}_{\text{OPT}}(t)$ is given by the sample-based version of (10) and following (36), the calibration estimator $\tilde{F}_{YO}(t)$ is given by:

$$\tilde{F}_{YO}(t) = \tilde{F}_{YHT}(t) + \sum_{j=1}^{2m_i} \left( F_g(t_j) - \tilde{F}_{GHT}(t_j) \right) \cdot A_i(t_j)$$

(13)

with

$$A_i(a_j^i) = \frac{\sum_{k \in s} d_k \Delta(a_j^i - g_k) \Delta(t - y_k) - \sum_{k \in s} d_k \Delta(b_j^i - g_k) \Delta(t - y_k)}{N(\tilde{F}_{GHT}(a_j^i) - \tilde{F}_{GHT}(b_j^i))}$$

$$= \frac{\sum_{k \in s} d_k \Delta(b_{j+1}^i - g_k) \Delta(t - y_k) - \sum_{k \in s} d_k \Delta(a_j^i - g_k) \Delta(t - y_k)}{N(\tilde{F}_{GHT}(b_{j+1}^i) - \tilde{F}_{GHT}(a_j^i))}$$

$$\frac{(\hat{k}_i(a_j^i) - \hat{k}_i(b_j^i))}{N(\tilde{F}_{GHT}(a_j^i) - \tilde{F}_{GHT}(b_j^i))} = \frac{(\hat{k}_i(a_j^i) - \hat{k}_i(a_{j-1}^i))}{N(\tilde{F}_{GHT}(a_j^i) - \tilde{F}_{GHT}(b_j^i))} ; \quad j = 1, \ldots, m_i$$

(14)

$$A_i(b_j^i) = \frac{\sum_{k \in s} d_k \Delta(b_j^i - g_k) \Delta(t - y_k) - \sum_{k \in s} d_k \Delta(a_{j-1}^i - g_k) \Delta(t - y_k)}{N(\tilde{F}_{GHT}(b_j^i) - \tilde{F}_{GHT}(a_{j-1}^i))}$$

$$= -A_i(a_j^i) ; \quad j = 1, \ldots, m_i$$

(15)

since it’s easy to see that $\hat{k}_i(a_{j-1}^i) = \hat{k}_i(b_j^i)$ ($\hat{K}$ is defined similarly to $K$ but based on sample $s$) and where $\hat{k}_i(a_0^i) = 0$ and $\hat{k}_i(b_{m+1}^i) = \hat{k}_i(a_{m+1}^i)$ as we consider $a_0^i < \min\{g_k : k \in U\}$ and $b_{m+1}^i > g_M$.

By replacing the values $A_i(a_j^i)$ and $A_i(b_j^i)$ in the equation (13), it could be easily seen how the estimator $\tilde{F}_{YO}(t)$ for $y[i] \leq t < y[i+1]$ takes the following expression:

$$\tilde{F}_{YO}(t) = \sum_{j=1}^{m_i} \frac{(F_g(a_j^i) - F_g(b_j^i)) \cdot (\hat{k}_i(a_j^i) - \hat{k}_i(a_{j-1}^i))}{N \cdot (\tilde{F}_{GHT}(a_j^i) - \tilde{F}_{GHT}(b_j^i))}.$$ 

(16)
Now, if we suppose that $\bar{R}_{si} = \emptyset$, then the optimal vector $\mathbf{t}_{\text{OPT}}(t) = (a_1^i, a_2^i, \ldots, a_{m_i}^i)$ and $\widehat{F}_{YO}(t)$ take the following expression:

$$\widehat{F}_{YO}(t) = \widehat{F}_{YHT}(t) + \sum_{j=1}^{m_i} \left( F_g(a_j^i) - \widehat{F}_{GHT}(a_j^i) \right) \cdot A_i(a_j^i) \quad (17)$$

where for $j = 1, \ldots, m_i - 1$

$$A_i(a_j^i) = \frac{\left( \bar{k}_i(a_j^i) - \bar{k}_i(a_{j-1}^i) \right)}{N(\widehat{F}_{GHT}(a_j^i) - \widehat{F}_{GHT}(a_{j-1}^i))} - \frac{\left( \bar{k}_i(a_{j+1}^i) - \bar{k}_i(a_j^i) \right)}{N(\widehat{F}_{GHT}(a_{j+1}^i) - \widehat{F}_{GHT}(a_j^i))}. \quad (18)$$

From (17) and (18), the calibration estimator $\widehat{F}_{YO}(t)$ for $y_{i[1]} \leq t < y_{i[1]+1}$ is:

$$\widehat{F}_{YO}(t) = \sum_{j=1}^{m_i} \left( F_g(a_j^i) - F_g(a_{j-1}^i) \right) \cdot \frac{\left( \bar{k}_i(a_j^i) - \bar{k}_i(a_{j-1}^i) \right)}{N(\widehat{F}_{GHT}(a_j^i) - \widehat{F}_{GHT}(a_{j-1}^i))} \cdot \left( \frac{\left( \bar{k}_i(a_{j+1}^i) - \bar{k}_i(a_j^i) \right)}{N(\widehat{F}_{GHT}(a_{j+1}^i) - \widehat{F}_{GHT}(a_j^i))} \right). \quad (19)$$

Finally, we consider the case where $R_{si} \neq \emptyset$ and $\bar{R}_{si} \neq \emptyset$.

Let be $R_{si} = \{ j_1, \ldots, j_{p_i} \}$, for all $j_h \in R_{si}$ we have:

$$A_i(a_j^i) = \frac{\left( \bar{k}_i(a_j^i) - \bar{k}_i(a_{j-1}^i) \right)}{N(\widehat{F}_{GHT}(a_j^i) - \widehat{F}_{GHT}(a_{j-1}^i))}. \quad (20)$$

For $j \in \bar{R}_{si}$ and $j \neq j_h - 1$ for all $j_h \in R_{si}$, $A_i(a_j^i)$ and $A_i(b_j^i)$ are given by (14) and (15) while for $j = j_h - 1$ with $j \in \bar{R}_{si}$, $A_i(a_j^i)$ and $A_i(b_j^i)$ are given by (18) and (15).

Thus, in this case, the estimator $\widehat{F}_{YO}(t)$ for $y_{i[1]} \leq t < y_{i[1]+1}$ is given by:

$$\widehat{F}_{YO}(t) = \sum_{j \in R_{si}} \left( F_g(a_j^i) - F_g(a_{j-1}^i) \right) \cdot \frac{\left( \bar{k}_i(a_j^i) - \bar{k}_i(a_{j-1}^i) \right)}{N(\widehat{F}_{GHT}(a_j^i) - \widehat{F}_{GHT}(a_{j-1}^i))} +$$

$$\sum_{j \in R_{si}} \left( F_g(a_j^i) - F_g(b_j^i) \right) \cdot \frac{\left( \bar{k}_i(a_j^i) - \bar{k}_i(a_{j-1}^i) \right)}{N(\widehat{F}_{GHT}(a_j^i) - \widehat{F}_{GHT}(b_j^i))}. \quad (21)$$

Now, for $y_{i[1]+1} \leq z < y_{i[1]+2}$, we consider the sets $A_{s(i+1)}$ and $B_{s(i+1)}$:

$$A_{s(i+1)} = \{ a_1^{i+1}, \ldots, a_{m_i+1}^{i+1} \} \quad ; \quad B_{s(i+1)} = \{ b_1^{i+1}, \ldots, b_{m_i+1}^{i+1} \}$$

and we define similarly the sets $R_{s(i+1)}$ and $\bar{R}_{s(i+1)}$.

Let be $\bar{A}_{si} = A_{s(i+1)}$, then we have $B_{si} = B_{s(i+1)}$ and $\mathbf{t}_{\text{OPT}}(t) = \mathbf{t}_{\text{OPT}}(z) = \mathbf{t}_{\text{OPT}}(y_{i[1]})$. As in the previous case, we have $\widehat{F}_{YO}(t) \leq \widehat{F}_{YO}(z)$ because for both
values $t$ and $z$ the weights $\omega_k$ in (5) are obtained with the same auxiliary vector.

If we assume that $A_{sl} \neq A_{s(i+1)}$, because $A_{sl} \subset A_{s(i+1)}$ then there exist a set

$$H_{si} = \{ r_h : h = 1, \ldots, m_i \} \subset \{ j : j = 1, \ldots, m_{i+1} \}$$

such that

$$a_i^i = a_{ri_i}^{i+1}; \ldots; a_{ri_m}^{i+1}$$

(22)

with $r_1 < r_2 < \cdots < r_{m_i}$ and $a_{ri_{(h-1)}}^{i+1} \leq a_{ri_h}^{i+1}$ for all $h \in \{ 1, \ldots, m_i \}$.

We denote by $\bar{H}_{si}$ the following set

$$\bar{H}_{si} = \{ j : j = 1, \ldots, m_{i+1} \} - H_{si}.$$ 

On the other hand, since $a_{ri_{(h-1)}}^{i+1} \leq a_{ri_h}^{i+1}$ for all $h = 1, \ldots, m_t$

$$\{ g_k : a_{ri_{(h-1)}}^{i} \leq g_k < a_{ri_h}^{i} \} = \{ g_k : a_{ri_{(h-1)}}^{i+1} \leq g_k < a_{ri_h}^{i+1} \} =$$

$$\{ g_k : a_{ri_{(h-1)}}^{i+1} \leq g_k \leq a_{ri_h}^{i+1} \} \cup \{ g_k : a_{ri_{h-1}}^{i+1} \leq g_k < a_{ri_h}^{i+1} \}$$

and therefore for all $h \in \{ 1, \ldots, m_i \}$

$$b_h^i = \max\{ g_k : a_{ri_{(h-1)}}^{i} \leq g_k < a_{ri_h}^{i} \} = \max\{ g_k : a_{ri_{h-1}}^{i+1} \leq g_k < a_{ri_h}^{i+1} \} = b_{ri_h}^{i+1}. \quad (23)$$

By (22) and (23), then we have

$$\hat{k}_i(a_{ri_h}^{i+1}) = \tilde{k}_i(a_{ri_h}^{i}) ; \quad \hat{k}_i(a_{ri_{(h-1)}}^{i+1}) = \tilde{k}_i(a_{ri_{(h-1)}}^{i}) = \hat{k}_i(b_h^i) = \hat{k}_i(b_{ri_h}^{i+1}). \quad (24)$$

Now, we define $\Gamma_h$ as:

$$\Gamma_h = (\hat{k}_{i+1}(a_{ri_h}^{i+1}) - \hat{k}_{i+1}(a_{ri_{(h-1)}}^{i+1})) - (\hat{k}_i(a_{ri_h}^{i+1}) - \hat{k}_i(a_{ri_{(h-1)}}^{i+1})) \quad (25)$$

where

$$\hat{k}_{i+1}(a_{ri_h}^{i+1}) = \sum_{k \in s} d_k \Delta(a_{ri_h}^{i+1} - g_k) \Delta(y_{i+1} - y_k) =$$

$$\hat{k}_i(a_{ri_h}^{i+1}) + \sum_{k \in s} d_k \Delta(a_{ri_h}^{i+1} - g_k) I_{i+1}(y_k)$$

with

$$I_{i+1}(y_k) = \begin{cases} 0 & \text{if } y_k \neq y_{i+1} \\ 1 & \text{if } y_k = y_{i+1}. \end{cases}$$

We denote by $\tilde{q}_{i+1}(z) = \sum_{k \in s} d_k \Delta(z - g_k) I_{i+1}(y_k)$. Thus $\hat{k}_{i+1}(a_{ri_h}^{i+1}) = \tilde{k}_i(a_{ri_h}^{i+1}) + \tilde{q}_{i+1}(a_{ri_h}^{i+1})$. 
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Similarly

\[ \tilde{k}_{i+1}(a_{r_h-1}^{i+1}) = \tilde{k}_{i+1}(b_{r_h}^{i+1}) = \tilde{k}_i(b_{r_h}^{i+1}) + \tilde{q}_{i+1}(b_{r_h}^{i+1}) = \tilde{k}_i(a_{r_h-1}^{i+1}) + \tilde{q}_{i+1}(b_{r_h}^{i+1}). \]

Since \( b_{r_h}^{i+1} < a_{r_h}^{i+1} \) for all \( h \in \{1, \ldots, m_i\} \),

\[ \Gamma_h = (\tilde{k}_{i+1}(a_{r_h}^{i+1}) - \tilde{k}_{i+1}(a_{r_h-1}^{i+1})) - (\tilde{k}_i(a_{r_h}^{i+1}) - \tilde{k}_i(a_{r_h-1}^{i+1})) = \tilde{q}_{i+1}(a_{r_h}^{i+1}) - \tilde{q}_{i+1}(b_{r_h}^{i+1}) \geq 0. \]

(26)

Based on the sets \( R_{si}, \bar{R}_{si}, R_{s(i+1)} \) and \( \bar{R}_{s(i+1)} \) we consider several cases:

Case 1) \( R_{si} = \emptyset \).

In this case, if we assume and \( R_{s(i+1)} \neq \emptyset \) and \( \bar{R}_{s(i+1)} \neq \emptyset \), the set \( \{j : j = 1, \ldots, m_{i+1}\} \) is given by:

\[ \{j : j = 1, \ldots, m_{i+1}\} = C_1 \cup C_2 \cup C_3 \cup C_4 = \]

\[ = (R_{s(i+1)} \cap H_{si}) \cup (R_{s(i+1)} \cap \bar{H}_{si}) \cup (\bar{R}_{s(i+1)} \cap H_{si}) \cup (\bar{R}_{s(i+1)} \cap \bar{H}_{si}). \]

For \( h = 1, \ldots, m_i \) with \( r_h \in C_1 = R_{s(i+1)} \cap H_{si} \)

\[ a_{r_h-1}^{i+1} = b_{r_h}^{i+1} = b_h^i \neq a_{r_h}^{i+1} = a_{r_{h-1}}^{i+1}, \] \hspace{1cm} (27)

while for \( h = 1, \ldots, m_i \) with \( r_h \in C_3 = \bar{R}_{s(i+1)} \cap H_{si} \)

\[ a_{r_h-1}^{i+1} \neq b_{r_h}^{i+1} = b_h^i \neq a_{r_h}^{i+1} = a_{r_{h-1}}^{i+1}. \] \hspace{1cm} (28)

By (16); (27) and (28), \( \hat{F}_{YO}(t) \) is given by:

\[ \hat{F}_{YO}(t) = \sum_{h=1}^{m_i} \frac{(F_g(a_{r_h}^i) - F_g(b_{r_h}^i)) \cdot (\tilde{k}_i(a_{r_h}^i) - \tilde{k}_i(a_{r_h-1}^i))}{(F_{GHT}(a_{r_h}^i) - F_{GHT}(b_{r_h}^i))} = \]

\[ \sum_{h=1}^{m_i} \frac{(F_g(a_{r_h}^{i+1}) - F_g(b_{r_h}^{i+1})) \cdot (\tilde{k}_i(a_{r_h}^{i+1}) - \tilde{k}_i(a_{r_h-1}^{i+1}))}{N \cdot (F_{GHT}(a_{r_h}^{i+1}) - F_{GHT}(b_{r_h}^{i+1}))} + \]

\[ \sum_{h=1}^{m_i} \frac{(F_g(a_{r_h}^{i+1}) - F_g(b_{r_h}^{i+1})) \cdot (\tilde{k}_i(a_{r_h}^{i+1}) - \tilde{k}_i(a_{r_{h-1}}^{i+1}))}{N \cdot (F_{GHT}(a_{r_h}^{i+1}) - F_{GHT}(b_{r_h}^{i+1}))}. \] \hspace{1cm} (29)

From (21), \( \hat{F}_{YO}(z) \) takes the following expression:

\[ \hat{F}_{YO}(z) = \sum_{r_h \in C_1} \frac{(F_g(a_{r_h}^{i+1}) - F_g(a_{r_h-1}^{i+1})) \cdot (\tilde{k}_i+1(a_{r_h}^{i+1}) - \tilde{k}_i+1(a_{r_h-1}^{i+1}))}{N \cdot (F_{GHT}(a_{r_h}^{i+1}) - F_{GHT}(a_{r_h-1}^{i+1}))}. \]
+ \sum_{r_h \in C_3} \frac{(F_g(a_r^{i+1}) - F_g(b_r^{i+1})) \cdot (\tilde{k}_{i+1}(a_r^{i+1}) - \tilde{k}_{i+1}(a_r^{i+1}))}{N \cdot (\hat{F}_{GHT}(a_r^{i+1}) - \hat{F}_{GHT}(b_r^{i+1}))} + W_s(z) \quad (30)

where \( W_s(z) = V_s(z) + T_s(z) \) and

\[
V_s(z) = \sum_{j \in C_2} \frac{(F_g(a_j^{i+1}) - F_g(a_j^{i+1})) \cdot (\tilde{k}_{i+1}(a_j^{i+1}) - \tilde{k}_{i+1}(a_j^{i+1}))}{N \cdot (\hat{F}_{GHT}(a_j^{i+1}) - \hat{F}_{GHT}(a_j^{i+1}))} \geq 0
\]

\[
T_s(z) = \sum_{j \in C_4} \frac{(F_g(a_j^{i+1}) - F_g(b_j^{i+1})) \cdot (\tilde{k}_{i+1}(a_j^{i+1}) - \tilde{k}_{i+1}(a_j^{i+1}))}{N \cdot (\hat{F}_{GHT}(a_j^{i+1}) - \hat{F}_{GHT}(b_j^{i+1}))} \geq 0.
\]

Consequently, from (30) and (29), we have

\[
\hat{F}_{YO}(z) - \hat{F}_{YO}(t) = W_s(z) + \sum_{r_h \in C_1} \frac{(F_g(a_r^{i+1}) - F_g(a_r^{i+1})) \cdot \Gamma_h}{N \cdot (\hat{F}_{GHT}(a_r^{i+1}) - \hat{F}_{GHT}(a_r^{i+1}))} + \\
\sum_{r_h \in C_3} \frac{(F_g(a_r^{i+1}) - F_g(b_r^{i+1})) \cdot \Gamma_h}{N \cdot (\hat{F}_{GHT}(a_r^{i+1}) - \hat{F}_{GHT}(b_r^{i+1}))} \geq 0.
\]

On the other hand, if we suppose that \( R_{s(i+1)} = \emptyset \), then \( C_1 = C_2 = \emptyset \). For all \( h \in \{1, \ldots, m_i\} \), we have (28) and \( \hat{F}_{YO}(t) \) is given by (29) with the sum in \( C_1 \) null. From (16), \( \hat{F}_{YO}(z) \) is given by (30) with \( V_s(z) = 0 \) and the summation based on the set \( C_1 \) null. Similarly, we can see that \( \hat{F}_{YO}(z) - \hat{F}_{YO}(t) \geq 0 \).

Identically, it can be shown that \( \hat{F}_{YO}(z) - \hat{F}_{YO}(t) \geq 0 \) in the case that \( R_{s(i+1)} = \emptyset \).

From (19) (27) and because the sets \( C_3 \) and \( C_4 \) are empty, \( \hat{F}_{YO}(t) \) and \( \hat{F}_{YO}(z) \) are given by (29) and (30) respectively, with the summations based on null \( C_3 \) and \( T_s(z) = 0 \).

Case 2) \( R_{si} \neq \emptyset \) and \( \bar{R}_{si} \neq \emptyset \)

For \( h = 1, \ldots, m_i \) with \( h \in R_{si} \),

\[
a_h^i = a_r^{i+1} \quad b_h^i = b_r^{i+1} = a_r^{i+1}
\]

since \( a_r^{i+1} \leq a_r^{i+1} \leq b_r^{i+1} = a_r^{i+1} \), we have

\[
a_r^{i+1} = b_r^{i+1} = b_h^i = a_h^{i+1} = a_r^{i+1}
\]

and consequently, for \( h = 1, \ldots, m_i \) with \( h \in R_{si} \), \( r_h \in R_{s(i+1)} \cap H_{si} = C_1 \) and the set \( R_{s(i+1)} \neq \emptyset \). Because in this case \( R_{s(i+1)} \neq \emptyset \) if we assume that \( R_{s(i+1)} \neq \emptyset \), then
as in Case 1) with \( R_{s(i+1)} \neq \emptyset \) and \( \bar{R}_{s(i+1)} \neq \emptyset \), the value \( \hat{F}_{YO}(z) \) is given by (30). Additionally, for \( h = 1, \ldots, m_i \) with \( h \in \bar{R}_{si} \), it is clear that \( r_h \in C_1 \cup C_3 \). For \( h \in \bar{R}_{si} \) with \( r_h \in C_1 \) condition (27) is verified while for \( h \in \bar{R}_{si} \) with \( r_h \in C_3 \); condition (28) is satisfied.

From (21); (31); (27) and (28); the value \( \hat{F}_{YO}(t) \) takes the following expression:

\[
\hat{F}_{YO}(t) = \sum_{h \in R_{si}} \left( \frac{F_g(a_{r h}^{i+1}) - F_g(a_{r h-1}^{i+1})}{N} \cdot (\hat{F}_{GHT}(a_{r h}^{i+1}) - \hat{F}_{GHT}(a_{r h-1}^{i+1})) + \sum_{\substack{h \in R_{si} \backslash \bar{R}_{si} \subset C_1 \atop r_h \in C_1}} \left( \frac{F_g(a_{r h}^{i+1}) - F_g(a_{r h-1}^{i+1})}{N} \cdot (\hat{F}_{GHT}(a_{r h}^{i+1}) - \hat{F}_{GHT}(a_{r h-1}^{i+1})) \right) + \sum_{\substack{h \in R_{si} \backslash \bar{R}_{si} \subset C_3 \atop r_h \in C_3}} \left( \frac{F_g(a_{r h}^{i+1}) - F_g(a_{r h-1}^{i+1})}{N} \cdot (\hat{F}_{GHT}(a_{r h}^{i+1}) - \hat{F}_{GHT}(a_{r h-1}^{i+1})) \right) \right).
\]

As in the Case 1) with \( R_{s(i+1)} \neq \emptyset \) and \( \bar{R}_{s(i+1)} \neq \emptyset \), the value \( \hat{F}_{YO}(z) - \hat{F}_{YO}(t) \geq 0 \).

If we assume that \( \bar{R}_{s(i+1)} = \emptyset \), the sets \( C_3 \) and \( C_4 \) are empty. For \( h \in \bar{R}_{si} \), then \( r_h \in C_1 \) and condition (27) is satisfied. From (19) and (27) it is easy to see that \( \hat{F}_{YO}(z) \) is given by (30) with the sum based on null \( C_3 \) and \( T_n(z) = 0 \).

Similarly, because \( C_3 = \emptyset \); and the conditions (31) and (27) are satisfied, by (21) the value \( \hat{F}_{YO}(t) \) is given by (32) with the sum based on null \( C_3 \). Thus, it is clear that \( \hat{F}_{YO}(z) - \hat{F}_{YO}(t) \geq 0 \).

Case 3) \( \bar{R}_{si} = \emptyset \)

In this case, in a similar way that in the previous case, for all \( h = 1, \ldots, m_i \); the condition (31) is satisfied and consequently \( r_h \in C_1 \) and \( C_3 = \emptyset \).
By (31) and (19), we have:

\[ \hat{F}_{YO}(t) = \sum_{r_h \in C_1} \frac{(F_g(a_i^{i+1} + 1) - F_g(a_{r_h}^{i+1})) \cdot (k_i(a_{r_h}^{i+1}) - \hat{k}_i(a_{r_h}^{i+1} - 1))}{N \cdot (\hat{F}_{GHT}(a_i^{i+1}) - \hat{F}_{GHT}(a_{r_h}^{i+1} - 1))}. \]

If we assume that \( R_{s(i+1)} \neq \emptyset \), the value \( \hat{F}_{YO}(z) \) is given by (30) with the sum based on null \( C_3 \) while if we assume that \( R_{s(i+1)} = \emptyset \) the value \( \hat{F}_{YO}(z) \) is given by (30) with the sum based on null \( C_3 \) and \( T_s(z) = 0 \). In any case, \( \hat{F}_{YO}(z) - \hat{F}_{YO}(t) \geq 0 \).

Definitely, in all cases, \( \hat{F}_{YO}(z) - \hat{F}_{YO}(t) \geq 0 \) if we consider \( t \leq z \) with \( y[i] \leq t < y[i+1] \) and \( y[i+1] \leq z < y[i+2] \); \( i = 1, \ldots, l - 2 \).

For \( t \leq z \) with \( y[i] \leq t < y[i+1] \) and \( y[q] \leq z < y[q+1] \); \( i = 1, \ldots, l - 2 \) and \( q = 3, \ldots, l \) with \( q > i + 1 \), by the previous cases, it is clear that:

\[ \hat{F}_{YO}(t) \leq \hat{F}_{YO}(y[i+1]) \leq \hat{F}_{YO}(y[i+2]) \leq \cdots \leq \hat{F}_{YO}(y[q]) \leq \hat{F}_{YO}(z) \]

and the nondecreasing monotony of \( \hat{F}_{YO}(t) \) is proved.

\[ \square \]

**Note**

The estimator \( \hat{F}_{YO}(t) \) does not satisfy, in general, the condition \( \lim_{t \to +\infty} \hat{F}_{YO}(t) = 1 \), but this condition is not strictly necessary as long as the following condition is satisfied

\[ \max\{\hat{F}_{YO}(y_i) : i \in s\} \geq \alpha. \quad (33) \]

Thus, we can define the following quantile estimator:

\[ \hat{Q}_{YO}(\alpha) = \inf\{t : \hat{F}_{YO}(t) \geq \alpha\} = \hat{F}_{YO}^{-1}(\alpha). \quad (34) \]

4. Variance estimation with resampling method

In this section we employ resampling techniques for the variance estimation of the quantile estimators proposed in Section 3 and the development of confidence intervals for quantiles associated with the calibration estimators proposed, because it is possible that a mathematical expression for their variance could be not establish due to the complexity of the estimators proposed (they are not linear functions of the data). More
specifically, from a practical viewpoint we have considered the use of bootstrap tech-
niques by their applicability in many cases and under different conditions.

Initially, the bootstrap method was developed by [18] under assumptions of an infinity population with unknown distribution and the data is independently and identically distributed. Due to the popularity of this technique, the classical framework has been adjusted for survey sampling and incorporated the sampling design in several studies ([19], [7], [10], [5], [10], [1] and [2]). Thus, [19], [7] and [5] developed bootstrap methods where artificial populations are created from the sample by repeating its units and bootstrap samples are selected with the original sampling design from the artificial population. On the other hand, [1] and [2] consider direct bootstrap techniques where the bootstrap samples are obtained by units directly selected from the original sample under a completely different sampling scheme from the one which generated the original sample. In this study, we consider the frameworks proposed in [7], [1] and [2].

Given a generic quantile estimator $\hat{Q}_y(\alpha)$, following [7], if $N = n \cdot c + a$ with $0 < a < n$, the artificial population is obtained by repeating $c$ times the initial sample $s$ and selecting by simple random sampling without replacement an additional sample of size $a$ from the original sample $s$. The artificial population $U_B$ is formed with this sample and the $c$ replicates of $s$. Thus, let $U_B^j$ with $j = 1, \ldots, M$ be $M$ independent artificial populations obtained from $s$, for each pseudo population $U_B^j$ we select $K$ bootstrap samples $s_1^j, \ldots, s_K^j$ with sample size $n$. Next, following ([11]), we compute the bootstrap estimates $\hat{Q}_y(\alpha)_h^j$ with the sample $s_h^j$ for the population $U_B^j$ and we consider:

$$\hat{V}_j = \frac{1}{K - 1} \sum_{h=1}^{K} (\hat{Q}_y^*(\alpha)_h^j - \hat{Q}_y^*(\alpha))^2$$

(35)

where

$$\hat{Q}_y^*(\alpha)_h^j = \frac{1}{K} \sum_{h=1}^{K} \hat{Q}_y(\alpha)_h^j.$$  

Now, the variance estimation for the estimator $\hat{Q}_y(\alpha)$ is given by:

$$\hat{V}(\hat{Q}_y(\alpha)) = \frac{1}{M} \sum_{j=1}^{M} \hat{V}_j.$$  

(36)

Recently, [1] and [2] have proposed direct bootstrap methods where it is not necessary to obtain an artificial population, since the bootstrap samples are obtained from
the original sample by means of a sampling design different from the original sampling design considered. Thus, when the original sample $s$ is obtained with simple random sampling without replacement, [1] has proposed a mixture sampling design where two samples are selected from $s$, one obtained by simple random sampling without replacement and the other sample obtained with one-one sampling design (a sampling design defined by the authors for resampling). Similarly, when $s$ is obtained by simple random sampling without replacement, [2] has proposed a mixture sampling scheme where the first sample is obtained through a Bernoulli design while the second one is obtained with another sampling designed for resampling called double half sampling design by the authors. For more details on the two direct bootstrap methods included in this study, see [1] and [2].

In both frameworks, given a generic quantile estimator $\hat{Q}_y(\alpha)$, for the original sample $s$, we select $M$ bootstrap samples $s_1^*, \ldots, s_M^*$ according to the sampling schemes of [1] and [2] respectively. The variance bootstrap estimation for the estimator $\hat{Q}_y(\alpha)$ is given by:

$$\hat{V}(\hat{Q}_y(\alpha)) = \frac{1}{M} \sum_{j=1}^{M} (\hat{Q}_y(\alpha)^*_j - \bar{Q}_y(\alpha)^*)^2$$

(37)

where $\hat{Q}_y(\alpha)^*_j$ is the bootstrap estimator computed on the bootstrap sample $s_j^*$ and

$$\bar{Q}_y(\alpha)^* = \frac{1}{M} \sum_{j=1}^{M} \hat{Q}_y(\alpha)^*_j.$$ 

Finally, for a quantile estimator $\hat{Q}_y(\alpha)$ with a variance estimation $\hat{V}(\hat{Q}_y(\alpha))$ obtained with a bootstrap method, we consider the $1 - \alpha$ level confidence interval based on the approximation by a standard normal distribution:

$$\left[\hat{Q}_y(\alpha) - z_{1-\alpha/2} \cdot \hat{V}(\hat{Q}_y(\alpha)), \hat{Q}_y(\alpha) + z_{1-\alpha/2} \cdot \hat{V}(\hat{Q}_y(\alpha))\right]$$

(38)

where $z_\alpha$ denotes the $\alpha$ quantile of the standard normal distribution. For the three proposed bootstrap methods included in this study, we can obtain with this procedure the respective confident interval.

5. Application of the optimal quantile estimators in poverty measures estimation

For governments it is of high interest the estimation of poverty and wage inequality. Inequality and life condition indicators and many social indicators related to the
measurement of poverty are based upon quantiles. Among the poverty measures commonly used by institutions in their reports on poverty, we can find the poverty line and the Head Count Index. For instance, Eurostat establishes poverty line as 60 percent of the median of the equivalised net income. Thus, the poverty line is defined as a threshold that divides the population into poor and nonpoor that depends on the median value. The Head Count Index (HCI) can be calculated as the proportion of persons (or households) with an equivalised disposable income below the poverty line. On the other hand, some measures for wage inequality employed in several studies are based on percentiles ratios like 50th/5th and 50th/25th ([15]); 50th/10th ([33], [24], [31], [8]); 95th/50th ([24], [8]) and 90th/10th; 95th/20th; and 80th/20th ([22]). In this study, we focus on the estimation of the poverty measures based on percentile ratios.

Thus, for a finite population \( U = \{1, \ldots, N\} \) with distribution function \( F_Y(t) \) given by \([1]\), the percentile ratio \( R(\alpha_1, \alpha_2) \) is defined as follows:

\[
R(\alpha_1, \alpha_2) = \frac{Q_y(\alpha_1)}{Q_y(\alpha_2)} = \frac{F_Y^{-1}(\alpha_1)}{F_Y^{-1}(\alpha_2)}
\]

and evidently, it can be estimated with the quantile estimator \( \tilde{Q}_Y(\alpha) \) as follow:

\[
\tilde{R}_Y(\alpha_1, \alpha_2) = \frac{\tilde{Q}_Y(\alpha_1)}{\tilde{Q}_Y(\alpha_2)}.
\]

Obviously, the variance estimation of a percentile ratio estimator presents similar drawbacks to the estimation of variance for quantile estimator and consequently, we can compute the estimation of variance for \( \tilde{R}_Y(\alpha_1, \alpha_2) \) and confidence intervals for \( \hat{R}_Y(\alpha_1, \alpha_2) \) with the resampling techniques described in the previous section.

6. Simulation study

This section provides numerical comparisons for some poverty measure estimators proposed in Sections [4] and [5]. In two simulation studies the proposed estimators are compared with the corresponding poverty measures estimators derived from previous estimators of the distribution function: the Horvitz-Thompson estimator \( \hat{F}_{YHT}(t) \), the difference estimator \( \hat{F}_{YD}(t) \) (see [34]), the ratio estimator \( \hat{F}_{YR}(t) \) (see [34]), the Chambers–Dunstan estimator \( \hat{F}_{YCD}(t) \) (see [9]) and the Rao,Kovar and Mantel estimator (see [34]) \( \hat{F}_{YRKM}(t) \). Additionally, we have included the quantile estimator and the estimator of poverty measures derived from the calibrated estimator \( \hat{F}_{yc}(t) \) of the distribution function proposed in [36], with auxiliary vector \( t_g = \ldots \)
and we denoted by $\hat{F}_{YQUAR}(t)$ the corresponding calibration estimator. Some of these estimators $\hat{F}_y(t)$ included in the simulation study are not monotonically nondecreasing functions; for these estimators we have considered a general procedure described in [34] to obtain a monotonous nondecreasing version of the estimator $\hat{F}_y(t)$.

For both simulation studies, the estimation of the variance provided by the bootstrap methods included in Section 4 is also analyzed. All simulations included in this section have been developed with new code programmed in R.

In the first study we consider real data from the region of Cantabria of the 2008 Spanish living conditions survey carried out by the Instituto Nacional de Estadística (INE) of Spain. The survey data collected are considered as a population with size $N = 377$ and samples are selected from it. In this study we obtain estimation of the poverty threshold $L$, where $L$ is calculated following the criteria recommended by Eurostat, that is, the threshold $L$ is set at 60% of the median of the equivalised net income (the study variable). We considered the attribute “Home with own computer” as the auxiliary variable. We selected $W = 1000$ samples with several sample sizes, $n$, under SRSWOR and for each estimator included in the simulation study, we computed estimates of the poverty threshold $L$. The performance of each estimator is measured by the relative bias (RB) and the relative efficiency (RE), given respectively by

$$\text{RB}(\hat{L}) = \frac{1}{W} \sum_{w=1}^{W} \left( \frac{\hat{L}_w - L}{L} \right)$$

(39)

$$\text{RE}(\hat{L}) = \frac{\sum_{w=1}^{W} \left[ \hat{L}_w - L \right]^2}{\sum_{w=1}^{W} \left[ (\hat{L}_{HT})_w - L \right]^2}.$$  

(40)

where $w$ indexes the $w$th simulation run; $\hat{L}$ is a poverty threshold estimator and $\hat{L}_{HT}$ is the poverty threshold estimator based in the Horvitz-Thompson $\hat{F}_{YHT}(t)$ estimator.

From every simulation sample, 1000 bootstrap samples were selected using the three bootstrap methods considered in Section 4 for the variance estimation and confidence intervals. We computed the following measures: the coverage probability (CP), the lower (L) and the upper (U) tail error rates of the 95% confidence intervals, in percentage and the average length (AL) of the confidence intervals for each estimator and
each bootstrap method, except for the Chambers-Dunstan estimator whose results are only obtained with the Booth method, since this estimator needs the whole population for its calculation and the techniques described do not obtain the whole artificial population. Results from this simulation study are presented in Table 1 and Table 2.

Table 1: RB and RE for several sample sizes of the estimators compared. SRSWOR from the 2008 Spanish living conditions survey.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>n = 50</th>
<th>n = 60</th>
<th>n = 70</th>
<th>n = 80</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{L}_{HT}$</td>
<td>-0.0159</td>
<td>1.0000</td>
<td>-0.0144</td>
<td>1.0000</td>
</tr>
<tr>
<td>$\hat{L}_{CD}$</td>
<td>0.0452</td>
<td>1.2561</td>
<td>0.0332</td>
<td>1.0551</td>
</tr>
<tr>
<td>$\tilde{L}_{d}$</td>
<td>-0.0038</td>
<td>0.9246</td>
<td>-0.0056</td>
<td>0.8796</td>
</tr>
<tr>
<td>$\tilde{L}_{r}$</td>
<td>-0.0069</td>
<td>1.7426</td>
<td>-0.0057</td>
<td>1.4706</td>
</tr>
<tr>
<td>$\tilde{L}_{RKM}$</td>
<td>-0.0043</td>
<td>0.9456</td>
<td>-0.0058</td>
<td>0.8942</td>
</tr>
<tr>
<td>$\tilde{L}_{YQUAR}$</td>
<td>-0.0159</td>
<td>1.0000</td>
<td>-0.0144</td>
<td>1.0000</td>
</tr>
<tr>
<td>$\tilde{L}_{YCO}$</td>
<td>-0.0039</td>
<td>0.9165</td>
<td>-0.0056</td>
<td>0.8730</td>
</tr>
</tbody>
</table>

The results derived from this simulation study gave values for RB within a reasonable range. The proposed estimator significantly improves the results of the calibrated estimator $\tilde{L}_{YQUAR}$. With respect to efficiency, the best estimator for all sample sizes is $\tilde{L}_{YCO}$ whereas the usual calibrated estimator have an efficiency similar to $\hat{L}_{HT}$.

With respect to the variance estimation, all estimators provide high coverages, with values very close to 99% in the three resampling methods considered. For the resampling methods proposed in [7] and [2], the proposed estimators present the best average length (AL) results for some sample sizes, whereas with the method proposed in [1], the proposed estimators present the best results for all the sample sizes, with the exception of size $n = 60$.

For the second simulation study, we consider real data from the region of Andalusia of 2016 Spanish living conditions survey carried out by the Instituto Nacional de Estadística (INE) of Spain. The survey data collected are considered as a population with size $N = 1442$ and samples are selected from it. The study variable $y$ is the equivalised net income and the auxiliary variables included are the attribute “Can the home afford to go on vacation away from home, at least one week a year?”, the attribute “Home with own computer” and the attribute “Home with own washing machine” as...
Table 2: AL, CP %, L % and U % for several sample sizes and several resampling methods of the estimators compared. SRSWOR from the 2008 SPANISH LIVING CONDITIONS SURVEY.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>AL (n = 50)</th>
<th>CP%</th>
<th>L%</th>
<th>U%</th>
<th>AL (n = 60)</th>
<th>CP%</th>
<th>L%</th>
<th>U%</th>
<th>AL (n = 70)</th>
<th>CP%</th>
<th>L%</th>
<th>U%</th>
<th>AL (n = 80)</th>
<th>CP%</th>
<th>L%</th>
<th>U%</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{L}_{HT} )</td>
<td>7355</td>
<td>99.9</td>
<td>0.0</td>
<td>0.1</td>
<td>4513</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
<td>3554</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
<td>3199</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>( \hat{L}_{CD} )</td>
<td>7323</td>
<td>99.9</td>
<td>0.1</td>
<td>0.0</td>
<td>3670</td>
<td>99.8</td>
<td>0.2</td>
<td>0</td>
<td>4451</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
<td>4082</td>
<td>99.1</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>( \tilde{L}_{d} )</td>
<td>7383</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>4164</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
<td>3501</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
<td>3103</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>( \tilde{L}_{r} )</td>
<td>7397</td>
<td>99.8</td>
<td>0.2</td>
<td>0.0</td>
<td>6001</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
<td>3834</td>
<td>99.9</td>
<td>0.0</td>
<td>0.1</td>
<td>3423</td>
<td>99.8</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>( \tilde{L}_{RKM} )</td>
<td>7096</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>4171</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
<td>3418</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
<td>3041</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>( \hat{L}_{YQUAR} )</td>
<td>7355</td>
<td>99.9</td>
<td>0.0</td>
<td>0.1</td>
<td>4513</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
<td>3454</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
<td>3115</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>( \hat{L}_{YCO} )</td>
<td>7301</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>4166</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
<td>3507</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
<td>3016</td>
<td>100.0</td>
<td>0.0</td>
<td>0</td>
</tr>
</tbody>
</table>

Antal, E., Tillé, Y. (2014)

<table>
<thead>
<tr>
<th>Estimator</th>
<th>AL (n = 50)</th>
<th>CP%</th>
<th>L%</th>
<th>U%</th>
<th>AL (n = 60)</th>
<th>CP%</th>
<th>L%</th>
<th>U%</th>
<th>AL (n = 70)</th>
<th>CP%</th>
<th>L%</th>
<th>U%</th>
<th>AL (n = 80)</th>
<th>CP%</th>
<th>L%</th>
<th>U%</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{L}_{HT} )</td>
<td>5198</td>
<td>98.9</td>
<td>0.1</td>
<td>1.0</td>
<td>3970</td>
<td>98.4</td>
<td>0.2</td>
<td>1.4</td>
<td>3507</td>
<td>98.0</td>
<td>0.4</td>
<td>1.6</td>
<td>3072</td>
<td>98.1</td>
<td>0.4</td>
<td>1.5</td>
</tr>
<tr>
<td>( \hat{L}_{d} )</td>
<td>5204</td>
<td>98.9</td>
<td>0.4</td>
<td>0.7</td>
<td>3477</td>
<td>98.7</td>
<td>0.4</td>
<td>0.9</td>
<td>2914</td>
<td>98.3</td>
<td>0.6</td>
<td>1.1</td>
<td>2504</td>
<td>98.4</td>
<td>0.5</td>
<td>1.1</td>
</tr>
<tr>
<td>( \tilde{L}_{r} )</td>
<td>5518</td>
<td>99.0</td>
<td>0.2</td>
<td>0.8</td>
<td>4108</td>
<td>99.4</td>
<td>0.0</td>
<td>0.6</td>
<td>360</td>
<td>98.8</td>
<td>0.1</td>
<td>1.1</td>
<td>316898.7</td>
<td>0.2</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>( \tilde{L}_{RKM} )</td>
<td>4659</td>
<td>99.1</td>
<td>0.2</td>
<td>0.7</td>
<td>4224</td>
<td>98.9</td>
<td>0.3</td>
<td>0.8</td>
<td>3001</td>
<td>98.0</td>
<td>0.7</td>
<td>1.3</td>
<td>2671</td>
<td>98.1</td>
<td>0.6</td>
<td>1.3</td>
</tr>
<tr>
<td>( \hat{L}_{YQUAR} )</td>
<td>5198</td>
<td>98.9</td>
<td>0.1</td>
<td>1.0</td>
<td>3970</td>
<td>98.4</td>
<td>0.2</td>
<td>1.4</td>
<td>3507</td>
<td>98.0</td>
<td>0.4</td>
<td>1.6</td>
<td>2448</td>
<td>98.4</td>
<td>0.4</td>
<td>1.2</td>
</tr>
<tr>
<td>( \hat{L}_{YCO} )</td>
<td>4754</td>
<td>98.7</td>
<td>0.5</td>
<td>0.8</td>
<td>4235</td>
<td>98.5</td>
<td>0.5</td>
<td>1.0</td>
<td>2938</td>
<td>98.1</td>
<td>0.6</td>
<td>1.3</td>
<td>2018</td>
<td>99.3</td>
<td>0.3</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Antal, E., Tillé, Y. (2011)

<table>
<thead>
<tr>
<th>Estimator</th>
<th>AL (n = 50)</th>
<th>CP%</th>
<th>L%</th>
<th>U%</th>
<th>AL (n = 60)</th>
<th>CP%</th>
<th>L%</th>
<th>U%</th>
<th>AL (n = 70)</th>
<th>CP%</th>
<th>L%</th>
<th>U%</th>
<th>AL (n = 80)</th>
<th>CP%</th>
<th>L%</th>
<th>U%</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{L}_{HT} )</td>
<td>4417</td>
<td>98.9</td>
<td>0.1</td>
<td>1.0</td>
<td>4627</td>
<td>98.0</td>
<td>0.3</td>
<td>1.7</td>
<td>2488</td>
<td>98.4</td>
<td>0.2</td>
<td>1.4</td>
<td>2279</td>
<td>98.5</td>
<td>0.2</td>
<td>1.3</td>
</tr>
<tr>
<td>( \hat{L}_{d} )</td>
<td>3219</td>
<td>99.1</td>
<td>0.1</td>
<td>0.8</td>
<td>3855</td>
<td>98.6</td>
<td>0.5</td>
<td>0.9</td>
<td>2511</td>
<td>98.9</td>
<td>0.5</td>
<td>0.6</td>
<td>2281</td>
<td>99.2</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>( \tilde{L}_{r} )</td>
<td>4329</td>
<td>99.3</td>
<td>0.2</td>
<td>0.5</td>
<td>4957</td>
<td>99.5</td>
<td>0.1</td>
<td>0.4</td>
<td>4177</td>
<td>98.7</td>
<td>0.3</td>
<td>1.0</td>
<td>3837</td>
<td>98.9</td>
<td>0.3</td>
<td>0.8</td>
</tr>
<tr>
<td>( \tilde{L}_{RKM} )</td>
<td>3846</td>
<td>98.9</td>
<td>0.0</td>
<td>1.1</td>
<td>4088</td>
<td>98.7</td>
<td>0.6</td>
<td>0.7</td>
<td>2724</td>
<td>98.8</td>
<td>0.5</td>
<td>0.7</td>
<td>2435</td>
<td>99.1</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>( \hat{L}_{YQUAR} )</td>
<td>4417</td>
<td>98.9</td>
<td>0.1</td>
<td>1.0</td>
<td>4627</td>
<td>98.0</td>
<td>0.3</td>
<td>1.7</td>
<td>2488</td>
<td>98.4</td>
<td>0.2</td>
<td>1.4</td>
<td>2173</td>
<td>98.6</td>
<td>0.2</td>
<td>1.2</td>
</tr>
<tr>
<td>( \hat{L}_{YCO} )</td>
<td>3059</td>
<td>98.9</td>
<td>0.2</td>
<td>0.9</td>
<td>4188</td>
<td>98.2</td>
<td>0.9</td>
<td>0.9</td>
<td>2309</td>
<td>98.7</td>
<td>0.5</td>
<td>0.8</td>
<td>2018</td>
<td>99.3</td>
<td>0.3</td>
<td>0.4</td>
</tr>
</tbody>
</table>
the auxiliary variables. Again, we selected $W = 1000$ samples with several sample sizes, $n = 75$, $n = 95$, $n = 115$ and $n = 135$, under SRSWOR and for each estimator included in the simulation study, we computed estimates of $R(\alpha_1, \alpha_2)$ for 95th/50th. The performance of each estimator is measured by the values $RB$ and $RE$, given by

$$RB(\hat{R}(\alpha_1, \alpha_2)) = \frac{1}{W} \sum_{w=1}^{W} \frac{(\hat{R}(\alpha_1, \alpha_2))_w - R(\alpha_1, \alpha_2)}{R(\alpha_1, \alpha_2)}$$

$$RE(\hat{R}(\alpha_1, \alpha_2)) = \frac{\sum_{w=1}^{W} \left[(\hat{R}(\alpha_1, \alpha_2))_w - R(\alpha_1, \alpha_2)\right]^2}{\sum_{w=1}^{W} \left[\hat{R}_{HT}(\alpha_1, \alpha_2) - R(\alpha_1, \alpha_2)\right]^2},$$

where $\hat{R}(\alpha_1, \alpha_2)$ is a percentile ratio estimator and $\hat{R}_{HT}(\alpha_1, \alpha_2)$ is the percentile ratio estimator based in the Horvitz-Thompson $\hat{F}_{HT}(t)$ estimator.

For the variance estimation and confidence intervals, we computed the coverage probability (CP), the lower (L) and the upper (U) tail error rates of the 95% confidence intervals, in percentage and the average length (AL) of the confidence intervals for each percentile ratio estimator and each bootstrap method.

Concerning the variance estimation and confidence intervals, we used 1,000 bootstrap replications from each initial sample with all bootstrap methods included in the study to compute CP, L, U and AL of the 95% confidence intervals for each percentile ratio considered. Result from this simulation study are presented in Table 3 and Table 4.

Table 3: RB and RE for several sample sizes of the estimators compared. SRSWOR from the 2016 Spanish Living Conditions Survey.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>$n = 75$</th>
<th>$n = 95$</th>
<th>$n = 115$</th>
<th>$n = 135$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{R}_{HT}$</td>
<td>0.0392</td>
<td>0.0358</td>
<td>0.0285</td>
<td>0.0234</td>
</tr>
<tr>
<td>$\hat{R}_{CD}$</td>
<td>-0.1224</td>
<td>-0.1152</td>
<td>-0.1219</td>
<td>-0.125</td>
</tr>
<tr>
<td>$\hat{R}_d$</td>
<td>0.0407</td>
<td>0.0353</td>
<td>0.0269</td>
<td>0.0223</td>
</tr>
<tr>
<td>$\hat{R}_r$</td>
<td>0.0461</td>
<td>0.0406</td>
<td>0.018</td>
<td>0.0161</td>
</tr>
<tr>
<td>$\hat{R}_{RKM}$</td>
<td>0.0333</td>
<td>0.0384</td>
<td>0.0263</td>
<td>0.0208</td>
</tr>
<tr>
<td>$\hat{R}_{YQUAR}$</td>
<td>0.0251</td>
<td>0.0208</td>
<td>0.0183</td>
<td>0.0143</td>
</tr>
<tr>
<td>$\hat{R}_{YCO}$</td>
<td>0.0174</td>
<td>0.0157</td>
<td>0.0164</td>
<td>0.0126</td>
</tr>
</tbody>
</table>

These tables show:
Table 4: AL, CP, L, and U % for several sample sizes and several resampling methods of the estimators compared. SRSWOR from the 2016 SPANISH LIVING CONDITIONS SURVEY.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Booth et al., (1994)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n = 75</td>
</tr>
<tr>
<td>$\hat{R}_{HT}$</td>
<td>3.7901</td>
</tr>
<tr>
<td>$\hat{R}_{CD}$</td>
<td>3.5177</td>
</tr>
<tr>
<td>$\hat{R}_{d}$</td>
<td>3.8003</td>
</tr>
<tr>
<td>$\hat{R}_{r}$</td>
<td>3.7722</td>
</tr>
<tr>
<td>$\hat{R}_{RKM}$</td>
<td>3.8459</td>
</tr>
<tr>
<td>$\hat{R}_{YQUAR}$</td>
<td>3.8042</td>
</tr>
<tr>
<td>$\hat{R}_{YCO}$</td>
<td>3.6703</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Antal, E., Tillé, Y. (2014)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n = 75</td>
</tr>
<tr>
<td>$\hat{R}_{HT}$</td>
<td>3.9</td>
</tr>
<tr>
<td>$\hat{R}_{d}$</td>
<td>4.4885</td>
</tr>
<tr>
<td>$\hat{R}_{r}$</td>
<td>3.8207</td>
</tr>
<tr>
<td>$\hat{R}_{RKM}$</td>
<td>3.4395</td>
</tr>
<tr>
<td>$\hat{R}_{YQUAR}$</td>
<td>3.4395</td>
</tr>
<tr>
<td>$\hat{R}_{YCO}$</td>
<td>3.4395</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Antal, E., Tillé, Y. (2011)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n = 75</td>
</tr>
<tr>
<td>$\hat{R}_{HT}$</td>
<td>4.7222</td>
</tr>
<tr>
<td>$\hat{R}_{d}$</td>
<td>3.6417</td>
</tr>
<tr>
<td>$\hat{R}_{r}$</td>
<td>4.6509</td>
</tr>
<tr>
<td>$\hat{R}_{RKM}$</td>
<td>4.7222</td>
</tr>
<tr>
<td>$\hat{R}_{YQUAR}$</td>
<td>3.8444</td>
</tr>
</tbody>
</table>
• The percentile ratio estimator based on the Chambers–Dunstan estimator has a serious problem of bias. This is expected because the estimator \( \hat{F}_{YCD}(t) \) is biased when the relation between \( y \) and \( x \) is not linear. We found no evidence of any significant bias for the other estimators considered.

• In terms of efficiency the best overall performance is achieved by our proposed calibration estimator. This estimator performs remarkably better than the other estimators.

• The three methods of estimating the variances provide intervals with coverage below the nominal coverage. Although there is not much difference between the methods it seems that the first method (12) provides narrower intervals.

To sum up, these simulations show how the use of the auxiliary information by the proposed estimators can reduce the error of the usual direct and indirect estimators. Overall, the proposed estimators \( \hat{L}_{YCO} \) and \( \hat{R}_{YCO} \), appear to be good estimators.

It is also remarkable that the bootstrap method tends to overestimate the variance for the poverty threshold \( L \), whenever that bootstrap variance is smaller than the variance in the case of the 95th / 50th percentile ratio. This is not surprising since the bootstrap technique for nonlinear parameters does not provide unbiased estimators of the variances and rescaling may be necessary to achieve exact unbiasedness (Wolter, 2007). This same problem appears in the results obtained in the simulations performed by [1, 2]. In these simulations the bootstrap variance estimators are also strongly biased when applied to quantiles and poverty measures.

7. Conclusions

In this paper we investigate the optimum estimation of the quantiles in the sense of minimum variance. We start from the calibration estimator proposed by [37] and transform the problem of minimizing the variance of this quantile estimator into a problem of minimizing the variance of the estimator of the associated distribution function. Besides, we obtain an optimal estimator of the distribution function \( \hat{F}_{YO}(t) \) that is a genuine function of distribution and therefore does not need the procedure to satisfy the non-decreasing monotony as the \( \hat{Q}_d \) and \( \hat{Q}_{RKM} \) estimators. The simulation studies indicate that calibrated estimators proposed in the present work are also a suitable option for the estimation of measures for wage inequality based on percentiles ratios and poverty lines, but the simulation also shows that the bootstrap estimators for the
poverty measures does not provide unbiased estimators of the variances and rescaling may be necessary to achieve exact unbiasedness.
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